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ABSTRACT
Feature selection is a machine learning concept that entails selecting relevant features while eliminating irrelevant and redundant features. This process helps to speed up learning. In this paper, an Estimation of Distribution Algorithm (EDA) is applied to a feature selection problem originating from a legal business. The EDA was able to generate a realistic solution to the real-world problem.
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1 BACKGROUND
In recent years, feature selection has been of research interest in the computational intelligence community. It is an important pre-processing method in supervised learning. As many businesses are now collecting more and more data, feature selection is becoming increasingly important. It helps to speed up learning, improves the performance of machine learning algorithms and the quality of models [5].

In [6], feature selection approaches are categorised into filters, wrappers and embedded methods. Filters mostly differ from other methods because they use criteria that does not involve any machine learning. They are therefore used as a pre-processing step. Common examples are Pearson’s correlation coefficient and information gain. Wrappers use machine learning models to evaluate the relevance of features, selection of features can be done using search algorithms like greedy search algorithms. Embedded models however perform selection as part of the construction of the model e.g L1 or L2 regularisation. Embedded methods attempt to reduce the computational effort required by wrappers to reclassify several feature subsets [4].

While Evolutionary Algorithms (EA) can be considered wrapper methods, they are reputable for significantly reducing the search space of solutions. When EAs are applied for feature selection, the selected machine learning model is used to evaluate each solution generated by the EA. A survey of EAs applied for feature selection such as Ant Colony Optimisation, Particle Swarm Optimisation and Genetic Algorithm is presented in [1].

Although there is no one algorithm that can be considered the best at solving all problems, Estimation of Distribution Algorithms (EDAs) have recorded competitive performances on binary problems [7]. Also EDAs can converge much quicker to good solutions than other EAs like the GA on problems they are suited for [2].

In this paper, an EDA is applied for feature selection where a fitness penalty approach is proposed to bias solutions towards less number of features. The problem considered in this paper originates from a legal business.

The rest of this paper is structured as follows. In Section 2, the feature selection problem and the business it originates from are described. Sections 3 and 4 respectively describes the solution approach and the results. Conclusions are presented in Section 5.

2 PROBLEM
The problem presented in this paper is that of predicting the likely method of settlement for a claim. This problem originates from a legal business that represents insurance companies. It is important for the business to particularly identify matters that are likely going to be lost or won at trial. This will help the business make decisions regarding how to handle a matter. Other relevant methods of settlement are Negotiation, Part 36 Offer and Withdrawn. When a claim is settled by Negotiation, the business negotiates with the opponent claimant solicitors to get the best deal for its insurer clients. Part 36 Offer is used to describe an offer made as a tactical step designed to convince the opponent claimant solicitors to settle the claim early. The difference between Part 36 Offer and Negotiation is that there are more regulatory restrictions on Part 36 Offers than Negotiation. However, a matter may also get Withdrawn, this can happen when there is insufficient evidence by the opponent Claimant Solicitor. In summary, the methods of settlement considered in this paper are Discontinued, Lost at Trial, Negotiation, Part 36 Offer and Won at Trial.

2.1 Problem Features
The business captures several features when handling a matter. The features explored in this paper are presented in Table 1.
3 SOLUTION APPROACH

The classification algorithm used in this study is the well-known Support Vector Machine (SVM). The SVM is used because it is one of the most stable classifiers [3].

Alg. 1 describes the EDA used in this paper.

Algorithm 1 EDA for Feature Selection

1: Initialise \( ts, ps, gen \) and \( M_{prob}(0) \)
2: for \( g = 1 \) to \( gen \) do
3: \( P = \emptyset \)
4: for \( i = 1 \) to \( ps \) do
5: \( \text{Generate } ind \text{ by sampling } M_{prob}(g - 1) \)
6: \( \text{Assign fitness to } ind \)
7: \( \text{Add } ind \text{ to } P \)
8: end for
9: Select best \( ts < ps \) solutions to form \( S \)
10: Generate \( M_{prob}(g) \) using \( S \)
11: Set \( P_{new} = P \)
12: end for
13: return best solution \( b \) in \( P \)

In 1, \( ts, ps \) and \( gen \) respectively denote truncation size, population size and number of generations. At each generation, a new probabilistic model \( M_{prob}(g) \) is created and used to generate new solutions in the following generation. A new population \( P_{new} \) is populated at each generation and completely replaces that of the previous generation \( P \). The best solution \( b \) is returned at the end of the run.

To generate the fitness, the Support Vector Machine (SVM) is applied to the selected features. The well-known 10-fold cross validation method is applied. The classification accuracy is then used to calculate the fitness. The fitness function is presented in 1.

\[
f = \text{accuracy} - \frac{(n_{features})}{1000}
\]  

Although the accuracy can be sufficient as the fitness function, a small penalty is applied so that the algorithm biases its search towards the lowest number of features \( n_{features} \) required to get the optimal accuracy.

3.1 EDA parameters

The length of the solution is set to 10 which is the number of features considered in this paper while \( ts, ps \) and \( gen \) are respectively set to 5, 20 and 5. A total of 100 fitness evaluations has been used in this paper. A set of 3935 real-world examples was used to train the SVM.

4 RESULTS

In this section, results produced by the EDA are validated using the well-known feature importance method. Although the EDA was executed multiple times, the average cross-validation score produced was always 0.74. The EDA selected Client as the only feature for predicting method of settlement.

In Table 2, the feature importance values have been generated using the Extra Tree Classifier. The feature importance attribute of this classifier computes the relative importance of all the features.

The choice of the EDA is comparable to the feature importance method as Client has a much higher score than any of the other features.

Table 2: Features

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>Importance Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Client</td>
<td>0.481</td>
</tr>
<tr>
<td>2</td>
<td>Damages Claimed</td>
<td>0.084</td>
</tr>
<tr>
<td>3</td>
<td>Claimant Solicitor</td>
<td>0.080</td>
</tr>
<tr>
<td>4</td>
<td>Court</td>
<td>0.080</td>
</tr>
<tr>
<td>5</td>
<td>Prospect Grading</td>
<td>0.077</td>
</tr>
<tr>
<td>6</td>
<td>Team</td>
<td>0.059</td>
</tr>
<tr>
<td>7</td>
<td>Injury Type</td>
<td>0.056</td>
</tr>
<tr>
<td>8</td>
<td>Reason for Instruction</td>
<td>0.051</td>
</tr>
<tr>
<td>9</td>
<td>Branch</td>
<td>0.023</td>
</tr>
<tr>
<td>10</td>
<td>Personal Injury</td>
<td>0.007</td>
</tr>
</tbody>
</table>

5 CONCLUSION

In this paper, an EDA has been applied for feature selection in a real-world problem which originates from a legal business. Although the problem considered is a simple one, the approach is applicable for a larger feature space. The EDA not only helps to select the feature with the highest importance but also selects the optimal number of features.
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