Nearly Unbiased Estimation of Sample Skewness

DOI:
https://doi.org/10.1016/j.econlet.2020.109174

Document Version
Accepted author manuscript

Link to publication record in Manchester Research Explorer

Citation for published version (APA):

Published in:
Economics Letters

Citing this paper
Please note that where the full-text provided on Manchester Research Explorer is the Author Accepted Manuscript or Proof version this may differ from the final Published version. If citing, it is advised that you check and use the publisher's definitive version.

General rights
Copyright and moral rights for the publications made accessible in the Research Explorer are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

Takedown policy
If you believe that this document breaches copyright please refer to the University of Manchester’s Takedown Procedures [http://man.ac.uk/04Y6Bo] or contact uml.scholarlycommunications@manchester.ac.uk providing relevant details, so we can investigate your claim.
Nearly Unbiased Estimation of Sample Skewness

Yifan Li*

University of Manchester  Lancaster University

This Version: April 23, 2020

Abstract

In this paper we examine the finite sample bias of sample skewness estimator for financial returns. We show that the bias of conventional sample skewness comes from two sources: the covariance between past return and future volatility, known as the leverage effect, and the covariance between past volatility and future return, commonly referred to as the volatility feedback effect. We derive explicit expressions for this bias and propose a nearly unbiased skewness estimator under mild assumptions. Our simulation study shows that the proposed estimator leads to almost unbiased skewness estimates with a slightly elevated mean squared error, and can reduce the bias of the skewness coefficient estimates by 40%. In our empirical application, we find that bias-corrected average skewness can better predict future market returns comparing to the case without bias-correction. This leads to an improved performance of skewness-based portfolios in terms of Sharpe ratio, certainty equivalence and transaction cost.
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1 Introduction

Skewness, defined as the third central moment of a random variable, is commonly used as a measure of tail risk or extreme events for financial returns. It is typically estimated by the sample skewness estimator and serves as regressors in regression analyses in the literature (see e.g. Chen et al. (2001); Hutton et al. (2009); Boyer et al. (2010); Kim et al. (2011); Jondeau et al. (2019); Langlois (2020) among others.)

In this paper, we show that sample skewness for financial returns is biased in finite sample, and the bias consists of two components: the covariance between past return and future squared return, commonly known as the leverage effect (Black, 1976; Christie, 1982), and the covariance between past squared return and future return, which can be interpreted as the volatility feedback effect (French et al., 1987; Campbell and Hentschel, 1992).

To correct for the above bias, we develop a nearly unbiased estimator of skewness inspired by Vogelsang and Yang (2016) and Yang and Vogelsang (2018). We show via simulation that the bias of the sample skewness can be substantial, while our proposed bias-corrected estimator is almost unbiased with a slightly increased mean squared error. We also provide nearly unbiased estimates for the leverage and volatility feedback effects and a bias-reduced sample skewness coefficient estimator.

Using the empirical framework of Jondeau et al. (2019), we show that average skewness can better predict future market return if our bias-correction is applied, which in turn leads to a superior skewness-based portfolio in terms of out-of-sample Sharpe ratio, certainty equivalent return and transaction cost.

The remainder of the paper is structured as follows: Section 2 describes our assumption about the return process. Section 3 states our main result. Simulation and empirical analysis can be found in Sections 4 and 5. Section 6 concludes. All proofs are presented in Appendix A.

2 Return Process

We state our assumption about the observed financial returns:

**Assumption 1.** On a filtered probability space in discrete time $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$, the observed return process, denoted as $R = \{R_t\}_{t \geq 0}$, is assumed to satisfy the following properties: (1) $R$ is strictly stationary and ergodic. (2) $R$ has finite sixth unconditional moments. (3) For arbitrary integers $h_1 \neq h_2 \neq h_3$, it holds that:

$$E[(R_{t+h_1} - \mu)(R_{t+h_2} - \mu)(R_{t+h_3} - \mu)] = 0. \quad (2.1)$$

Conditions 1 and 2 are required for meaningful estimation of the third moments of $R$. Condition 3 states that the returns observed at three different times are assumed to be ‘uncorrelated’, which is justified by the stylized facts that financial returns are known to have very weak autocorrelation. This assumption is considerably weaker than the usual martingale assumption imposed on financial returns, which requires $R_t$ to be independent from $\mathcal{F}_{t-1}$ for all $t$.

We introduce the notation $\tilde{R}_t = R_t - \mu$ as the centred version of $R_t$, and define central moments and cross-moments of $\tilde{R}_t$ as follows:

$$\mu_k \equiv E[\tilde{R}_t^k], \quad \gamma_{m,n}(i) \equiv \text{Cov}[\tilde{R}_t^m, \tilde{R}_{t-i}^n], \quad k > 1, m, n, j > 0. \quad (2.2)$$

---

1 It is also common to scale the third central moment by the cubic standard deviation of a random variable, which will be referred to as the skewness coefficient in this paper.

2 By discrete time, we assume that returns are observed equidistantly in terms of business days. Note that throughout this paper, we will assume that the indexing variables $h, i, j, k, m, n$ and $t$ only take values in $\mathbb{N}$ whenever no confusion is caused.
In this paper we focus on estimating the skewness of $R_t$, namely $\mu_3$. The cross-covariances $\gamma_{1,2}(j)$ and $\gamma_{2,1}(j)$ play important roles in the estimation of $\mu_3$, which is naturally interpreted as volatility feedback and leverage effects respectively. The skewness coefficient is defined as $\lambda = \mu_3 / \mu_1^3$. These moments are frequently estimated by their sample counterparts, which we define as follows:

**Definition 1.** For a realization of $R$ denoted as $\{R_t\}_{t=1,T}$, let $\bar{\mu}$, $\bar{\mu}_k$ and $\bar{\gamma}_{m,n}(j)$ denote the naive sample moment estimators for $\mu$, $\mu_k$ and $\gamma_{m,n}(j)$ respectively, which are defined as:

$$
\begin{align*}
\bar{\mu} &= \frac{1}{T} \sum_{t=1}^{T} R_t, \\
\bar{\mu}_k &= \frac{1}{T} \sum_{t=1}^{T} \hat{R}_t^k, \\
\bar{\gamma}_{m,n}(j) &= \frac{1}{T} \sum_{t=1}^{T} (\hat{R}_t^m - \bar{\mu}_m)(\hat{R}_{t-j}^n - \bar{\mu}_n),
\end{align*}
$$

(2.3)

where $\hat{R}_t \equiv R_t - \bar{\mu}$. Note that we use the circular definition\(^3\) of negative time index such that $X_{-j} = X_{T-j}$ for $j \in \{0, \ldots, T-1\}$. Define the naive skewness coefficient estimator as $\hat{\lambda} = \bar{\mu}_3 / \bar{\mu}_2^3$.

By a standard ergodic argument, $\bar{\mu}$, $\bar{\mu}_k$, $\bar{\gamma}_{m,n}(j)$ and $\hat{\lambda}$ are consistent estimators for $\mu$, $\mu_k$, $\gamma_{m,n}(j)$ and $\lambda$ respectively. When $R$ is i.i.d., an unbiased estimator of $\mu_3$ can be constructed by scaling $\bar{\mu}_3$ (Dodge and Rousson, 1999):

$$
\mu_3 = \frac{T^2}{(T-2)(T-1)} E[\bar{\mu}_3].
$$

(2.4)

However, under Assumption 1, we show in this paper that the above relationship no long holds, and more information is required to correct for the bias of $\bar{\mu}_3$.

### 3 Main Result

We now present our results regarding the bias of the naive third moment estimators:

**Theorem 1.** The following results hold for all $1 \leq j \leq T - 1$:

$$
\begin{align*}
E[\bar{\mu}_3] &= \frac{(T-1)(T-2)}{T^2} \mu_3 - \frac{3(T-2)}{T^2} \left(K_{2,1}^{(T)} + K_{1,2}^{(T)}\right), \\
E[\bar{\gamma}_{1,2}(j)] &= \frac{(T-j)(T-2)}{T^2} \gamma_{1,2}(j) - \frac{2j}{T^2} \gamma_{1,2}(T-j) + \frac{j(T-2)}{T^2} \gamma_{2,1}(T-j) - \frac{2(T-j)}{T^2} \gamma_{2,1}(j) \\
&\quad + \frac{2 - T}{T^2} \mu_3 + \frac{6 - T}{T^2} \left(K_{2,1}^{(T)} + K_{1,2}^{(T)}\right), \\
E[\bar{\gamma}_{2,1}(j)] &= \frac{(T-j)(T-2)}{T^2} \gamma_{2,1}(j) - \frac{2j}{T^2} \gamma_{2,1}(T-j) + \frac{j(T-2)}{T^2} \gamma_{1,2}(T-j) - \frac{2(T-j)}{T^2} \gamma_{1,2}(j) \\
&\quad + \frac{2 - T}{T^2} \mu_3 + \frac{6 - T}{T^2} \left(K_{2,1}^{(T)} + K_{1,2}^{(T)}\right),
\end{align*}
$$

(3.1)

where $K_{m,n}^{(T)} = \sum_{j=1}^{T} \frac{T-j}{T} \gamma_{m,n}(j)$.

**Remark 1.** By setting $\gamma_{1,2}(j) = \gamma_{2,1}(j) = 0$ for all $j$, we retrieve Equation (2.4) as expected. We see that the bias of $\bar{\mu}_3$ comes from the two quantities $K_{2,1}^{(T)}$ and $K_{1,2}^{(T)}$, which collects the aggregated leverage and volatility feedback effects for the whole sampling period.

Inspired by Vogelsang and Yang (2016), we propose to model $\gamma_{1,2}(j)$ and $\gamma_{2,1}(j)$ using the autocovariance structure of an MA($h$)-type model. Formally, we introduce the following concept:

\(^3\)Although this is not the conventional definition of covariance, the circular covariance is asymptotically equivalent to its conventional counterpart. Importantly, the circular design greatly simplifies the derivations in this paper. One can potentially use the conventional covariance and proceed with the approach in Vogelsang and Yang (2016), but the derivation becomes much more complicated which is not pursued in this paper.
Definition 2. A process \( \{ R_t \}_{t \geq 0} \) is \( h \)-correlated of order \( k \) (\( h_k \)-correlated for short) if \( \gamma_{m,n}(j) = 0 \) for all \( j > h \geq 0 \) and \( m+n = k \).

We propose a simple linear unbiased estimator of third moments under the \( h_3 \)-correlated assumption:

**Theorem 2.** Assume that \( R \) is \( h_3 \)-correlated for some \( h < \lfloor \frac{T}{2} \rfloor \). Let us denote the \((T-1)\)-by-1 vector of naive estimators as: \( \hat{\Gamma} = \{ \hat{\gamma}_{2,1}(1), \hat{\gamma}_{2,1}(2), \ldots, \hat{\gamma}_{2,1}(T-1) \}' \), and the \((2h+1)\)-by-1 vector of true moments as \( \Gamma_h = \{ \mu_3, \gamma_{1,2}(1), \ldots, \gamma_{1,2}(h), \gamma_{2,1}(1), \ldots, \gamma_{2,1}(h) \}' \). Define the \((2h+1)\)-by-\((T-1)\) deterministic matrix \( H_h = \{ H_{i,j} \}_{i=1:2h+1,j=1:T-1} \) as follows:

\[
H_{i,j} = \begin{cases} \frac{T(T-6)}{(T-2)(T-4)} - \frac{3T}{(T-4)(T-2h-1)} & , \\ \frac{2}{(T-1)(T-4)(T-6)} & , \\ 0 & , \\ \frac{3T}{(T-4)(T-2h-1)(T-2h)} & , \end{cases}
\]

\( i = 1, \forall j \),

\( i \in [2, h+1], \forall j \),

\( i \in [h+2, 2h+1], \forall j \)

where \( \mathbb{I}_{\{ \cdot \}} \) is the indicator function.\(^4\) The estimator defined as \( \hat{\Gamma}_h^* \equiv H_h \hat{\Gamma} \) is an unbiased and consistent estimator of \( \Gamma_h \) such that:

\[
E[\hat{\Gamma}_h^*] = \Gamma_h, \quad \hat{\Gamma}_h^* \overset{p}{\to} \Gamma_h.
\]

\((3.3)\)

The upper bound of \( h \) is due to the fact that there are only \( T-1 \) identifiable parameters in the system of equations \((3.1)\). \( \hat{\Gamma}_h^* \) has the following important properties:

**Proposition 1.** The following results hold:

1. Set \( h = 0 \), then \( \hat{\Gamma}_0^* = \frac{T^2}{(T-2)(T-4)} \hat{\mu}_3 \).
2. For fixed \( h \) as \( T \to \infty \), we have:

\[
\sqrt{T}(\hat{\Gamma}_h^* - \Gamma_h) \sim o_p(1),
\]

\((4.3)\)

where \( \hat{\Gamma}_h = \{ \hat{\mu}_3, \hat{\gamma}_{1,2}(1), \ldots, \hat{\gamma}_{1,2}(h), \hat{\gamma}_{2,1}(1), \ldots, \hat{\gamma}_{2,1}(h) \}' \) is the naive sample estimator of \( \Gamma_h \).

**Remark 2.** The first claim above reconciles \( \hat{\Gamma}_0^* \) with the unbiased skewness estimator in the i.i.d. case, which is just a scaled naive skewness estimator. The second claim shows that our estimator is asymptotically equivalent to the naive estimators, which implies that \( \hat{\Gamma}_h^* \) has the same asymptotic variance and distribution as \( \hat{\Gamma}_h \).

By design, our estimator also provides unbiased estimates for the leverage and volatility feedback effects. Note that \( \hat{\Gamma}_h^* \) is nearly unbiased whenever \( h \) covers all lags with large cross-covariances\(^5\). Finally, it can be shown that \( \hat{\Gamma}_h^* \) is equivalent to a linear GMM estimator with an identity weighting matrix. For conciseness we leave this result to Appendix B.

### 4 Simulation Study

We simulate financial returns from an asymmetric stochastic volatility-in-mean model (ASV-M), following the work of Harvey and Shephard (1996), Koopman and Hol Uspensky (2002) and Jungbacker and Koopman (2009).

The model provides a simple framework to generate persistent leverage and volatility feedback effects, and is specified as follows:

\[
R_t = c + \gamma \omega \exp(h_t/2) + \omega \exp(h_t/2) \epsilon_t,
\]

\( h_{t+1} = \phi h_t + \sigma \eta_t, \)

\((4.1)\)

\(^4\)Note that by convention, the set \([a,b] = \emptyset \) if \( a > b \).

\(^5\)The bias is driven by all cross-covariance terms \( \gamma_{1,2}(j) \) and \( \gamma_{2,1}(j) \) with \( j > h \), so the estimator is exactly unbiased if the \( h_3 \)-correlatedness assumption holds, and almost unbiased if \( \gamma_{1,2}(j) \approx \gamma_{2,1}(j) \approx 0 \) for all \( j > h \). An explicit form of the bias can be found in Appendix B.
where $|\phi| < 1$ ensures the stationarity of the model. The innovation terms $\epsilon_t$ and $\eta_t$ are i.i.d. standard normal$^6$ random variables with $E[\epsilon_t \eta_{t+1}] = \rho$ and $E[\epsilon_t \eta_{t+h}] = 0$ for all $h \neq 1$. The parameter $\rho$ and $\gamma$ capture the leverage and volatility feedback effects respectively.

Our choice of parameters and the implied moments of returns are presented in Table 1, which follow largely from Jungbacker and Koopman (2009). We consider three different model specifications with $\gamma \in \{-0.05, 0, 0.05\}$ to explore the impact of negative, neutral and positive volatility feedback effects on our estimator. The Monte Carlo size is chosen to be $10^5$.

Table 1: Choice of parameters and return moments of the ASV-M model

<table>
<thead>
<tr>
<th>Choice of Parameters</th>
<th>Theoretical Return Moments</th>
<th>Simulated Return Moments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>$\gamma$</td>
<td>$\omega^2$</td>
</tr>
<tr>
<td>0.043</td>
<td>${-0.05, 0, 0.05}$</td>
<td>0.681</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\mu$</td>
<td>$\mu_2$</td>
</tr>
<tr>
<td>-0.05</td>
<td>-0.0024</td>
<td>0.0950</td>
</tr>
<tr>
<td>0</td>
<td>0.0430</td>
<td>0.9952</td>
</tr>
<tr>
<td>0.05</td>
<td>-0.0628</td>
<td>0</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>6.3411</td>
<td>6.3305</td>
</tr>
<tr>
<td>$\mu_4$</td>
<td>6.3305</td>
<td>6.3411</td>
</tr>
</tbody>
</table>

Note: the simulated return moments are computed based on $10^5$ simulated sample paths of the ASV-M model with $T = 2000$.

Table 1 shows that the simulated return moments closely match the theoretical moments. We plot simulated values of $\gamma_{1,2}(j)$ and $\gamma_{2,1}(j)$ in Figure 1. The figure clearly shows a negative leverage effect, while the volatility feedback effect changes sign according to the sign of $\gamma$. Both effects decay exponentially and become approximately zero at around 200 lags, which indicates that $h \geq 200$ should yield a nearly unbiased $\hat{\Gamma}_h$.

Figure 1: Simulated leverage and volatility feedback effect of the ASV-M model

In the simulation we consider $T \in \{500, 1000, 1500\}$, and construct $\hat{\Gamma}_h$ for $h \in \{0, 100, 200, 400\}$. For each choice of $h$ and $T$, we extract $\hat{\mu}_{3,h}$ from $\hat{\Gamma}_h$ and also compute $\hat{\lambda}_h = \hat{\mu}_{3,h} / \hat{\mu}_2^{1.5}$. Our simulation results are presented in Table 2.

We firstly focus on the results of $\hat{\mu}_{3,0}$ and $\hat{\lambda}_0$ in Table 2. Both estimators have significantly positive biases for all sample sizes due to a dominating leverage effect. The size of the biases and the mean squared errors (MSE) shrink as $T$ increases, which is a result of the consistency of the naive estimators. We would like to stress that the biases can be sizeable compared to the skewness itself. For example, in the case $\rho = -0.7$ and

$^6$For simplicity we assume normality of $\epsilon_t$ in order to derive the theoretical model moments, however it is also simple to replace this assumption by a non-normal distribution.
### Table 2: Simulation results for skewness and skewness coefficient estimators

<table>
<thead>
<tr>
<th>Model Spec.</th>
<th>$T = 500$</th>
<th>$T = 1000$</th>
<th>$T = 1500$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>$\gamma$</td>
<td>$h$</td>
<td>$\text{Bias}(\hat{\mu}_3, \hat{\lambda})$</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.05</td>
<td>0.0</td>
<td>0.0447</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.05</td>
<td>100</td>
<td>0.0052</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.05</td>
<td>200</td>
<td>0.0005</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.05</td>
<td>400</td>
<td>-0.0006</td>
</tr>
<tr>
<td>0.7</td>
<td>0</td>
<td>0.0</td>
<td>0.0568</td>
</tr>
<tr>
<td>0.7</td>
<td>0</td>
<td>100</td>
<td>0.0057</td>
</tr>
<tr>
<td>0.7</td>
<td>0</td>
<td>200</td>
<td>0.0017</td>
</tr>
<tr>
<td>0.7</td>
<td>0</td>
<td>400</td>
<td>-0.0005</td>
</tr>
<tr>
<td>0.7</td>
<td>0.05</td>
<td>0.0</td>
<td>0.0260</td>
</tr>
<tr>
<td>0.7</td>
<td>0.05</td>
<td>100</td>
<td>0.0042</td>
</tr>
<tr>
<td>0.7</td>
<td>0.05</td>
<td>200</td>
<td>0.0004</td>
</tr>
<tr>
<td>0.7</td>
<td>0.05</td>
<td>400</td>
<td>-0.0014</td>
</tr>
</tbody>
</table>

Note: MSE stands for mean squared error. The biases that are significantly different from zero at 1% and 5% are in **bold** and *italic* fonts, respectively. Each statistic is computed based on 10⁴ replications of the ASV-M model, with full parameter specifications given in Table 1.

$\gamma = -0.05$, the true skewness is $\mu_3 \approx \lambda \approx -0.063$. However, the biases of $\hat{\mu}_3$ and $\hat{\lambda}$ for the case $T = 500$ are 0.0447 and 0.0802 respectively.

The bias of $\hat{\mu}_3$ drops substantially with $h = 100$, and becomes insignificant for all model specifications with $h \geq 200$ as expected. A sizeable bias reduction of $\hat{\lambda}$ is also observed (about 40% for all cases) with $h \geq 200$. However, $\hat{\lambda}$ is still significantly biased, which is mainly driven by a non-zero correlation between $\hat{\mu}_3$ and $1/\hat{\mu}_2^2$. Importantly, the MSE ratios also shrink monotonically towards 1 as $T$ increases for each $h$. This is clear evidence supporting the asymptotic equivalence result as derived in Proposition 1.

Unsurprisingly, the bias correction comes at the cost of an increase in MSE. A larger $h$ always increases the MSE and reduces the bias, suggesting a classic bias-variance trade-off. Therefore, a good choice of $h$ should be just large enough to correct for the most noticeable leverage and volatility feedback effects. We argue that the price to pay for such bias correction is a small increase (less than 15% for most of the cases) in MSE, which is perhaps much less relevant empirically than correcting for a potentially large bias for the skewness estimates.

### 5 Empirical Application

In this section, we follow Jondeau et al. (2019) and show that the predictability of average skewness on future market return can be improved by our bias-correction procedure, which in turn leads to a better skewness-based trading strategy. We obtain daily prices for all U.S. listed stocks⁷ from the Center for Research in Security

---

⁷To ensure that our estimator can be reliably constructed, for each month we only include stocks that: (1) are traded on NYSE, AMEX or Nasdaq; (2) have share code 10 or 11; (3) are traded above $1 throughout the month; (4) have a positive daily variance; (5) have valid price records for every trading day. Stock prices are adjusted for corporate actions.
Prices (CRSP) for the period 08/1963-12/2016. Value-weighted market returns and risk-free rates are retrieved from the Kenneth French Data Library\footnote{\url{https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html}}.

Let $D_t$ denote the number of trading days in month $t$, and denote the daily excess returns for stock $i$ and the market as $r_{i,d}$ and $r_{m,d}$ respectively, where $d \in [1, D_t]$. We compute the following monthly measures of variance and skewness for the $i$-th stock:

$$V_{i,t} = \frac{D_t}{\sum_{d=1}^{D_t} (r_{i,d} - \bar{r}_{i,t})^2} + 2 \sum_{d=2}^{D_t} (r_{i,d} - \bar{r}_{i,t})(r_{i-1,d} - \bar{r}_{i,t}),$$

$$Sk_{i,t,h} = \lambda_{i,h}^* / \sqrt{D_t},$$

where $\bar{r}_{i,t}$ is the mean daily excess return of stock $i$ in month $t$ and $\lambda_{i,h}^*$ is the bias-corrected skewness coefficient constructed from daily excess returns of stock $i$. For $r_{m,d}$, $V_{m,t}$ and $Sk_{m,t,h}$ are computed analogously. We then construct monthly value-weighted cross-sectional average variance and skewness, defined as $V_t = \sum_{i=1}^{N_t} w_{i,t}V_{i,t}$ and $Sk_{t,h} = \sum_{i=1}^{N_t} w_{i,t}Sk_{i,t,h}$ respectively, where $w_{i,t}$ and $N_t$ denote the monthly relative market capitalization of stock $i$ and the number of stocks used in month $t$, respectively. Finally, denote $r_{m,t}$ as the market excess return in month $t$.

We firstly replicate the predictive regression in Table 3 of Jondeau et al. (2019), which is specified as follows:

$$r_{m,t+1} = \beta_0 + \beta_1 r_{m,t} + \beta_2 V_{m,t} + \beta_3 Sk_{m,t,h} + \beta_4 V_t + \beta_5 Sk_{t,h} + e_{m,t+1}.$$  \hfill (5.2)

We consider $h \in [0, 3]$, with $h = 0$ being the baseline case with no bias correction\footnote{Larger $h$ further deteriorates the results and is not reported in this paper.}. We present our regression outputs in Table 3.

<table>
<thead>
<tr>
<th>Table 3: Predictive regression of market return</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h = {0, 1, 2, 3}$</td>
</tr>
<tr>
<td>Panel A: 1963-2016:</td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>$V_{m,t}$</td>
</tr>
<tr>
<td>$Sk_{m,t,h}$</td>
</tr>
<tr>
<td>Adj. $R^2$</td>
</tr>
<tr>
<td>Panel B: 1990-2016:</td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>$V_{m,t}$</td>
</tr>
<tr>
<td>$Sk_{m,t,h}$</td>
</tr>
<tr>
<td>Adj. $R^2$</td>
</tr>
</tbody>
</table>

Note: ***, ** and * represent significance at 1%, 5% and 10% respectively. Newey-West $t$-statistics are presented in parentheses, with lag choice $[0.75T^{1/3}]$, and $T$ is the sample size. Adj. $R^2$ stands for adjusted $R^2$.

Our results corroborate the findings in Jondeau et al. (2019) that $Sk_{t,h}$ can indeed predict market return, as
the coefficient of $Sk_{t,h}$ is significantly negative for both the full sample and the half subsample, after controlling for $V_{m,t}$ and $Sk_{m,t,0}$. Importantly, substituting $Sk_{t,0}$ with $Sk_{t,h}$ for $h > 0$ results in more extreme $t$-statistics and magnified adjusted $R^2$ in all scenarios, which indicates that bias-corrected average skewness measures strengthen the predictability of future market returns. The gain in adjusted $R^2$ is the most prominent for $h = 1$ (about 15% in relative terms) but decreases as $h$ increases, possibly due to an increased variance of $\hat{\lambda}^*_t,h$.

Such improvements in the in-sample fit can generate non-trivial out-of-sample financial gain. Following Jondeau et al. (2019), we form $Sk_{t,h}$-based portfolios and evaluate their performances across different choices of $h$. Firstly, let $s_0 \in [1, T]$ split $[1, T]$ into an in-sample and an out-of-sample period. The portfolio only consists of market return and a risk-free asset. At each $t \in [s_0, T - 1]$, we decide the portfolio weight\(^\text{10}\) for market return at time $t + 1$ by:

$$w_{p,t}^{(h)} = \frac{\hat{\mu}_t^{(h)}}{\alpha \hat{\sigma}_{m,t}^2},$$

where $\alpha$ is the risk-aversion coefficient, $\hat{\sigma}_{m,t}^2$ is the rolling window sample variance estimates of $r_{m,t}$ over the past 5 years, and $\hat{\mu}_t^{(h)} = \hat{c}_0 + \hat{c}_1 r_{m,t} + \hat{c}_2 Sk_{t,h}$, where $\hat{c}_0$, $\hat{c}_1$ and $\hat{c}_2$ are estimated from the following expanding window predictive regression:

$$r_{m+1,s} = c_0 + c_1 r_{m,s} + c_2 Sk_{s,h} + u_{s+1}, \quad s = 1 : t - 1.$$

The out-of-sample excess portfolio return at time $t + 1$ is simply $r_{p,t+1}^{(h)} = w_{p,t}^{(h)} r_{m,t+1}$. We evaluate the portfolios by their Sharpe ratios ($SR^{(h)}$), certainty equivalent returns ($CE^{(h)}$) and annual transaction costs ($TC^{(h)}$) defined below:

$$SR^{(h)} = \frac{\hat{\mu}_p^{(h)}}{\hat{\sigma}_p^{(h)}},$$

$$CE^{(h)} = \frac{\hat{\mu}_p^{(h)}}{\alpha \hat{\sigma}_p^{(h)}},$$

$$TC^{(h)} = \frac{12f}{T - s_0 + 1} \sum_{t = s_0}^{T-1} |w_{p,t}^{(h)} - w_{p,t-1}^{(h)}|,$$

where $\hat{\mu}_p^{(h)}$ and $\hat{\sigma}_p^{(h)}$ are the out-of-sample sample mean and standard deviation of $r_{p,t}$, and $f$ is the transaction fee per dollar. Our benchmark portfolio is the simple buy-and-hold strategy. We choose $s_0 \in [240, 480]$ to represent 20- and 40-year in-sample periods, and set $\alpha = 2$, $f = 0.001$ following Jondeau et al. (2019). Our results are presented in Table 4.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>B&amp;H</th>
<th>$Sk_{t,0}$</th>
<th>$Sk_{t,1}$</th>
<th>$Sk_{t,2}$</th>
<th>$Sk_{t,3}$</th>
<th>$\frac{Sk_{t,1}}{Sk_{t,0}}$</th>
<th>$\frac{Sk_{t,2}}{Sk_{t,0}}$</th>
<th>$\frac{Sk_{t,3}}{Sk_{t,0}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: 20-year in-sample period</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annualized $\hat{\mu}_p^{(h)}$</td>
<td>7.679%</td>
<td>11.914%</td>
<td>11.785%</td>
<td>11.650%</td>
<td>11.359%</td>
<td>1.0528</td>
<td>1.0407</td>
<td>1.0148</td>
</tr>
<tr>
<td>Annualized $\hat{\sigma}_p^{(h)}$</td>
<td>0.1523</td>
<td>0.1947</td>
<td>0.1943</td>
<td>0.1954</td>
<td>0.1970</td>
<td>0.9978</td>
<td>1.0036</td>
<td>1.0118</td>
</tr>
<tr>
<td>Annualized $SR^{(h)}$</td>
<td>5.439%</td>
<td>7.403%</td>
<td>8.011%</td>
<td>7.831%</td>
<td>7.479%</td>
<td>1.0821</td>
<td>1.0578</td>
<td>1.0102</td>
</tr>
<tr>
<td>Annual $TC^{(h)}$</td>
<td>-</td>
<td>0.884%</td>
<td>0.874%</td>
<td>0.855%</td>
<td>0.876%</td>
<td>0.9884</td>
<td>0.9674</td>
<td>0.9908</td>
</tr>
</tbody>
</table>

| **Panel B: 40-year in-sample period** | | | | | | | | |
| Annualized $\hat{\mu}_p^{(h)}$ | 8.402% | 11.115% | 12.327% | 11.949% | 11.787% | 1.1091 | 1.0750 | 1.0605 |
| Annualized $\hat{\sigma}_p^{(h)}$ | 0.1414 | 0.1953 | 0.1929 | 0.1946 | 0.1944 | 0.9874 | 0.9960 | 0.9949 |
| Annualized $SR^{(h)}$ | 6.402% | 7.290% | 8.607% | 8.163% | 8.009% | 1.1792 | 1.1184 | 1.0974 |
| Annual $TC^{(h)}$ | - | 0.908% | 0.895% | 0.862% | 0.884% | 0.9859 | 0.9500 | 0.9738 |

Note: B&H stands for the buy-and-hold strategy. We multiply $\hat{\mu}_p^{(h)}$ and $\hat{\sigma}_p^{(h)}$ by 12 to annualize them, and the portfolio performance measures are computed using the annualized version. Columns with title $\frac{Sk_{t,h}}{Sk_{t,0}}$ compute the ratio of the corresponding portfolio performance statistics for the $Sk_{t,h}$-based portfolio to those for the $Sk_{t,0}$-based portfolio.

\(^{10}\)The weight invested in the market return is constrained to be between 0 and 2 to prohibit short-selling and allow a maximum borrowing of 100%.
From Table 4, the $Sk_{1.1}$-based portfolio clearly dominates the $Sk_{1.0}$-based one in the Markovitz sense with a higher mean return and a lower variance for both choices of $s_0$. As can be seen from Figure 2, such advantage in return is persistent throughout the out-of-sample period. The improvements of $SR^{(h)}$ and $CE^{(h)}$ can be substantial - larger than 10% in the $s_0 = 480$ case. Interestingly, the $Sk_{1.1}$-based portfolio also has smaller $TC^{(h)}$ thus should always be preferred in practice. As $h$ increases, the performances of $Sk_{1,h}$-based portfolios deteriorate, but $SR^{(h)}$, $CE^{(h)}$ and $TC^{(h)}$ can still outperform those of the $Sk_{1.0}$-based portfolio. Overall, the $Sk_{1,h}$-based portfolios clearly outperform the buy-and-hold strategy, and $Sk_{1.0}$-based portfolio is in general inferior to its bias-corrected version.

Figure 2: Cumulative portfolio excess return: 20-year in-sample period

6 Concluding Remarks

In this paper we demonstrate that the sample skewness estimator for financial returns is biased in the presence of leverage and volatility feedback effects. We derive explicit expressions for the bias, and develop a nearly unbiased skewness estimator. The simulation study confirms our theoretical results that the proposed estimator can greatly reduce the bias for the skewness and skewness coefficient estimators with a moderate MSE increase.

Our empirical application demonstrates that bias-corrected average skewness of individual stocks can better predict future market returns than the naive version, which leads to sizeable financial gains in an out-of-sample portfolio analysis. These promising results have profound implications for investors with a skewness-based trading strategy which deserves further investigation, as we have demonstrated that it is possible to extract more precise signals of the market by bias-correcting sample skewness of individual stocks.
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Appendices

A Proofs

Proof to Theorem 1. We introduce some notations: \( \hat{R}_t = R_t - \mu \), \( \hat{R} = \frac{1}{T} \sum_{t=1}^{T} \hat{R}_t = \hat{\mu} - \mu \). We therefore have \( R_t - \hat{\mu} = \hat{R}_t - \hat{R} \). We now start from the first claim:

\[
\begin{align*}
E[\frac{1}{T} \sum_{t=1}^{T} (\hat{R}_t - \hat{R})^3] &= \frac{1}{T} \sum_{t=1}^{T} E[\hat{R}_t^3 - 3\hat{R}_t^2 \hat{R} + 2\hat{R}^3]. \\
&= \mu_3 - \frac{3}{T} \sum_{t=1}^{T} E[\hat{R}_t^2 \hat{R}] + 2 E[\hat{R}^3].
\end{align*}
\] (A.1)

We now look at the second term in the above equation:

\[
\begin{align*}
\frac{3}{T} \sum_{t=1}^{T} E[\hat{R}_t^2 \hat{R}] &= \frac{3}{T^2} \sum_{t=1}^{T} E[\hat{R}_t^2 \sum_{t=1}^{T} \hat{R}_t] \\
&= \frac{3}{T} E[\hat{R}_t^3] + \frac{3}{T^2} \sum_{t=1}^{T} \sum_{j=1}^{T-1} E[\hat{R}_t^2 \hat{R}_j] + \frac{3}{T^2} \sum_{t=1}^{T} \sum_{j=t+1}^{T} E[\hat{R}_t^2 \hat{R}_j] \\
&= \frac{3}{T} \mu_3 + \frac{3}{T^2} (K_{3,1}^{(T)} + K_{1,2}^{(T)}),
\end{align*}
\] (A.2)

where we have used repeatedly the stationarity assumption of \( R \). For the third term, we have:

\[
2 E[\hat{R}^3] = \frac{2}{T^3} E[ \sum_{i,j,k \in \{1, \ldots, T\}} \hat{R}_i \hat{R}_j \hat{R}_k] \\
= \frac{2}{T^3} \mu_3 + \frac{2}{T^3} E[ \sum_{i \neq j \neq k \in \{1, \ldots, T\}} \hat{R}_i \hat{R}_j \hat{R}_k] \\
= \frac{2}{T^2} \mu_3 + \frac{6}{T^3} E[ \sum_{i=j \neq k \in \{1, \ldots, T\}} \hat{R}_i \hat{R}_j \hat{R}_k] + \frac{6}{T^3} E[ \sum_{i \neq j < k \in \{1, \ldots, T\}} \hat{R}_i \hat{R}_j \hat{R}_k] \\
= \frac{2}{T^2} \mu_3 + \frac{6}{T^2} (K_{3,1}^{(T)} + K_{1,2}^{(T)}).
\] (A.3)

where we have used condition 3 of Assumption 1 in the paper. Therefore, claim 1 can be easily proved by substituting Equations (A.3) and (A.2) into Equation (A.1).

For claim 2, we have the following result:

\[
\begin{align*}
E[\hat{\gamma}_{1,2}(j)] &= \frac{1}{T} \sum_{t=1}^{T} E[(\hat{R}_t - \hat{R})(\hat{R}_{t-j} - \hat{R})^2] \\
&= \frac{1}{T} \sum_{t=1}^{T} E[\hat{R}_t \hat{R}_{t-j}^2 - 2\hat{R}_t \hat{R}_{t-j} \hat{R} + 2 \hat{R}^3] - \frac{1}{T} \sum_{t=1}^{T} \hat{R}_t^2 \hat{R}.
\end{align*}
\] (A.4)

We deal with the terms one-by-one:

\[
\begin{align*}
\frac{1}{T} \sum_{t=1}^{T} E[\hat{R}_t \hat{R}_{t-j}^2] &= \frac{j}{T} \gamma_{2,1}(T-j) + \frac{T-j}{T} \hat{\gamma}_{1,2}(j) \\
-2 \frac{1}{T} \sum_{t=1}^{T} E[\hat{R}_t \hat{R}_{t-j} \hat{R}] &= -2 \frac{j}{T^2} \gamma_{2,1}(T-j) - \frac{2(T-j)}{T^2} \gamma_{2,1}(j) - \frac{2(T-j)}{T^2} \gamma_{1,2}(j) - \frac{2j}{T^2} \gamma_{1,2}(T-j) \\
-\frac{1}{T} \sum_{t=1}^{T} \hat{R}_t^2 \hat{R} &= -\frac{1}{T} \mu_3 - \frac{1}{T} (K_{3,1}^{(T)} + K_{1,2}^{(T)}).
\end{align*}
\] (A.5)
Proof. We prove this lemma algebraically: It holds that \( \hat{\gamma}_{2,1}(j) = \hat{\gamma}_{1,2}(T - j) \). By interchanging the index \( t \) and \( t - j \) in the expression of claim 2, we obtain the expression for claim 3. This completes the proof.

Proof to Theorem 2. We firstly show that the matrix \( H_3 \) solves the linear equation \( H_3 \mathbb{E}[\hat{\Gamma}] = \Gamma \) under the \( h_3 \)-correlatedness assumption, which implies the unbiasedness of \( \hat{\Gamma}_3^* \). From Theorem 1 in the paper, for all \( j \in [h + 1, T - h - 1] \), it holds under the \( h_3 \)-correlatedness assumption that:

\[
\mathbb{E}[\hat{\gamma}_{2,1}(j)] = \frac{2 - T}{T^2} \mu_3 + \frac{6 - T}{T^2} (K_{2,1}^{(T)} + K_{1,2}^{(T)}). \tag{A.6}
\]

Therefore by averaging the above equation over all \( j \in [h + 1, T - h - 1] \), we have:

\[
\frac{1}{T - 2h - 1} \sum_{j=h+1}^{T-h-1} \mathbb{E}[\hat{\gamma}_{2,1}(j)] = \frac{2 - T}{T^2} \mu_3 + \frac{6 - T}{T^2} (K_{2,1}^{(T)} + K_{1,2}^{(T)}). \tag{A.7}
\]

Now for all \( j \in [1, h] \), we see that:

\[
\begin{align*}
\mathbb{E}[\hat{\gamma}_{1,2}(j)] &= \frac{(T - j)(T - 2)}{T^2} \gamma_{1,2}(j) - \frac{2(T - j)}{T^2} \hat{\gamma}_{2,1}(j) + \frac{2 - T}{T^2} \mu_3 + \frac{6 - T}{T^2} (K_{2,1}^{(T)} + K_{1,2}^{(T)}), \tag{A.8} \\
\mathbb{E}[\hat{\gamma}_{2,1}(j)] &= \frac{(T - j)(T - 2)}{T^2} \gamma_{2,1}(j) - \frac{2(T - j)}{T^2} \hat{\gamma}_{2,1}(j) + \frac{2 - T}{T^2} \mu_3 + \frac{6 - T}{T^2} (K_{2,1}^{(T)} + K_{1,2}^{(T)}).
\end{align*}
\]

Substituting Equation (A.7) into the above, we arrive at a system of two equations with two unknowns \( \gamma_{1,2}(j) \) and \( \gamma_{2,1}(j) \). Solving the above system of equations yields:

\[
\begin{align*}
\gamma_{1,2}(j) &= \frac{T^2}{(T - j)(T - 4)} \left( \frac{T - 2}{T} \mathbb{E}[\hat{\gamma}_{2,1}(T - j)] + \frac{2}{T} \mathbb{E}[\hat{\gamma}_{2,1}(j)] - \frac{1}{T - 2h - 1} \sum_{j=h+1}^{T-h-1} \mathbb{E}[\hat{\gamma}_{2,1}(j)] \right), \\
\gamma_{2,1}(j) &= \frac{T^2}{(T - j)(T - 4)} \left( \frac{T - 2}{T} \mathbb{E}[\hat{\gamma}_{2,1}(j)] + \frac{2}{T} \mathbb{E}[\hat{\gamma}_{2,1}(T - j)] - \frac{1}{T - 2h - 1} \sum_{j=h+1}^{T-h-1} \mathbb{E}[\hat{\gamma}_{2,1}(j)] \right), \tag{A.9}
\end{align*}
\]

where we have used the relationship \( \hat{\gamma}_{2,1}(j) = \hat{\gamma}_{1,2}(T - j) \). We now solve for \( \mu_3 \) using the following result from Theorem 1:

\[
\mathbb{E}[\hat{\mu}_3] = \frac{(T - 1)(T - 2)}{T^2} \mu_3 - \frac{3(T - 2)}{T^2} (K_{2,1}^{(T)} + K_{1,2}^{(T)}). \tag{A.10}
\]

Combining the above equation with Equation (A.7), we again form a system of two equations with two knowns \( \mu_3 \) and \( (K_{2,1}^{(T)} + K_{1,2}^{(T)}) \). Solving for \( \mu_3 \) yields:

\[
\mu_3 = \frac{T(T - 6)}{(T - 2)(T - 4)} \mathbb{E}[\hat{\mu}_3] - \frac{3T}{T - 4 - T - 2h - 1} \frac{1}{T - 2h - 1} \sum_{j=h+1}^{T-h-1} \mathbb{E}[\hat{\gamma}_{2,1}(j)]. \tag{A.11}
\]

Finally, as \( \hat{\mu}_3 \) is not included in the vector \( \hat{\Gamma}_3 \), we use the following lemma:

**Lemma 1.** It holds that \( \sum_{j=1}^{T-1} \hat{\gamma}_{2,1}(j) = -\hat{\mu}_3 \).

**Proof.** We prove this lemma algebraically:

\[
\begin{align*}
\sum_{j=1}^{T-1} \hat{\gamma}_{2,1}(j) &= \frac{1}{T} \sum_{j=1}^{T-1} \sum_{t=1}^{T} (\hat{R}_t^2 - \hat{\mu}_2) \hat{R}_{t-j} \\
&= \frac{1}{T} \sum_{j=1}^{T-1} \sum_{t=1}^{T} \hat{R}_t^2 \hat{R}_{t-j} = \frac{1}{T} \sum_{t=1}^{T-1} \sum_{j=1}^{T-1} \hat{R}_t^2 \hat{R}_{t-j} \\
&= \frac{1}{T} \sum_{j=1}^{T-1} \sum_{t=1}^{T} \hat{R}_t^2 (\hat{R}_t) = -\hat{\mu}_3.
\end{align*}
\tag{A.12}
\]

Note that we have applied the relation \( \sum_{t=1}^{T} \hat{R}_t = 0 \) repetitively and used the circular definition of negative index in the above derivation. This completes the proof.

\qed
Substituting \( \sum_{h=1}^{T-1} \hat{\gamma}_{2,1}(j) = -\hat{\mu}_3 \) into Equation (A.11), we find that:

\[
\hat{\mu}_3 = -\frac{T(T-6)}{(T-2)(T-4)} \sum_{h=1}^{T-1} E[\hat{\gamma}_{2,1}(j)] - \frac{3T}{T-4} \frac{1}{T-2h-1} \sum_{j=h+1}^{T-h-1} E[\hat{\gamma}_{2,1}(j)].
\]  

(A.13)

Now write the \( 2h+1 \) equations in Equations (A.9) and (A.13) in matrix form, we clearly have \( E[\hat{\Gamma}_h^*] = H_A E[\hat{\Gamma}] = \Gamma \) as desired. This proves the unbiasedness of \( \hat{\Gamma}_h^* \). The consistency of \( \hat{\Gamma}_h^* \) follows from the consistency of \( \hat{\Gamma} \) and the continuous mapping theorem. This completes the proof.

**Proof to Proposition 1.** For claim 1, we firstly note that as \( h = 0 \), \( H_0 \) becomes a row vector with the following structure:

\[
H_0 = -(\frac{T(T-6)}{(T-2)(T-4)} + \frac{3T}{(T-4)(T-1)}) \epsilon_{(T-1)\times 1},
\]

where \( \epsilon_{(T-1)\times 1} \) is a \( (T-1) \)-by-1 vector of ones. Simplifying the above expression and multiplying both sides by \( \hat{\Gamma} \), we have:

\[
\hat{\Gamma}_0^* = H_0 \hat{\Gamma} = -\frac{T^2}{(T-2)(T-1)} \sum_{j=1}^{T-1} \hat{\gamma}_{2,1}(j).
\]  

(A.14)

Claim 1 therefore follows by a direct application of Lemma 1. For claim 2, we express each term of \( \hat{\Gamma}_h^* \) explicitly:

\[
\hat{\mu}_{3,h} = \frac{T(T-6)}{(T-2)(T-4)} \hat{\mu}_3 - \frac{3T}{T-4} \frac{1}{T-2h-1} \sum_{j=h+1}^{T-h-1} \hat{\gamma}_{2,1}(j),
\]

\[
\hat{\gamma}_{1,2,h}(j) = \frac{T^2}{(T-j)(T-4)} \left( \frac{T-2}{T} \hat{\gamma}_{2,1}(T-j) + \frac{2}{T} \hat{\gamma}_{2,1}(j) - \frac{1}{T-2h-1} \sum_{j=h+1}^{T-h-1} \hat{\gamma}_{2,1}(j) \right),
\]

\[
\hat{\gamma}_{2,1,h}(j) = \frac{T^2}{(T-j)(T-4)} \left( \frac{T-2}{T} \hat{\gamma}_{2,1}(j) + \frac{2}{T} \hat{\gamma}_{2,1}(T-j) - \frac{1}{T-2h-1} \sum_{j=h+1}^{T-h-1} \hat{\gamma}_{2,1}(j) \right).
\]  

(A.15)

Examining the order of \( T \) for the coefficients, it is obvious that for all fixed \( h \) and \( j \leq h \):

\[
\hat{\mu}_{3,h} - \mu_3 \sim O_p(T^{-1}),
\]

\[
\hat{\gamma}_{1,2,h}(j) - \hat{\gamma}_{1,2}(j) \sim O_p(T^{-1}),
\]

\[
\hat{\gamma}_{2,1,h}(j) - \hat{\gamma}_{2,1}(j) \sim O_p(T^{-1}).
\]  

(A.16)

This implies that \( \hat{\Gamma}_h^* - \hat{\Gamma}_h \sim O_p(T^{-1}) \) which further implies claim 2. This completes the proof.

**B A GMM Representation of \( \hat{\Gamma}_h^* \)**

This section shows that \( \hat{\Gamma}_h^* \) has a linear GMM representation with an identity weighting matrix, and derive its bias when the \( h_3 \)-correlatedness assumption fails. We start by writing \( \Gamma_h^* = \{ \gamma_{1,2}(h+1), \ldots, \gamma_{1,2}(T-1), \gamma_{2,1}(h+1), \ldots, \gamma_{2,1}(T-1) \} \), and focus on the following system of equations for all \( j \in [1, T-1] \):

\[
E[\hat{\gamma}_{2,1}(j)] = \frac{(T-j)(T-2)}{T^2} \gamma_{2,1}(T-j) - \frac{2j(T-2)}{T^2} \gamma_{2,1}(T-j) + \frac{j(T-2)}{T^2} \gamma_{1,2}(T-j) - \frac{2(T-j)}{T^2} \gamma_{1,2}(j) + \frac{2}{T^2} \mu_3 + \frac{6}{T^2} (K_{2,1}^{(T)} + K_{1,2}^{(T)}).
\]

(B.1)

As the r.g.s. of each equation can be represented as a linear combination of \( \Gamma_h \) and \( \Gamma_h^+ \), we can write the system of equations in a compact matrix form:

\[
E[\hat{\Gamma}] = G_h \Gamma_h + G_h^+ \Gamma_h^+,
\]  

(B.2)
where $G_{h}$ and $G_{h}^{+}$ are the corresponding deterministic coefficient matrices, which can be constructed explicitly. Specifically, $G_{h} = \{G_{i,j}\}_{i=1:T-1, j=1:2,h+1}$ has the following structure:

\[
G_{i,j} = \begin{cases}
\frac{j-1}{T-1}, & i \in [1, T-1], j = 1 \\
\frac{1}{(T-2)T-1} \sum_{k=(j-1)T+1}^{jT} + \frac{(j-1)(T-j-1)}{T-1}, & i \in [1, T-1], j \in [2, h+1] \\
G_{T-i,j-h}, & i \in [1, T-1], j \in [h+2, 2h+1]
\end{cases}
\] (B.3)

and the expression of $G_{h}^{+}$ can be derived similarly. The representation in Equation (B.2) is a classic linear GMM estimation problem, where we have $T - 1$ available moment conditions on the l.h.s but $2T - 1$ moments to be estimated ($\Gamma_{h}$ and $\Gamma_{h}^{+}$). For the model to be at least exactly identified, we can only estimate at most $T - 1$ number of parameters. Using the $h_{3}$-correlatedness assumption as an identification restriction, it is clear that $h$ must satisfy $2h + 1 \leq T - 1$. This justifies the upper bound of $h$ in Theorem 2 of the paper.

Under the $h_{3}$-correlatedness when the system of equations is at least just-identified, we have the following classic linear GMM estimator of $\Gamma_{h}$:

**Theorem 3.** Assume $R$ is $h_{3}$-correlated with $h < \lfloor \frac{T}{2} \rfloor$. Denote $W$ as a $(T - 1)$-by-$(T - 1)$ non-random positive definite matrix, and define $\hat{\Gamma}_{h}^{(W)}$ as:

\[
\hat{\Gamma}_{h}^{(W)} = (G_{h}^{I}WG_{h})^{-1}G_{h}^{I}WG_{h}\hat{\Gamma}.
\] (B.4)

Then $\hat{\Gamma}_{h}^{(W)}$ satisfies the following properties for all valid choices of $W$ and $h$:

\[
E[\hat{\Gamma}_{h}^{(W)}] = \Gamma_{h}, \quad \hat{\Gamma}_{h}^{(W)} \overset{P}{\rightarrow} \Gamma_{h}.
\] (B.5)

**Proof.** Firstly, by comparing the columns of $G_{h}$ directly, we see that $G_{h}$ has full column rank as long as $h < \lfloor \frac{T}{2} \rfloor$, which implies for any positive definite matrix, $G_{h}^{I}WG_{h}$ must also have full rank and is hence invertible. Also, under the $h_{3}$-correlatedness assumption, we have $\Gamma_{h}^{+}$ by construction. The following result is therefore obvious:

\[
E[\hat{\Gamma}_{h}^{(W)}] = (G_{h}^{I}WG_{h})^{-1}G_{h}^{I}WG_{h}E[\hat{\Gamma}] = (G_{h}^{I}WG_{h})^{-1}G_{h}^{I}WG_{h}\Gamma_{h} = \Gamma_{h},
\] (B.6)

which proves the unbiasedness of $\hat{\Gamma}_{h}^{(W)}$. Note that the results hold for arbitrary valid $W$ and $h$. The consistency follows from the consistency of $\hat{\Gamma}$ and the continuous mapping theorem, and the proof is complete. \hfill \Box

We now show that the estimator $\hat{\Gamma}_{h}^{*}$ proposed in our paper is a special case of $\hat{\Gamma}_{h}^{(W)}$:

**Proposition 2.** It holds that $\hat{\Gamma}_{h}^{*} = \hat{\Gamma}_{h}^{(I)}$, where $I$ is a $(T - 1)$-by-$(T - 1)$ identity matrix.

**Proof.** We need to prove that $H_{h} = (G_{h}^{I}G_{h})^{-1}G_{h}^{I}$, where $H_{h}$ is defined in Theorem 2 of the paper. This is equivalent to proving $G_{h}^{I}H_{h} = G_{h}^{I}$. We start with a result obtained from manual calculation:

\[
G_{h}H_{h} = \begin{bmatrix}
I_{h}, & 0_{h \times (T-2h-1)}, & 0_{h \times h} \\
0_{h \times h}, & 0_{(T-2h-1) \times (T-2h-1)} & 0_{h \times h} \\
0_{h \times (T-2h-1)}, & I_{h}
\end{bmatrix},
\] (B.7)

where $I_{h}$ is the $h$-by-$h$ identity matrix, $0_{m \times n}$ and $e_{m \times n}$ are $m$-by-$n$ matrices of zeros and ones, respectively. We now write as a block structure: $G_{h}^{I} = (G_{h}^{(1)}, G_{h}^{(2)}, G_{h}^{(3)})$, where $G_{h}^{(1)}$ and $G_{h}^{(3)}$ are the first and last $h$ columns of $G_{h}^{I}$, and $G_{h}^{(2)}$ is the $h + 1$ to the $T - h - 1$ columns, respectively. From the block-diagonal structure of $G_{h}H_{h}$, it becomes clear that $G_{h}^{(2)}G_{h}H_{h} = G_{h}^{(2)}$ is equivalent to the following relationship:

\[
G_{h}^{(2)} = G_{h}^{(2)} \frac{t(T-2h-1) \times (T-2h-1)}{T-2h-1}.
\] (B.8)
From the structure of $G_h$ in Equation (B.3), we see that each row of $G_h^{(2)}$ has the structure $a \cdot \iota_{1 \times (T-2h-1)}$ for some constant $a$. Also, the following identity holds:

$$t_{1 \times (T-2h-1)} \frac{t_{(T-2h-1) \times (T-2h-1)}}{T-2h-1} = t_{1 \times (T-2h-1)}.$$  \hfill (B.9)

Therefore, Equation (B.8) holds by row-wise application of the above equation. This implies $G'_h H_h G_h$ and hence the proposition, and the proof is complete.

Finally, using the GMM representation, it is simple to derive the bias of $\hat{\Gamma}_h^*$:

**Corollary 1.** Suppose $R$ is $T_3$-correlated, then it holds that:

$$E[\hat{\Gamma}_h^*] - \Gamma_h = H_h G_h^\dagger \Gamma_h^\dagger.$$  \hfill (B.10)

**Proof.** Multiplying both sizes of Equation (B.2) by $H_h$, we have:

$$H_h E[\hat{\Gamma}_h] = H_h G_h \Gamma_h + H_h G_h^\dagger \Gamma_h^\dagger.$$  \hfill (B.11)

The l.h.s. is equal to $E[\hat{\Gamma}_h^*]$ by construction, and we have $H_h G_h = (G'_h G_h)^{-1} G'_h G_h = I_h$. This completes the proof.

The corollary clearly shows that the bias of $\hat{\Gamma}_h^*$ is a linear combination of $\Gamma_h^\dagger$, which are the cross-moments with lags larger than $h$. Therefore, if $h$ is set to be large enough such that $\Gamma_h^\dagger$ is close to zero elementwise, $\hat{\Gamma}_h^*$ will be a nearly unbiased estimator as claimed in the paper.
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