Non-heuristic Identification of the Optimal Number of Oscillation Patterns in Uncertain Power Systems
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Abstract—This paper introduces a non-heuristic methodology using Hierarchical Clustering (HC) for identifying the optimal number of oscillation patterns in uncertain power systems due to transient stability phenomena, for subsequent control and stabilization. The HC application parameters are statistically defined after comparing the quality of different clustering partitions using appropriate indicators, so that the most suitable patterns can be automatically obtained. The methodology is illustrated on a modified IEEE 68 bus NETS-NYPS test network with renewable energy sources and realistically modelled uncertainties, resulting in the identification of a reduced (optimal) number of unstable generator patterns which are fully representative of the overall multi-machine transient behavior of the system.
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I. INTRODUCTION

Increasing uncertain operating conditions and declining inertia due to a growing integration of Renewable Energy Sources (RES), under already constrained market based operating scenarios, are typical features of modern power systems in most parts around the world, likely driving them to operate closer to their stability limits. Probabilistic approaches seem to be the best option to study these scenarios [1, 2]. These studies generally involve the simulation of large number of operating conditions, facilitating the application of data mining techniques for training or classification purposes so that some specific feature of the system can be assessed or predicted, e.g., clustering algorithms that use rotor angle or speed for coherency identification are reported in [3-5].

In [6-8], Hierarchical Clustering (HC) is used for grouping probabilistically obtained transient rotor angle oscillation patterns (dynamic signature), and it is demonstrated that HC, as a data mining technique, can be effectively used for this purpose. However, the criteria for choosing the algorithm application parameters and how they influence the grouping results were not thoroughly discussed. Results in these studies showed that the number of oscillation patterns obtained for a system is usually large making it difficult to identify critical groups in a straightforward way that could guide actions regarding stabilization control. This is especially important when dealing with multi-machine transient instability, which may involve a large number of unstable generators, i.e., a high blackout risk.

This paper proposes a methodology to find statistically the clustering parameters for the optimal identification of the most suitable multi-machine transient unstable generator patterns of a power system using HC. The procedure is illustrated on a modified IEEE 68 bus NETS-NYPS test network incorporating RES and realistically modelled uncertainties.

II. METHODOLOGY

A. Generation of the System Dynamic Response Database

The MC approach developed in [1] is used to generate a representative set of realistic dynamic responses for power systems with the inclusion of RES. The test network (see Fig. 1) used in this paper is a modified IEEE 68 bus - 16 machine network with the inclusion of 10 RES plants. All generators are represented by full 6th order models including automatic voltage regulator and governor controls. Only generator 9 is equipped with a power system stabilizer. Loads are represented using a constant impedance load model. The RES plant mix, per bus, comprises 66.7% of Doubly Fed Induction Generators (DFIGs), representing wind plants, and 33.3% of Full Converter Connected (FCC) generators, of which 30% are wind and 70% are PV generators. DFIGs and FCCs are represented by generic Type 3 and Type 4 models, respectively, suitable for large scale stability studies, and have Fault Ride Through (FRT) capabilities. Complete data of the system components and models used can be found in [1, 2].

The sampling of uncertainties is done independently for each relevant random variable of the system, and according to appropriate probability distributions describing their particular behavior. These include loads, hour of the day, wind/PV production, fault duration and fault location. A typical 24 hour loading curve is used. The hour of the day is sampled randomly using a uniform distribution from the daily loading curve. The uncertainty of loading at each hour is modelled by a normal distribution. Beta distribution is used for modelling the PV generation uncertainty, while a Weibull distribution is used for the wind speed uncertainty. The pre-fault operating conditions are obtained by solving an Optimal Power Flow (OPF), whose dispatch results

Fig. 1. Modified IEEE 68 bus test network with the inclusion of RES.
determine the amount of disconnection of conventional generation and corresponding inertia reduction due to RES penetration, considering here a fixed 15% of spinning reserve for all cases. Regarding system disturbances, only three phase self-clearing faults are considered. The locations of faults along each line and the line itself are sampled with a uniform distribution. A normal distribution with a mean of 14 cycles and a standard deviation of 6.67% is used to model the fault duration. This is longer than typical (approx. 100 ms), in order to generate an appropriate number of stable/unstable cases for testing the methodology [7]. Complete information about the sampling of uncertainties and OPF constraints can be found in [1, 2].

The required number of MC simulations defined in [1] to achieve satisfactory accuracy was 6,000. In this paper, as in [2, 9], the number of simulations is increased to 10,000 to obtain more unstable cases for credible statistical analysis. The case study used for testing has a nominal RES penetration level of 20%. Each MC simulation involves a 5 s time domain simulation of the system with the fault applied at 1 s, since the focus is on first swing instability (transient instability). Simulations are performed using the DigSILENT Power Factory software. Further, detailed information on data and parameters used for the MC approach can be found in [1, 2]. Rotor angle responses of each generator are used to identify the oscillation patterns of the system using the clustering method proposed in Section II-B.

![Fig. 2. (a) Post-fault instants for HC. (b) Corresponding dendrograms.](image)

**B. Hierarchical Clustering for Multi-Machine Instability**

The HC method as proposed in [6] is used as the clustering algorithm in this study. It clusters the angle data by the agglomerative (bottom-up) strategy, first finding the similarity between a pair of objects (rotor angles) and then linking sets of objects for merging in upper levels into a hierarchical tree (or dendrogram), by means of a predefined linkage criterion. Euclidean distance is used as the similarity measure and complete linkage is chosen as the linkage criterion (distance between clusters is equal to the distance between the objects in each cluster that are the farthest away from each other). Different instants for applying HC within a system post-fault oscillation, e.g. t₁, t₂, and t₃ in Fig. 2(a), will yield different dendrograms, see Fig. 2(b). Moreover, for each dendrogram obtained at a particular clustering instant, also different cluster arrangements or Grouping Patterns (GPs) can be formed depending on the value of the threshold for cutting-off the hierarchical tree, represented by the red dashed lines in Fig. 2(b). In this paper, the estimation of the optimal instant of clustering and cut-off threshold values are done using statistics which measure the appropriateness and quality of cluster partitions, over the set of representative rotor angle responses obtained as described in Section II-A. This ensures that the critical oscillation patterns are identified.

The clustering of generators should be done at an instant close to the loss of synchronism. Hence, it is better to define this instant in terms of an angle threshold for transient instability identification rather than an actual point in time after a disturbance. In [9], a thorough analysis on the subject was done using thresholds based on the Maximum Angle Difference Between Two Generators (MADBTG) and on the angular distance from the Center Of Inertia (COI) reference frames. Both will be used in this study to measure system separation for evaluating the clustering results. For the MADBTG, instability is reached if condition (1) is fulfilled.

\[
\delta_T < \delta_{MAX} = \max\{\delta_i - \delta_j\} \tag{1}
\]

where \(\delta_T\) is the instability threshold and \(\delta_{MAX}\) is the maximum angle difference (degrees) between any two rotor angles \(\delta_i\) and \(\delta_j\) at the same point in time after the occurrence of a large disturbance. Similarly, for the COI reference frame based thresholds, instability is reached if condition (2) is fulfilled.

\[
\delta_{COI} < |\delta_i - \delta_{COI}| \tag{2}
\]

where \(\delta_{COI}\) is the angular position of the COI, defined in (3).

\[
\delta_{COI} = \frac{\sum_{i=1}^{N_G} H_i \times \delta_i}{\sum_{i=1}^{N_G} H_i} \tag{3}
\]

where \(H_i\) is the inertia constant of generator \(i\), and \(N_G\) is the total number of generators. For the MADBTG and COI frames based thresholds, the value of \(\delta_T\) in (1) and (2) for the clustering assessment exploration is defined for the ranges between 100°-360° and 100°-180°, respectively [9]. With respect to the cut-off thresholds (\(\delta_{COI}\)), values up to 100° are explored, so an overlap with the \(\delta_T\) values (which start at 100°) is avoided. Both parameters are evaluated in steps of 10°.

**C. Statistical Assessment of Clustering Partitions**

The choosing of the cut-off threshold in HC algorithms can be considered a special case of the general problem of finding the most appropriate number of clusters for any clustering method. A thorough comparison of 30 different procedures for choosing cluster partitions and/or the optimal number of clusters is performed in [10], with some of the top performing ones further studied in [11, 12]. However, there is a lack of consensus on which method to use, and it is recommended not to depend entirely on a single way for finding the optimal number of clusters [11]. It can be safely concluded that subjective criteria based on expert judgement still have a substantial influence on a dataset clustering results. The common denominator for all methods is that they always involve some degree of heuristics in their definition. Nevertheless, there is a consensus in literature, e.g. [11-14], that most methods rely on the behavior of the change of the defined within-cluster dissimilarity \(W_E\) as a function of the \(K\) number of clusters, since the value of \(W_E\) will decrease as the number of clusters \(K\) increases because having more clusters allows to group elements that are more similar to each other. However, above the optimal number of clusters \(K^*\), any new partition will split a “true” cluster containing elements already similar enough, and the effect on the decrease of \(W_E\) will become significantly less than before reaching \(K^*\), and more marginal as \(K\) is further increased. The criterion for finding \(K^*\) is then to identify this turning point or “elbow” in the plot of \(W_E\) as a function of \(K\). This is still an approach involving heuristics since deciding how substantial the change defining the elbow should be is
unclear in some cases and subjected to user’s judgement and prior expectation. Two proposed statistics to find the optimal number of clusters are the Average Silhouette Width (ASW) [15] and the Gap Statistic (GS) [12]. Both are chosen to assess statistically the rotor angles clustering arrangements as proposed in this paper.

The ASW is the average of the silhouette coefficient $s(\delta_i)$ over all elements in a dataset and is defined in (4).

$$s(\delta_i) = \frac{b(\delta_i) - a(\delta_i)}{\max(a(\delta_i), b(\delta_i))}$$  \hspace{1cm} (4)

with values varying from -1 to 1. For each element $\delta_i$, the value $a(\delta_i)$ is the average distance to all other elements in its cluster, which reflects the cluster compactness, while $b(\delta_i)$ is its minimum average distance to all clusters to which it does not belong, which reflects the degree of cluster separation. Thus, large $s(\delta_i)$ values indicate a well clustered element. The silhouette coefficient is a metric for assessing the quality of clusters. Nevertheless, choosing a partition that maximizes the ASW is a formal criterion for selecting the number of clusters $K$. In [15], it is stated that a reasonable classification will yield an ASW above 0.5, while values below 0.2 should be interpreted as a lack of substantial cluster structure. For some clustering algorithms, having fewer elements per cluster could achieve better results [13], considering that the granularity of any dataset would be maximized having one element per cluster. This, however, does not provide any useful partition of the data and might unrealistically increase the value of the ASW, hence it is undesirable. The ASW metric properties will be useful when comparing the patterns obtained from the different clustering parameters as proposed in this study.

The GS formalizes the heuristic elbow criterion for estimating the optimal number of clusters to statistically locate where the elbow occurs. The gap curve $G(K)$ is defined in (5).

$$G(K) = E(\log(W_\delta)) - \log(W_K)$$  \hspace{1cm} (5)

where $W_\delta$ is the within cluster dissimilarity of clustering data from an appropriate null distribution and $E$ the mathematical expectation. For the general case of a multivariate dataset of elements with more than one feature (or dimension), a suitable null reference distribution is generated using MC sampling from data uniformly distributed over a box containing the original dataset elements over each feature. It estimates the optimal number of clusters $K^*$ to be where the gap curve is the largest. The formal definition for estimating $K^*$ is given in (6).

$$K^* = \arg\min_K \{G(K) \geq G(K + 1) - s_k + 1\}$$  \hspace{1cm} (6)

where $s_k$ is an error term due to the MC sampling [14]. Since based on the elbow criterion, some parameters for testing also rely on user’s judgement, i.e., the number of MC samples, the value of $s_k$, the choice of the reference distribution for the multivariate case, and the choice for $W_K$ (squared error, squared distances around cluster means, etc.). On the other hand, for the present application, where each element (generator) only has its rotor angle as a feature for clustering (one dimension), Theorem 1 proposed in [12] for the univariate case can be applied, which states that for data in one dimension, the uniform distribution is the most likely to produce spurious clusters by means of the GS test. Hence, a single standard uniform distribution over the data can be used directly for generating the null reference distribution without any MC sampling, also removing the error term in (6) and thus further reducing heuristics. Another benefit of the GS, is that if the produced gap curve exhibits non-monotone behavior, a smaller well-separated cluster arrangement within a larger well-separated one, i.e., the optimal obtained from (6), may exist, implying that more than one natural partition trend is present in the dataset. In such cases, examination of the entire gap curve is suggested, rather than only finding the position of its maximum. It has been observed that the GS has less heuristics involved in estimating the number of clusters, making it a good choice for this purpose. In this study, the GS test (considering within cluster sum of squares as $W_k$ and $K^*+1$) is used as a filter to allow comparison using the ASWs values only between valid results according to the test.

The procedure for the assessment is shown in Fig. 3. A search over all the predefined values for the instants for clustering $\delta_f$ and cut-off thresholds $\delta_c$ is performed for all the events from the set of multi-machine unstable events $S_{\text{MNU}}$. Each pair $(\delta_f, \delta_c)$ will produce a number of $J(\delta_f, \delta_c)$ Grouping Patterns (GPs), each of which consists of $R(\delta_f, \delta_c)$ events, which are grouped into the sets $G_P(\delta_f, \delta_c)$, with $j = 1, 2, ..., R(\delta_f, \delta_c)$. In parallel, for each event $n$ and instant of clustering $\delta_f$, a GS test is performed, yielding an estimation of the optimal number of clusters $K(n; \delta_f)$. This result is compared to the number of clusters $K(n; \delta_f, \delta_c)$ obtained directly for each of the predefined cut-off threshold values $\delta_c$, then only if $K = K^*$, the ASW of the event’s GS is calculated and stored in the $ASWGS(\delta_f, \delta_c)$ set, of which finally ends having a total of $S(\delta_f, \delta_c)$ elements. With this information, a quality measure can be assigned to all GPs according to (7).

$$GP_{ASW}(\delta_f, \delta_c) = \sum_{n=1}^{R(\delta_f, \delta_c)} \frac{ASWGS(\delta_f, \delta_c)(n; \delta_c)}{R(\delta_f, \delta_c)}$$  \hspace{1cm} (7)

where $n$ is the ASW value of each element (or event) of the set $ASWGS(\delta_f, \delta_c)$, with $j = 1, 2, ..., R(\delta_f, \delta_c)$. The calculated index $GP_{ASW}(\delta_f, \delta_c)$ in (7) is an average over all $R(\delta_f, \delta_c)$ elements (events) of the $GP(\delta_f, \delta_c)$ sets instead of over the total $S(\delta_f, \delta_c)$ events (events) of the $ASWGS(\delta_f, \delta_c)$ sets. It considers only clustered events whose GPs were correctly estimated with the GS test, and quantifies the degree to which that identified GP represents a true oscillation pattern.
for the system. In order to compare the HC results from all pairs of clustering parameters \((\delta_T, \delta_C)\), a total quality measure is defined in (8).

\[
TGPASW_{(\delta_T, \delta_C)} = \frac{\sum_{j=1}^{n} GPASW_{(\delta_T, \delta_C), j}}{n} 
\]

where the index \(TGPASW_{(\delta_T, \delta_C)}\) is a simple average of the \(GPASW_{(\delta_T, \delta_C), j}\) values, since each of the \(I(\delta_T, \delta_C)\) obtained

GP's would represent a true oscillation pattern according to the clustering parameters \((\delta_T, \delta_C)\), and hence must be assigned the same level of importance. The highest quality solution is then simply found by identifying the clustering parameters yielding the maximum value of the \(TGPASW_{(\delta_T, \delta_C)}\) index over all pairs \((\delta_T, \delta_C)\). The obtained GP's will represent the optimal multi-machine unstable oscillation patterns for the system. The optimal clustering parameters are denoted as \((\delta_{TO}, \delta_{CO})\).

III. APPLICATION RESULTS

The MC assessment of the testing scenario, described in Section II-A, results in 925 unstable cases out of 10,000 simulated faults. From the 925 unstable cases, 701 (76%) are single-machine and 224 (24%) are multi-machine unstable cases. Only the latter are further analyzed as proposed in Section II-C. The surface plots of Fig. 4 show the ASW values, total number \(I(\delta_T, \delta_C)\) of GPs, and the percentage of events that passed the GS test, respectively, as a function of \((\delta_T, \delta_C)\), for both the MADBTG and COI frames. It can be seen that all values of the ASW are greater than 0.62, indicating that the data does present classifiable trends over the entire clustering region defined. For low values of \(\delta_C\), the ASW is the highest, however, in this region, the number \(I(\delta_T, \delta_C)\) of GPs is also the highest and very large (around 100-160). The ASW values are therefore artificially increased there, as discussed in Section II-C. For higher values of \(\delta_C\), the number of GPs reduces considerably, which is not the case for the ASW, whose values also decrease but show an increasing trend over the region \(\delta_C = 50^\circ-80^\circ\) and \(\delta_T = 160^\circ-170^\circ\) for the MADBTG and \(\delta_C = 50^\circ-90^\circ\) and \(\delta_T = 120^\circ-150^\circ\) for the COI. In these areas, the \(I(\delta_T, \delta_C)\) values are less than 20, which suggests that for such regions better clusters might be obtained. More insights are provided in Fig. 4(c). For the MADBTG, relatively high values of clustering accuracy according to the GS test are observed for \(\delta_T\) values of \(100^\circ\) and \(\delta_C\) values of \(50^\circ-100^\circ\), though they decrease considerably as \(\delta_T\) increases. However, the highest

values of accuracy (around 70-80%) are obtained for the region \(\delta_C = 50^\circ-80^\circ\) and \(\delta_T = 160^\circ-170^\circ\) for the MADBTG, and \(\delta_C = 50^\circ-80^\circ\) and \(\delta_T = 130^\circ-150^\circ\) for the COI, all of which agrees with the trend observed in the ASW surfaces in Fig. 4(a).

Fig. 5 shows the \(TGPASW\) index values allowing a better and definitive assessment of the actual quality of different GPs or clustering partitions using the properties of both the ASW and GS. It is shown that the optimal clustering parameters, as defined in (8), are \(\delta_{TO} = 160^\circ\) and \(\delta_{CO} = 60^\circ-80^\circ\) for the MADBTG and \(\delta_{TO} = 130^\circ\) and \(\delta_{CO} = 70^\circ\) for the COI. The GP's obtained with these parameters are shown in Table I and Table II, also indicating the different cluster’s composition per group. By comparing these results obtained from the \(TGPASW\) values shown in Fig. 5, with others obtained with \((\delta_T, \delta_C)\) pairs in the region also showing high clustering accuracy according to Fig. 4(c), it can be seen that the GP's obtained with \((\delta_{TO}, \delta_{CO})\) present the minimum number of patterns and the minimum number of clusters per pattern (three for each GP). This makes them the best ones fully discriminating the unstable oscillation patterns having fewer groups. All these features are an indication of the optimality of the obtained results. In addition, it can also be seen that both the MADBTG and COI frames yield practically the same GP's, only differing slightly on \(GP_r=6\), the least frequent one with less than 1% participation in the identified unstable patterns.
found to yield the optimal number of groups, implying that such interval is also a good reference threshold value for general coherency identification. The methodology presented here will contribute, among others, to improved data training, classification, and forecast accuracy of on-line dynamic signature identification techniques, coherency identification, etc. Most importantly, it will facilitate the design of proper network stabilization and control strategies, focusing on the effective deployment of corrective control measures. This task being particularly facilitated by the method capability of identifying the minimum (optimal) number of oscillation patterns that are the most representative of the overall dynamic behavior of a power system.
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