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Abstract—The declining cost of residential battery energy storage (BES) and photovoltaic (PV) systems enable customers to significantly reduce their energy dependency from the grid. By absorbing excess PV generation, BES systems could reduce impacts associated with the ‘duck curve’. However, since off-the-shelf (OTS) BES systems are controlled for customer benefits, this absorption might be limited at times, resulting in similar duck curve effects. This work proposes a bottom-up modelling approach to demonstrate the system-level generation cost effects from residential BES systems. Using a modified IEEE 9-bus system with real anonymized smart meter data, results show that with the OTS BES control, the overall reduction in system net demand due to peak PV generation still occurs which leads to baseload generation shutting off, incurring additional costs. Alternatively, the adoption of smarter BES controls aimed at mitigating impacts on distribution networks by reducing PV exports can bring significant system-level generation cost reductions.

Index Terms—Battery Energy Storage Systems, PV Impacts, PV Systems, Residential Customers, Unit Commitment.

I. INTRODUCTION

PV installation costs have reduced significantly in recent years and adoption rates have been rapidly increasing. While a more decentralized and low-carbon electricity system is desirable for many countries, large PV penetrations can significantly reduce the distribution network demand seen at the system level. Indeed, the effects of PV generation on net demand creates the well-known ‘duck curve’ [1] which can affect the behavior of conventional generating units (e.g., due to generation displacement or ramping needs) and, in turn, the overall system cost [2]. Australia, for example, has seen almost a 50% increase in cumulative solar PV capacity within a year, reaching 12GW in 2019 from 8GW in 2018. Similar ‘duck curve’ effects are already becoming evident due to large demand reductions seen at the system level [3].

As cost reduces and adoption trends increase for residential battery energy storage (BES) systems, customers will be able to make better use of their existing PV systems, further reducing their electricity bills. Since BES systems are effective in increasing self-consumption, there is an expectation that the widespread adoption of BES systems will inherently help reduce the reverse power flows and, hence, mitigate the impacts associated with the duck curve (particularly around midday) on the power system [4]. However, existing self-consumption controllers embedded in commercially available BES systems, hereafter referred to as off-the-shelf (OTS), are ineffective in this matter providing little to no benefits to reverse power flow reduction. As demonstrated in [5], on a sunny day with no one at home, OTS BES systems start charging from the excess PV generation relatively early in the morning, quickly reaching full state-of-charge (SOC) even before high levels of PV generation occur. Consequently, given that the OTS BES system cannot store more PV generation after that time, the excess PV generation will be fed back to the electricity network. Hence, similar issues related to large residential PV penetrations may still occur even when coupled with BES systems.

The effects of changing demand patterns on system-level cost have been investigated in the literature by mainly considering active, price-driven controls of demand, PV systems and BES systems. Using the unit commitment (UC) to assess the system-level cost, in [6] and [7], aggregated demand was considered to actively respond to prices. In [8], a bi-level optimization strategy is used to minimize system-level cost involving the UC whilst maximizing aggregator/customer benefits by controlling aggregated PV and BES systems. Similarly, a cost minimization approach was proposed in [9] that reduces information exchange which requires a central entity to set price signals for prosumers to respond to. While these types of studies provide insights of how the system can benefit from actively controlling behind-the-meter demand and system generation, such level of flexibility is unlikely to be available in the near future. On the other hand, when the system level effects are considered with the adoption of residential PV and BES systems (OTS) such as in [10], system-level cost savings are reported. However, [10] assumes that households with PV only or with a PV/BES system will not export into the grid at all times. As shown in [5], both these types of customers can export large amounts of PV generation into the grid, and therefore the effect that this can have at a system level as PV penetration increases needs to be assessed. This can lead to an underestimation of system costs as PV penetration increases; due to aggregated exports displacing baseload generation during midday.
Furthermore, it may be very useful for network operators and policy makers to first understand the effects that OTS BES systems and the resulting reduction in system net demand will have on system-level cost. A main contribution of this work is to assess what cost implications the growing adoption of residential OTS BES systems will have on system-level generation cost, adequately considering the interactions of the technologies (PV and BES systems) and demand.

This work assesses the extent to which the widespread adoption of OTS BES systems can affect system-level generation costs using a UC. To achieve this, system-level net demand profiles are produced using a bottom-up approach for the residential component. Real anonymized smart meter data are adopted to produce net demand profiles for individual households. The UC is performed on the resulting system-level net demand and then the impacts are analyzed. For comparison purposes, a PV-only scenario is used as the baseline. Furthermore, to quantify the potential system-level benefits from a smarter, decentralized BES controller, such as the one proposed in [11] (designed to provide local network benefits by reducing PV exports) is also investigated. The analysis is performed on a modified IEEE 9-bus system.

II. OVERVIEW OF OPERATING SCHEMES AND PROFILES

Refer to Fig.1 for an illustration of the behavior of the PV and BES systems at the household-level for each of the three operation schemes under assessment. Fig.1 (a) shows only the load demand and the clear-sky irradiance of the PV systems. Each of the following plots (Fig. 1 (b-d)) are as follows:

PV Only. This scheme considers the case where only PV systems are available in the system and corresponds to the BAU scenario to observe the behavior of the UC under different PV penetrations. As seen in Fig.1 (b) during high PV generation hours, the household net profile results in large exports, $P_{PV}^{exp}$ due to the large PV generation and small load demand. As mentioned before, this can bring technical challenges not only to the operation of the distribution network (e.g., voltage rise) but also to the whole system (due to the ‘duck curve’).

Off-the-shelf (OTS). This scheme considers the case where OTS BES systems are installed along with the PV systems. The OTS control is based on what manufacturers provide as general description of the basic operating principles and corresponds to the following: when generation exceeds demand, the BES system charges from all the surplus PV generation. When PV generation falls below the household demand, the BES discharges to meet the local demand [5]. This is demonstrated in Fig.1 (c) where all the excess of PV generation is being stored in the BES system until it becomes full (i.e., full SOC). After that point, any excess of PV generation is exported back to the grid (here, the maximum exported power is denoted as $P_{OTS}^{exp}$) until local demand exceeds generation, to which point the BES system discharges to meet the local demand. Since the BES systems can reach full SOC quite early, the peak exported power can be virtually the same as with the case of PV Only ($P_{OTS}^{exp} \approx P_{PV}^{exp}$). In practice, this can mean large exports at times of high PV generation, resulting in similar challenges as the case without BES systems (PV Only).

Adaptive Decentralized (AD) Control. This scheme considers the case where BES systems adopt a ‘smarter’ controller [11], designed to overcome the limitations of the OTS control (BES systems reaching full SOC very early; hence inadequate to reduce reverse power flow). The AD control reduces high PV exports by adapting the BES charging power proportionally to the PV generation, and ensuring available capacity by discharging overnight. The design allows it to adapt in real time changes such as cloud transients and household demand. Fig.1 (d) illustrates this operation where PV exports (here, the exported power is denoted as $P_{AD}^{exp}$) can be significantly reduced while meeting the local needs of the household. This, in turn, means that the integrity of the distribution network is not compromised as the magnitude of the reverse power is significantly reduced ($P_{AD}^{exp} \ll P_{OTS}^{exp}$). Consequently, for the whole system, the effect on the midday net demand will be much less, potentially reducing the displacement of conventional generating units and ramping needs.

III. METHODOLOGY

The adopted approach to assess the effects of PV Only, OTS and the AD control schemes on the system level cost is
presented in this section. As depicted in Fig.2, first, for each operation scheme and for a given PV and BES system penetration, the net demand profiles (residential and non-residential) are produced adopting a bottom-up approach. Then, the resulting net demand profiles are incorporated to the unit commitment (UC) and the corresponding UC outputs are stored. The process is repeated for the predefined penetration levels and, finally, all results are used to analyze and compare key parameters among the three operating schemes.

A. Bottom-Up Production of Net Demand Profiles

For residential customers, the set \( I \) is defined as customers with demand only (no PV or BES systems). Customers with PV systems belong to the set \( P \) and customers with PV and BES systems belong to the set \( B \), with indices \( i, p \) and \( b \), respectively. For a given time horizon, defined as set \( T \) and indexed by \( t \), the demand of a residential customer with demand only, is defined as \( P^D_{it} \). The net demand for residential customers with PV systems, \( P^{D_P}_{it} \), is calculated using (1) where \( P^D_{it} \) and \( P^{D_P}_{it} \) correspond to the PV and demand profiles, respectively. For customers with PV and BES systems, the net demand, \( P^{D_B}_{bt} \), is determined by the summation of household demand, \( P^D_{bt} \), PV generation, \( P^{PV}_{bt} \), and the power of the BES system, \( P^{BES}_{bt} \), as shown in (2). \( P^{D_B}_{bt} \) is the result of the operation of the battery using a given scheme, namely OTS or AD control. The power of the BES can be positive or negative denoting charging or discharging respectively.

Non-residential customers belong to the set \( K \) with index \( k \) and the demand is defined as \( P^{D_K}_{kt} \). The summation of each term of residential customers (elements from \( I \), \( P \), and \( B \)) and the term with non-residential customers (element from \( K \)) are used to calculate the system-level net demand, \( P^D_{t} \), as in (3).

\[
p^{D_P}_{it} = P^D_{it} - P^{PV}_{it} \quad \forall p \in P, \forall t \in T \quad (1)
\]

\[
p^{D_B}_{bt} = P^D_{bt} + P^{PV}_{bt} + P^{BES}_{bt} \quad \forall b \in B, \forall t \in T \quad (2)
\]

\[
p^D_{t} = \sum_{i \in I} p^D_{it} + \sum_{p \in P} p^{D_P}_{it} + \sum_{b \in B} p^{D_B}_{bt} + \sum_{k \in K} p^{D_K}_{kt} \forall t \in T \quad (3)
\]

\( P^D_{t} \) forms the input to the UC which quantifies the commitment of generating units giving the dispatch of the generating units to satisfy the system-level demand across \( T \).

B. Unit Commitment

The system level impacts are quantified using a UC based on the formulation presented in [12] with the use of quadratic cost functions making it a mixed integer quadratic problem (MIQP). The objective function is to minimize the total cost of generation (set of \( J \) generating units indexed by \( j \)) which comprises of production cost, \( c^u_j \) startup costs, \( c^d_j \) and shutdown costs, \( c^d_j \) as shown in (4) to satisfy the system-level demand \( P^D_{t} \) \( \forall t \in T \). This gives the power dispatch for each of the generating units in \( J \), across the horizon \( T \), that minimizes the total cost and satisfies \( P^D_{t} \).

\[
\text{Minimize } \sum_{j \in J} \sum_{t \in T} c^p_j p^j_t + c^u_j u^j_t + c^d_j d^j_t \quad (4)
\]

The UC considers the following constraints: power balance, spinning reserves, maximum ramping capability (increasing and decreasing of active power), minimum stable generation (MSG) and minimum up and down times. The full formulation can be found in [12]. A UC is run for each operating scheme and penetration level and the corresponding outcomes (i.e., generation status, the dispatch power and total cost) are stored to then be used for the assessment and analysis.

C. Assessment of System Level Impacts

Once the UC for each of the predefined PV and BES penetration levels and operation schemes is completed, the corresponding effects of each penetration level has on the system are assessed considering the following:

1) Generating Units Power Dispatch: The time-series power dispatch of each generating unit is plotted as a stacked area chart. This allows to visualize the impact that each control scheme has on the behavior of conventional generating units.
(e.g., ramping, magnitude of power dispatch for each \( t \), and displacement).

2) **Total Cost of Generation**: This is the cost across the time horizon \( T \) for each operation scheme and penetration level. It comprises of fuel costs (production of energy), startup costs and shutdown costs. This allows the system operator to estimate the overall cost across a given horizon and better understand cost projections as penetration levels increase.

3) **Average Cost per MWh**: Defined as the average cost per megawatt-hour of conventional energy generated. This cost is averaged across online generators from \( J \), throughout the time horizon \( T \). This metric will capture the effects of higher penetrations (e.g., ramping, startup and shutdown costs) on the price of energy.

### IV. CASE STUDY

In this section, the methodology is applied for the three operation schemes shown in Section II. Firstly, all case study considerations (i.e., set of generating units, parameters for the UC, net demand profiles etc.) are presented. Then, the net demand profiles for each operation scheme and penetration are produced and provided. Lastly, the system-level impacts are presented and discussed. The optimization formulation is performed using Julia [11] considering a mixed-integer quadratic program (MIQP) solved using Gurobi 8 [12].

**A. Case Study Considerations**

The set of generating units used for the UC corresponds to the modified IEEE 9-bus test system used in [13] and [14]. The generation fleet comprises of 14 generators: six baseload generating units represented as coal-fired generation and eight flexible peaking units represented as gas-fired generation. Key parameters used for the analysis are shown in Table I with the ratings (i.e., MSG), minimum up time (i.e., UT) and minimum down time (i.e., DT). A spinning reserve of 36 MW is adopted, as this is sufficiently large to cope with the largest generation contingency [15]. All generation parameters used for the modelling are adopted from [16], [17] and [18].

The total amount of residential customers used in this case study was based on the methodology proposed by the authors in [13] and [14]. Normalized residential and non-residential (i.e., commercial) profiles were scaled according to a 28.6 and 71.4% energy mix, respectively (2014-2015 Australian total energy consumption values [19]). This superimposed profile was then scaled to achieve the system peak demand of the modified IEEE 9-bus test system. By multiplying the total energy of the resulting system profile with the residential energy proportion (i.e., 28.6%), and then dividing by the energy of a single normalized residential profile, the total number of residential customers was derived: 73,440. It should be noted that the normalized residential profile was used only for the purposes of deriving the number of residential customers.

Once the number of residential profiles is defined, individual residential profiles for each type of residential customer are created based on the methodology presented in Section III-A. For the demand profiles (i.e., \( p^D \)) a pool of 30-min resolution Australian smart meter demand data (from 2014, provided by AusNet Services) is used. The PV profiles (i.e., \( p^{PV} \)) correspond to a real clear-sky irradiance profile from the same region, multiplied by the PV system size of the household. A different size of PV system is allocated to each customer; which is based on Australian installation statistics from 2016 onwards [20] with capacities of 2.5, 3.5, 5.5 and 8 kW and distributions of 10, 30, 50, and 10% respectively.

The BES profile (i.e., \( p^{BES} \)) is dependent on the demand and PV profile of each customer. For each customer, the methodology found in [5] was used to define the BES profile for the OTS control, and in [11] for the AD control. The BES systems are sized at 5kW/13.5kWh with 100% depth of discharge and 88% roundtrip efficiency. This BES is selected as it is widely available for customer use in the Australian market [21].

For this case study, the three operation schemes are investigated for penetration levels from 0-100% in 10% intervals. Penetration level in this work represents the percentage of residential customers with PV or/and BES systems. This gives a total of 3 \( \times \) 11 scenarios (0% inclusive to give 11 penetration levels). As penetration levels increase, load growth is considered as static for each operating scheme. Using the load, PV and BES information previously presented, system level demands are developed to be used in the UC.

The UC is run at 30 min intervals for a 24-hour time horizon for a typical clear-sky summer day.

**B. Net Demand Profiles**

Considering the effects of PV systems, these can be observed in Fig. 3 where the 0% penetration level yields a peak system demand of 335.08 MW. The net demand is reduced with higher PV generations, and as expected, the maximum reduction occurs around midnight when generation is at the highest. The corresponding demand reduction continues as PV penetration increases from 0 to 100% with 100% PV penetration having a maximum reduced net demand of close to zero.

With the OTS BES systems, during the off-peak hours the net demand is slightly reduced. This is due to the control strategy of the OTS scheme where the household demand is being supplied locally by the stored energy from the batteries. During the initial PV generation hours (8:00-10:00) most of the excess PV is used to charge the batteries until around midday. Around this time the batteries become full and the excess PV is exported to the grid, this is seen as the reduced net demand. The large reverse power flows from the PV systems are slightly time-shifted and the maximum reduction of net demand is virtually unchanged for the case of the OTS. This trend continues for increasing penetrations.

For the case of BES systems with the AD control, it is observed that the innate by-product of this control is such that the net demand profiles have a flatter shape. This effect as briefly described in Section II-A is due to the smarter charging operation of the batteries in a way that the reverse power flow...
Due to excess PV generation, system-level net demands are significantly reduced compared to the case of the OTS. Furthermore, the discharging operation of the AD ensures that enough capacity is available for the next charging period, further reducing the system profile compared to the OTS during off-peak hours. This reduction is expected to diminish the need for gas generation, bringing overall cost benefits.

From the perspective of the system, a flatter demand profile may be considered an attractive behavior as it potentially leads to less aggressive ramping, starting and stopping requirements of thermal generators. Furthermore, this might entail less dependency on oversized assets required to cope with short-term peaks/spikes in demand. On this front, the system-level impacts of the aforementioned demand profiles are examined in the following section.

### C. System-Level Impacts

As PV penetration increases, the system-level net demand reduces (as expected). The effect on the set of generating units and their outputs is seen in Fig. 4 showing the results from the UC for 80–100% penetration only. The UC results for the lower penetrations (0–70%) are excluded since the incremental effects on the scheduling of generators do not lead to significant displacement of generating units. However, the energy and cost results are presented later (Fig. 5 to Fig. 7). As PV penetration continues to increase for PV only, the net demand reduces to the extent where the MSG of baseload generation becomes constrained leading to a non-feasible solution at 100% penetration as plants are not able to ramp further down; hence, no results are presented. When batteries are adopted, with either control scheme, generating units are required to provide more output during high PV generation hours. Thus, for those cases, feasible solutions exist at 100% penetration.
Compared to the case of PV only, OTS results in less gas generation required during evening hours. This is due to the BES systems supplying the local load demand which have slight cost benefits which is discussed later. When looking at the behavior of the conventional plants during peak PV generation, it can be seen that for PV Only and OTS the online generating units are very similar.

For the AD scheme, the unit commitment results take on a very different behavior. None of the baseload generating units are switched off and the ramping requirements appear to be very gradual (reduced slope of power dispatches between time steps). To further understand what this means, the energy and cost parameters should be considered.

Fig. 5 shows the contributions of energy from the two technology types that were modelled, gas and coal. As PV penetrations increase, the energy of both coal and gas-fired generation are reduced. However, for high penetration levels the OTS and AD schemes result in more coal and less gas generation compared to PV only, with the AD scheme requiring the lowest amount of gas generation while utilizing more coal generation. The AD scheme allows more baseload plants to be on (i.e., the inflexible yet cheap units) and relies less on peaking plants (i.e., flexible but more expensive). This idea is further demonstrated by the reduction in the amount of energy required from gas generation being effectively reduced as PV penetrations increase. Again, reducing the amount of more expensive, flexible gas generation.

As previously mentioned, the AD control has the effect of increasing demand at peak PV generation periods thus requiring more gas outputs. This means that in the short term, AD will result in slight increases of overall costs due to this effect for 0 to 50% penetration as seen in Fig. 6. However, the net effect of reducing the demand during off-peak periods, significantly reduces the need for gas generation and results in overall cost reductions for cases of PV penetration exceeding 50%. This trend continues for all cases until 100% penetration levels. It follows that there can be an overall generation cost reduction from widespread adoption of BES systems with the AD control.

When looking at the average cost per megawatt-hour of conventional energy generated for the PV Only scheme in Fig. 7, there is a reversal trend (increased costs) onwards from 60% PV penetration. This is seen since the amount of energy displaced by PV results in no additional cost benefit for high PV penetrations due to the expense of other operational costs of conventional generating units (startup and shutdown costs). As was the case for total cost, the AD control has the lowest average cost per megawatt-hour when compared to both PV only and OTS for penetrations exceeding 50%.

There was a notable deviation in the energy and cost curves for the OTS case of 100% penetration. Here, OTS is more expensive because of the technical constraints of the generators. When baseload generation switches off, the minimum downtime of the coal plants forces more expensive gas generators to fill the demand during 16:00-19:00 (relate to Fig. 4) which exacerbates the costs. The cost is further increased by incurring the startup and shutdown costs of the larger, slower coal plants when they are turned back on later in the evening hours. This behavior is reflected in both the energy and utilization factors as reduced coal and increased gas usage. For the costs, a sharp reversal trend is seen with average cost per megawatt-hour reaching as high as the costs seen for the 20% PV penetration case.
A very interesting finding of this case study is that while the total system cost reduces the more residential PV and OTS BES systems are adopted, the average cost of generation per MWh of conventional generation increases around the 50% penetration level. Taken into consideration that now more than half of the (residential) customers are mostly self-sufficient, this could lead to an increase in electricity prices for customers without local generation. The adoption of more base-load-friendly BES controls such as the AD manage to further reduce the average cost of conventional generation per MWh, even past the 50% penetration level. Therefore, the adoption of such systems could prove to not only provide benefits to their owners, but for everyone in the power system. While the case study presented in this work is highly realistic, additional analyses that consider real systems need to be conducted to quantify the full range of impacts and benefits.

V. DISCUSSION

This work highlights the potential impacts to the system level if residential OTS BES systems are adopted on a large scale and provides an understanding on how these impacts can be mitigated with smarter BES controllers. However, the case study performed in this work considers only a single day analysis (typical clear-sky summer day). Longer time-horizon analyses may be adopted to capture intertemporal and seasonal changes that may occur. Similarly, the adoption of PV and BES systems will progress with time and so load patterns may evolve (e.g., load growth due to population, non-residential PV systems or new technologies such as electric vehicles), which could also be catered for in longer time horizons. Furthermore, PV and BES systems may also lead to changes on market prices/generation costs (e.g., due to changing load behavior). Further work can be performed to capture these effects.

VI. CONCLUSIONS

This work investigated the effects that the widespread adoption of commercially available off-the-shelf (OTS) residential battery energy storage (BES) systems might have on the system-level generation cost. Potential future scenarios of different penetration levels of photovoltaic (PV) and OTS BES systems are examined using a unit commitment. For comparison purposes, a PV-only scenario is used as the baseline. Furthermore, the system-level benefits from a ‘smarter’, decentralized BES controller, designed to provide local network benefit by reducing PV exports such as the one proposed in [11] is also investigated (referred to as the adaptive decentralized (AD) control). System-level net demand profiles (residential and non-residential) are produced using a bottom-up approach from real anonymized smart meter data of individual households.

Results show that, with the OTS controller, the net exported power from residential customers are comparably as large as customers with PV only (i.e., no BES systems). With OTS slightly reducing the need for flexible gas generation, this results in marginal short-term cost benefits. However, the large exported power during high PV generation hours results in increased start/stop operation of conventional generating units (similar to the case of PV only) which potentially increases cost and introduce additional challenges in the long term.

On the other hand, this work highlights notable improvement in cost can be achieved by adopting smarter controllers, such as the one investigated in this paper. As observed, the AD control significantly reduces the PV exports, bringing overall cost benefits to the system for high penetrations. This is due to generating units operating with less aggressive ramps, to meet changes in demand, together with reduced start/stop operation and overall reduction for the need of flexible gas generation.

The resulting effect of reduced cost of conventional generation for the AD control scheme may be particularly attractive since it not only reduces generating costs but also brings benefits to the distribution network and residential customers.

This work can be useful for system operators to be pragmatic in planning by providing a deeper understanding of the future implications of the widespread adoption of BES systems. This can ultimately lead to more effective coordinating efforts between the system operator and distribution companies.
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