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Resource Allocation for Layered Multicast Video Streaming in NOMA Systems

Muhammad Norfauzi Dani, Daniel K. C. So, Senior Member, IEEE, Jie Tang, Senior Member, IEEE, and Zhiguo Ding, Fellow, IEEE

Abstract—The application of non-orthogonal multiple access (NOMA) to multi-layer multicast video streaming is envisioned to address the explosively growing demand for capacity which is dominated mostly by multimedia content. In this paper, a joint power allocation and subgrouping scheme is developed to enhance the performance of NOMA-based multi-layer multicast systems. An optimization problem is formulated to maximize the overall sum multicast rate whilst satisfying the maximum transmission power and proportional rate constraints. Due to the complexity of the optimization problem, we first derive two power allocation techniques for the 2-layer case considering arbitrary subgrouping which are based on the iterative implementation and closed-form analysis, respectively. We then generalize the low-complexity closed-form solution for the general multi-layer case. This scheme successively allocates power to each layer stream while assuring that the minimum target rate and proportionality are guaranteed, particularly for the transmission rate of the high-priority base layer stream. A sub-optimal joint power allocation and subgrouping scheme is also designed by incorporating the power allocation scheme into the proposed iterative subgrouping techniques. Simulation results show the effectiveness of the power allocation and subgrouping schemes in enhancing the sum multicast rate performance. In addition, the proposed power allocation scheme ensures substantially higher rates for the base layer stream, which is crucial in robust delivery of standard quality video to all users.

Index Terms—Non-Orthogonal Multiple Access (NOMA), power allocation, subgroup formation, multicast, sum multicast rate maximization

I. INTRODUCTION

The evolved multimedia broadcast multicast service (eMBMS) has been designed for LTE-Advanced to address the capacity requirement due to the increasing mobile data traffic dominated by multimedia services (e.g. video downloading, live streaming, etc) [2]. The multicast features incorporated in eMBMS offer high resource utilization efficiency by allowing the same multimedia content to be delivered simultaneously to multiple users on shared allocated resources. Nevertheless, the demand for high quality video and the emergence of enhanced content application (e.g. Virtual Reality (VR), augmented reality (AR), etc) poses greater challenges for the current eMBMS system to cope with the capacity requirements. The single-rate multicast system used in current eMBMS is associated with low data rate since it is limited by the user with the least channel gain. Furthermore, this technique is unfair towards the users with better channel quality as they potentially can achieve higher data rate with unicast system. This problem is addressed by implementing layered multicast system which allows each user to receive different video quality depending on their channel quality. Moreover, layered multicast system potentially achieves higher spectral efficiency compared to conventional single-rate system [3], [4]. Therefore, the layered multicast video streaming is one of the promising features for next generation mobile networks [3], [5].

Another candidate solution which caters the capacity requirement for future mobile network is non-orthogonal multiple access (NOMA). NOMA offers enhanced spectral efficiency, improved cell-edge transmission rates, low latency and fairness towards all users [6]–[8]. Due to these benefits, several works on the application of NOMA in multicast systems have emerged in literature. In particular, the system design and coverage performance of NOMA-based broadcasting/multicasting in cellular networks was studied in [9]. Moreover, NOMA was applied to multicast system in wireless content caching networks in [10] to reduce the bandwidth usage for both multicasting and content pushing, where resource allocation was performed by jointly optimizing the power allocation and content matching. User assignment and discrete power control were jointly considered in [11] for scalable NOMA multicast system. In [12], a two-stage beamforming method was designed to support multiple multicast groups in which the beamforming vector and power were jointly optimized to achieve minimum transmission power and target rates. Sophisticated beamforming was also applied
in [13] to allow the delivery of multiple multicast streams to different multicast groups. These streams are multiplexed with common broadcast information using NOMA with fixed power allocation. Meanwhile, the authors in [14] considered the application of NOMA in content-centric multicast delivery in cloud radio access networks (C-RANs). In that work, the beamforming vectors and the quantization noise covariance matrix were jointly optimized to maximize the minimum delivery rate of contents considering finite-capacity fronthaul links. By applying fixed power allocation, the works in [15] and [16] investigated the NOMA performance in terms of signal-to-interference and noise ratio (SINR) coverage probability, average number of served users and sum rate for NOMA-based multicast systems in cooperative millimeter-wave and heterogeneous networks, respectively. Power allocation problems for relay assisted NOMA-based multicast system for vehicle-to-everything (V2X) networks were investigated in [17]. On the other hand, subgrouping in multicasting is a promising technique which enhances network performance by exploiting multi-user diversity [3]. User subgrouping for two multicast groups was studied in [18] to maximize the spectral efficiency of NOMA multi-service scheme. Other works considered the application of NOMA in mixed unicast-multicast transmission. For example, in [19], a joint beamforming and power allocation scheme was designed considering spectral efficiency and security aspects. The work in [20] solely focuses on the design of power allocation schemes. On the other hand, energy-efficient resource allocation was investigated in [21] for massive MIMO systems with simultaneous wireless information and power transfer (SWIPT). Meanwhile, [22] and [23] considered cooperative communications for multicast NOMA to enhance users’ reliability.

Resource allocation has been recognized as a key technique to maximize a variety of network performance including sum rate maximization. A significant amount of literature exist on resource allocation schemes for multicast systems in orthogonal frequency division multiple access (OFDMA) networks as highlighted in [4]. In particular, the multi-rate technique has gained much interest in literature due to its potential in achieving user rate differentiation and higher spectral efficiency [3], [4]. Meanwhile, the transmission rate of conventional multicast systems is often restricted by the user with worst channel gain in a multicast group to ensure successful detection of content by all users. By exploiting layered coding such as Multiple Description Coding (MDC), Fine Granularity Scalable (FGS) coding and Scalable Video Coding (SVC), multi-rate multicast allows the video content to be encoded into multiple streams of different transmission rates. Cell-edge users only receive the high-priority basic-quality video stream while cell-center users with higher channel gains receive high quality video as more enhancement layer streams (including the high-priority stream) can be successfully decoded. However, additional frequency/time resources are required to deliver the multiple layer streams in an orthogonal multiple access-based network. This issue can be addressed by applying NOMA which allows the utilization of whole bandwidth allocated to a single multicast group by multiplexing all the layer streams in the power domain. Moreover, resource allocation in an OFDMA-based multi-layer system involves the assignment of each subcarrier or resource block (RB) to the layer streams, which is not required in NOMA. Therefore, in a multi-layer multicast network, resource optimization for NOMA is less complex compared to that of OFDMA.

Applying NOMA to video multicasting with layered coding, the weakest users’ signal can be the base layer stream (high-priority basic-quality video data) while stronger users are sent the enhancement layer streams (additional data to improve video quality). Instead of discarding the weaker user’s signals as in conventional NOMA, the stronger users will utilize them to enhance the overall sum multicast rate. Motivated by these benefits of exploiting the nature of NOMA and layered coding, we investigate joint power allocation and subgrouping for multi-layer multicast streaming in NOMA networks, which is crucial to further enhance the system performance, particularly the overall throughput. The optimization problem is formulated with the aim of maximizing the sum multicast rate performance while satisfying the maximum transmission power and proportional rate constraints. We consider the proportional rate constraint in our work to guarantee substantial rates and fairness for all the layer streams while maximizing the sum multicast rates. In addition, this constraint also ensures that the high-priority base layer stream (i.e., the weakest user’s signal) is successfully decoded by all users by allocating sufficient power to this stream [24].

There are not many literature that consider optimizing the subgrouping in NOMA-based layered multicast system, which is different from the pairing/clustering problem in unicast NOMA system. For example, the block-level utility maximization and distortion minimization problems in [25] and [26] respectively are solved without optimizing the subgrouping. To the best of our knowledge, [27] and [28] are the only works which also consider optimizing the subgrouping. However, [28] focused only on a single channel and two-layer case, and therefore it is easier to obtain the closed form solution. On the contrary, our work considers multiple layers and multiple RBs case, which is difficult to solve as more variables are optimized. Similar to our work, [27] also considered both multiple RBs and multiple layers. However, the closed-form power allocation in [27] was derived to exactly meet the target rate of lower layers and allocate the remaining power to the uppermost layer. This strategy does not necessarily maximize the sum multicast rate. On the other hand, our work considers maximizing the sum multicast rate with proportional rate constraint, which is a more complicated optimization problem. Furthermore, the subgrouping technique used in [27] is based on exhaustive search which is associated with high computational complexity. In our work, we have developed low-complexity subgrouping methods which are suitable for practical implementation. Meanwhile, the work in [29] investigated a complex non-convex discrete optimization problem based on quality of experience (QoE) and
statistical channels, but subgrouping was not optimized. Other works such as [30]–[32], considered MISO case and focused on the optimization of the beamforming weights with the aim of minimizing the transmission power. Meanwhile, [33] and [34] incorporate cooperative strategy to allow the weak users to receive the enhancement layer streams, but resource allocation was not investigated. The main contributions of this paper are summarized as follows:

- The joint optimization of power allocation and subgrouping is a mixed integer non-linear programming (MINLP) problem which is generally difficult to solve and requires computationally-intensive numerical solution. Therefore, we first consider solving the problem for 2-layer case with arbitrary subgrouping which is a non-linear programming (NLP). Sum multicast rate maximization problem with proportional rate constraint can be solved using Lagrangian dual decomposition (LDD) technique. Based on LDD, we derive two sub-optimal power allocation schemes: an iterative subgradient technique and a closed-form solution. Simulation results show that the subgradient method offers better performance compared to the closed-form solution at the expense of much higher complexity. On the other hand, the closed-form solution is more suitable for practical implementation due to its low complexity. In addition, it is shown that the proposed schemes outperform all existing low-complexity schemes in terms of sum multicast rate performance and fairness towards the users with poor channel gains.

- In order to solve the joint optimization problem at low-complexity, we split the problem into two subproblems. The power allocation subproblem for a general case with multiple layers is solved by modifying the 2-layer based closed-form solution into a low-complexity power allocation scheme which successively allocates power for each layer. Despite the modification of the solution, the proposed scheme maintains its property of achieving the minimum target rate and proportionality, particularly, in determining the transmission rate for the high-priority base layer stream. This scheme offers robust delivery of basic quality video to all users by ensuring a high transmission rate for the base layer stream, which is vital in multicast video streaming. Moreover, this scheme offers superior sum multicast rate performance over [27].

- Finally, we propose three low-complexity iterative subgrouping methods in order to solve the subgrouping subproblem and then incorporate the multi-layer power allocation scheme to develop a technique which jointly optimizes the power allocation and subgroup formation. Simulation results demonstrate that the proposed low-complexity subgrouping methods offer performance comparable to that of exhaustive search.

The remainder of this paper is organized as follows. Section II describes the system model of the NOMA-based multi-layer multicast system and the formulation of the optimization problem. Section III presents the power allocation scheme for the 2-layer case which considers arbitrary subgrouping. Section IV details the joint power allocation and subgroup formation technique for the general multi-layer case. The simulation results are presented in Section V and, finally, this paper is concluded in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A downlink NOMA-based multicast system, which consists of a single-antenna base station (BS) and K users who request the same video content, is considered and is illustrated in Fig. 1. The BS delivers the video data to all users with a maximum transmit power budget of $P_T$ over a total bandwidth of $B_T$ which is divided into $N$ RBs of equal bandwidth $B$. The bandwidth $B$ is assumed to be smaller than the coherent bandwidth such that each individual RB will experience frequency flat fading. Channel impairments due to path loss, shadowing, and fading are also taken into account and hence, the channel gain for the $k$th user at the $n$th RB is expressed as $|h_{k,n}|^2 = \frac{\xi_k H_{k,n}}{PL_k}$ where $\xi_k$ is the log-normal shadowing factor for user $k$, $|H_{k,n}|^2$ is the effect of fading, and $PL_k$ is the path loss experienced by user $k$. Let the set of all users in the multicast group at the $n$th RB be $\mathcal{M}_n = \{1, 2, \ldots, K\}$ sorted in an ascending order of their channel gains. These users are divided into a number of subgroups that optimizes the sum multicast rate.

1 This work can be extended to multiple-antenna BS case (i.e. MISO) by applying the beamforming approach similar to [30] and [31].
2 In order to focus on power allocation and subgrouping problems, we assume that there are no other users requesting for different video contents in this work. In practice, users in the same cell requesting other multimedia contents can be served by allocating different subbands or RBs. The allocation of subbands or RBs to different group of users can be treated as an independent optimization problem which has been dealt with extensively in the literature on [4].
3 Note that, in this work, we assume that the BS obtains perfect channel state information (CSI) for all users. In practice, channel estimation will be needed and the estimation error will degrade the performance. Channel estimation for multicast system is also challenging due to multiple users in the cell. Nonetheless, the amount of performance degradation will be similar to the existing and proposed schemes considered in this work. The lack of accurate CSI or the use of statistical channels such as in [29] can be considered as a future work.
4 Note that sorting the users according to channel gains for each RB is a common practice in power allocation for NOMA [24], [27]. This allows the users to be sorted according to the optimal SIC decoding order for each RB.
By applying layered coding, the BS first encodes the video content into $S$ layers of data streams. Layer 1 is the basic quality video layer served to all users. Each subsequent layer is then intended for all users in the corresponding and higher ranked subgroups (i.e., the data in the $s$th layer is for the users in subgroups $s$ to $S$). We define the set of users and the total number of users in subgroup $s$ at the $n$th RB as $G_{k,s}^{(n)}$ and $G_{s}^{(n)}$ respectively. The first (base) layer data stream $X^{(1)}$ consists of the most important data elements for basic quality video content and therefore must be successfully decoded in order to obtain the desired content. The enhancement layer data streams $X^{(s)}_n$ (for $s \in \{2, ..., S\}$) improve the video quality if successfully decoded by the users. All the layer streams are then multiplexed in the power domain by employing superposition coding (SC) and the received signal at user $k$ at RB $n$ is represented by

$$Y_{k,n} = h_{k,n} \sum_{s=1}^{S} \sqrt{P_{n}^{(s)} X^{(s)}_n} + W_{k,n}$$  \hspace{1cm} (1)$$

where $P_{n}^{(s)}$ is the power allocated to layer stream $s$ at RB $n$ and $W_{k,n}$ is the additive white Gaussian noise (AWGN). It is noted from (1) that all the users will receive the superposed signal which consists of the base layer and all the remaining enhancement layer data streams. However, not all the users are guaranteed to successfully detect all the layers due to their channel conditions. Notably, the users in subgroup 1 directly decode the base layer stream by treating the remaining enhancement layers as noise. This is only possible if the power allocated to the base layer stream is sufficiently larger compared to the combined power of the enhancement layer streams. However, these users will not be able to decode the enhancement layer streams through the successive interference cancellation (SIC) technique due to the poor channel qualities and lower power allocated to the enhancement layer streams. On the other hand, the users in other subgroups (for $s \in \{2, ..., S\}$) will be able to extract the intended enhancement layer streams from the received signal through the cancellation of the base layer and lower-level enhancement layers components (for $s \in \{1, ..., s-1\}$). Instead of discarding the weaker users’ streams (for $s \in \{1, ..., s-1\}$) as in conventional unicast NOMA, these signal streams are combined together to improve the quality of the video content. Consequently, the sum multicast rate performance is enhanced due to the combined transmission rates of all the layered streams. In conventional layered video streaming, the enhancement layers should be dropped when the base layer is corrupted or lost during transmission which leads to the inefficient utilization of bandwidth and power [35]. Therefore, it is necessary to guarantee the successful detection of base layer first before decoding the enhancement layers. This detection order complies with the conventional SIC decoding scheme in NOMA as the base layer (being the weakest user’s signal) should be successfully detected first prior to the detection of enhancement layer through SIC. Fig. 2 shows the SIC technique for the users in each subgroup in a 4-layer NOMA-based multicast system.

$$R_{n}^{(s)} = B \log_2 \left(1 + \frac{P_{n}^{(s)} \gamma_{n}^{(s)}}{\sum_{i=s+1}^{S} P_{n}^{(i)} + B N_0} \right)$$  \hspace{1cm} (2)$$

$$R_{n}^{(S)} = B \log_2 \left(1 + \frac{P_{n}^{(S)} \gamma_{n}^{(S)}}{B N_0} \right)$$  \hspace{1cm} (3)$$

where $N_0$ is the noise power spectral density and $\gamma_{n}^{(s)}$ is the channel gain of the weakest user in subgroup $s$ due to multicasting, which is given by $\gamma_{n}^{(s)} = \min \{h_{k,n} \}$ in which $k \in G_{s}^{(n)}$. First of all, this allows the weaker users to receive better standard quality video content. Secondly, in this multicast system, a higher rate for the base layer will benefit all multicast users. Moreover, if the base layer is not correctly detected, the higher layer data will be useless due to layered coding and made worst by error propagation in SIC. Therefore, unlike conventional NOMA, the power allocation solution here must offer higher power for the base layer (i.e., weak user signal). The commonly used minimum rate constraint will allocate sufficient power for the weak user to achieve the minimum rate, and allocate as much power as possible for the strong user to maximize the sum multicast rate. In this work, the proportional rate constraint is used as it will proportionally allocate power...
to the various users after the minimum rate is achieved [24]. Supposing that all multicast users $K$ successfully decode the base layer streams and only the members of subgroup $s \in \{2, \ldots, S\}$ are able to decode the intended enhancement layer data streams, the sum multicast rate of the NOMA multistack system can be mathematically represented as

$$R_{\text{sum}} = \sum_{n=1}^{N} \left[ \sum_{s=1}^{S-1} K_{n}^{(s)} R_{n}^{(s)} + K_{n}^{(S)} R_{n}^{(S)} \right]$$  \hspace{1cm} (4)$$

where $K_{n}^{(s)}$ is the total number of users who successfully decode layer stream $s$ at RB $n$, which directly relates to the total number of users in subgroup $s$ by the expression $K_{n}^{(s)} = \sum_{i=s}^{S} G_{n}^{(i)}$. It is worth mentioning that subgrouping influence the value of $R_{n}^{(s)}$ which affects the considered channel gain $\gamma_{n}^{(s)}$ in (2) and (3), and hence the transmission rate $R_{n}^{(s)}$. Therefore, the sum multicast rate can be optimized by appropriately choosing the value of $R_{n}^{(s)}$ through subgrouping while allocating power to each layer streams.

From (2), it could be noted that the transmission rate is limited by the weakest channel gain of each respective subgroup and the interference caused by the upper-level enhancement layers. In particular, the rate of the first (base) layer is restricted by the weakest channel gain among all the users as well as the interference from all the enhancement layers. However, in multi-layered video coding, it is crucial to maintain a considerably high achievable rate for the base layer stream in order to offer robust delivery of the essential elements of the video content for all users. Hence, the optimization problem here is aimed towards maximizing the sum multicast rate performance of the NOMA-based multi-layer multicast system by designing a joint power allocation and subgrouping scheme which can satisfy both total transmission power and minimum rate proportional fairness constraints. The joint power allocation and subgrouping optimization problem is formulated as

maximize \hspace{1cm} R_{\text{sum}} \hspace{1cm} (5a)$$

subject to \hspace{1cm} \sum_{n=1}^{S} P_{n}^{(s)} = P_{T} \hspace{1cm} (5b)$$

$P_{n}^{(s)} \geq 0, \ \forall n, \ \forall s \hspace{1cm} (5c)$$

\sum_{n=1}^{N} R_{n}^{(1)} : \ldots : \sum_{n=1}^{N} R_{n}^{(S)} = \Phi_{m}^{(1)} : \ldots : \Phi_{m}^{(S)} \hspace{1cm} (5d)$$

$K_{n}^{(s)} \in \{1, 2, \ldots, K\} \hspace{1cm} (5e)$$

$K_{n}^{(1)} \geq K_{n}^{(2)} \geq \cdots \geq K_{n}^{(S)} \hspace{1cm} (5f)$$

where constraints (5b) and (5c) are the total power constraint and non-negative power constraint respectively, whereas, constraint (5d) is the proportional rate constraint that guarantees each layer stream $s$ achieving the minimum target rates $\Phi_{m}^{(s)}$ whilst maintaining a proportionality among all the layer streams. Note that once the minimum rate requirements are met, the power resources are distributed among the layer streams in a proportional manner and therefore the obtained rates are not necessarily restricted to the target rates ratio [24]. The application of this constraint in NOMA ensures sufficiently higher power is allocated to the weaker users’ signals to allow the successful detection of their own signals while treating the stronger users’ signals as noise. Moreover, adequate power is also assigned to the stronger users to enhance the achievable rate performance. Constraint (5e) assures that $K_{n}^{(s)}$ can only take integer values. Finally, constraint (5f) implies that not all users can successfully detect the enhancement layer $s$ (for $s \in \{2, \ldots, S\}$) and also ensures the expression $K_{n}^{(s)} = \sum_{i=s}^{S} G_{n}^{(i)}$ is compiled.

III. POWER ALLOCATION SCHEMES FOR TWO-LAYER WITH ARBITRARY SUBGROUPING

The optimization problem in (5) is an MINLP problem which is generally difficult to solve and often associated with computationally-intensive numerical solution. Hence, we first simplify the problem in (5) by considering only two layer streams and arbitrarily group the users based on the order of their channel gains\(^6\). Based on (2), (3) and (4), the sum multicast rate is given by

$$R_{\text{sum}} = K^{(L)} \sum_{n=1}^{N} R_{n}^{(L)} + K^{(H)} \sum_{n=1}^{N} R_{n}^{(H)}$$  \hspace{1cm} (6)$$

where $K^{(L)}$ and $K^{(H)}$ are the numbers of users who can decode the base layer and enhancement layer respectively. Note that the superscripts $(L)$ and $(H)$ replace the number-based layer/subgroup index to highlight that the base layer (equivalent to layer 1) and enhancement layer (equivalent to layer 2) streams are always being treated as weak and strong users’ signals respectively. In addition, the users are arbitrarily grouped in such a manner that the $G^{(L)}$ weakest users belong to subgroup $L$ and the remaining $G^{(H)}$ strong users join subgroup $H$. It is assumed that all the users will decode the base layer stream and therefore $K^{(L)}$ always equals to the total number of users, that is, $K^{(L)} = G^{(L)} + G^{(H)} = K$. The users in subgroup $H$ can also decode the enhancement layer stream; hence $K^{(H)} = G^{(H)}$. The achievable rates for the base layer and enhancement layer at RB $n$ are represented respectively as

$$R_{n}^{(L)} = B \log_{2} \left( 1 + \frac{P_{n}^{(L)} \gamma_{n}^{(L)}}{F_{n}^{(H)} \gamma_{n}^{(H)} + B N_{0}} \right)$$  \hspace{1cm} (7)$$

\(^6\)In arbitrary subgrouping, the users are first sorted in descending order of their channel gains. The number of users in each subgroup $G_{n}^{(s)}$ is arbitrarily specified. For example, in a 2-layer case ($S = 2$) where the number of users for each subgroup is arbitrarily chosen as $G_{n}^{(1)} = 2$ and $G_{n}^{(2)} = 3$, the users ranked 4th and 5th are selected for subgroup 1, and those ranked 1st to 3rd are in subgroup 2.
\[ R_n^{(H)} = B \log_2 \left( 1 + \frac{P_n^{(H)} \gamma_n^{(H)}}{BN_0} \right) \]  

where \( \gamma_n^{(L)} \) is the channel gain of the weakest user in the multicast group which is given by \( \gamma_n^{(L)} = \min |h_{k,n}|^2 \) in which \( k \in K_n \) and \( \gamma_n^{(H)} \) is the smallest channel gain in subgroup \( H \) by considering \( \gamma_n^{(H)} = \min |h_{l,n}|^2 \) where \( l \in G_n^{(H)} \). Since the weakest channel gain is considered, the rate in (7) is achievable to all the users. Therefore, SIC can be successfully applied by the strong users in subgroup \( H \) to achieve the rate for enhancement layer in (8).

The optimization problem is transformed into a non-linear programming and is formulated as

\[
\begin{align*}
\text{maximize} & \quad P_n^{(L)}, P_n^{(H)} \\
\text{subject to} & \quad \sum_{n=1}^{N} P_n^{(L)} + \sum_{n=1}^{N} P_n^{(H)} \leq P_T \\
& \quad P_n^{(L)} \geq 0, \quad P_n^{(H)} \geq 0, \quad \forall n \\
& \quad \sum_{n=1}^{N} R_n^{(L)} : \sum_{n=1}^{N} P_n^{(H)} = \Phi_{\min}^{(L)} : \Phi_{\min}^{(H)}
\end{align*}
\]

Note that the constraints (5b) - (5d) in the original optimization problem are retained as these constraints are directly related to power allocation, whereas, the subgrouping-related constraints (5e) and (5f) are removed as arbitrary subgrouping is considered.

**A. Subgradient Method**

According to [36], the objective function for weighted sum rate maximization problem in NOMA system, which is similar to that of (6), is concave under some conditions in general multiple users/layers case. In the following, we proof specifically that our objective function is concave for the two-layer case.

**Proposition 1:** The objective function (6) for the two-layer case is concave without any conditions.

**Proof:** See Appendix A.

Although (6) is proven to be concave, a high-complexity numerical tool is required to obtain the optimal power allocation [37], [38]. Therefore, we first propose a near-optimal iterative subgradient method to determine the power allocated to both the base and enhancement layer in all RBs with lower computational complexity. The power allocation can be solved using the LDD technique [38], [39]. By applying the LDD technique, the power allocation problem can be solved using the Karush-Kuhn-Tucker (KKT) conditions as detailed in Appendix B and are expressed in terms of dual Lagrange multipliers \( \mu \) and \( \tau \) as follows

\[
P_n^{(L)} = \left[ \frac{B N_0 \Phi_{\min}^{(L)} (K^{(L)} - K^{(H)}) \left( \frac{\Phi_{\min}^{(L)}}{\Phi_{\min}^{(H)}} (K^{(L)} - K^{(H)}) - \tau \left( \frac{\Phi_{\min}^{(L)}}{\Phi_{\min}^{(H)}} \right) \gamma_n^{(L)} \right) - \tau \left( \frac{\Phi_{\min}^{(L)}}{\Phi_{\min}^{(H)}} \right) \gamma_n^{(L)} \right]}{\Phi_{\min}^{(L)} (K^{(L)} - K^{(H)}) - \tau \left( \frac{\Phi_{\min}^{(L)}}{\Phi_{\min}^{(H)}} \right) \gamma_n^{(L)} \gamma_n^{(H)}} \right]^{+}
\]

where \([x]^+ = \max(x, 0)\) which ensures constraint (9c) is satisfied. The dual variables \( \mu \) and \( \tau \) are then solved by using the iterative subgradient algorithm as summarized in Algorithm 1.

In the first iteration (\( t = 0 \)), the power allocated to both the base and enhancement layers is calculated using specified initial values of the Lagrange multipliers \( \mu(0) \) and \( \tau(0) \). In each iteration \( t \), the dual variables are updated in steps 4 and 5 respectively by taking into account the dual variables in the previous iteration, the positive step sizes for \( \mu \) and \( \tau \) (denoted as \( \alpha_\mu \) and \( \alpha_\tau \) respectively), and the valid subgradients which are derived according to [40] as

\[
\begin{align*}
\nabla \mu &= \sum_{n=1}^{N} \frac{P_n^{(L)}}{P_n^{(H)} - P_T} \sum_{n=1}^{N} \frac{P_n^{(H)}}{P_n^{(H)} - P_T} \\
\nabla \tau &= \sum_{n=1}^{N} \frac{B \log_2 \left( 1 + \frac{P_n^{(L)}}{P_n^{(H)} + B N_0} \right)}{\Phi_{\min}^{(L)}} \sum_{n=1}^{N} \frac{B \log_2 \left( 1 + \frac{P_n^{(L)}}{P_n^{(H)} + B N_0} \right)}{\Phi_{\min}^{(H)}}.
\end{align*}
\]

**Algorithm 1 Subgradient Algorithm**

1: **Initialization:** set \( t = 0 \) and \( \epsilon \), initialize \( \mu(0) \) and \( \tau(0) \)
2: **while** \( |\mu(t+1) - \mu(t)| \geq \epsilon \) **or** \( |\tau(t+1) - \tau(t)| \geq \epsilon \) **do**
3: solve \( P_n^{(L)} \) and \( P_n^{(H)} \) using (10) and (11) respectively
4: update \( \mu(t+1) = [\mu(t) + \alpha_\mu \nabla \mu]^+ \)
5: update \( \tau(t+1) = [\tau(t) + \alpha_\tau \nabla \tau]^+ \)
6: \( t \leftarrow t + 1 \)
7: **end while**
8: output the optimal solutions \( P_n^{(L)} \) and \( P_n^{(H)} \)

Note that the initial values and the step sizes affect the convergence towards optimal solution. In this work, diminishing step size \( \alpha = a/\sqrt{t} \) or \( \alpha = a/(b+t) \) is applied to guarantee near-optimal solution [40] where \( a \) and \( b \) are fixed non-negative values.

It is worth pointing out that the local optimum obtained by subgradient method is also globally optimal if the optimization problem is convex [40]. However, if the problem is not feasible (i.e., not convex), it is not guaranteed that the local optimum determined by subgradient algorithm is the optimal solution. Subgradient method may trapped in a local optimum instead of global solution.

**B. Multicast-based Equal RB Power Allocation (M-ERPA)**

Despite the simplicity of subgradient method, the convergence towards the optimal solution may be slow and hence may involve a significant amount of iterations. Therefore, in order to further reduce the complexity of power allocation, we...
attempt to derive a closed-form solution by assuming that the power is equally allocated to each RB [24] and transforming the KKT condition related to the proportional rate constraint to another form. The total power for each RB is determined by dividing the maximum power budget $P_R$ by the total number of RBs $N$ and hence, is shared between the base layer and enhancement layer streams in each RB as follows

$$P_n^{(L)} + P_n^{(H)} = \frac{P_R}{N} = P_{RB}$$  \quad (14)$$

where $P_{RB}$ is the power allocated to each RB. By applying this assumption in the process of solving the optimization problem (9) as detailed in Appendix C, the closed-form suboptimal power for the base layer and enhancement layers in each RB are respectively derived as (15) and (16) in the following page where the variables $\psi_1$, $\psi_2$, $\psi_3$, and $\psi_4$ are defined in Appendix C. It is worth mentioning that despite all RBs have the same total power, the power allocation ratio $P_n^{(L)}/P_n^{(H)}$ vary over all RBs depending on the considered channel gains $\gamma_n^{(L)}$ and $\gamma_n^{(H)}$ as observed in (15) and (16).

IV. POWER ALLOCATION AND SUBGROUP FORMATION SCHEMES FOR MULTI-LAYER

The performance of the NOMA-based multicast system can be further enhanced by optimizing the subgrouping and multiplexing multiple (more than two) layer streams in the power domain. Multi-user diversity will be exploited in order to achieve user transmission rate differentiation which consequently enhances the overall throughput. Nevertheless, the optimal joint power allocation and subgroup formation of the multi-layer multicast scheme is often associated with excessive computational complexities. Therefore, we split the joint problem into two subproblems and focus initially on solving the power allocation subproblem for the multi-layer case.

A. Successive Layer-based Power Allocation (SLPA)

In order to solve the power allocation problem in (5) at a low complexity, we modify the 2-layer based sub-optimal closed-form solutions derived in Section III-B. The solutions in (15) and (16) directly allocate the power to layer 1 (base) and layer 2 (enhancement) for the 2-layer case. For the multi-layer case, the power for each layer is successively allocated starting with the lowest layer (layer 1) and hence referred to as the successive layer-based power allocation (SLPA) scheme. The SLPA scheme in a 4-layer multicast system is illustrated in Fig. 3. In the first stage, all the layers except for layer 1 (which is treated as layer $L$) are grouped together to form a single imaginary upper layer $H$. Based on the power budget of $P_{RB}$, the solutions in (15) and (16) are then applied to obtain the power allocated to layer 1 (base layer) $P_n^{(1)}$ and the imaginary upper layer $P_n^{GA}$. The latter is to be shared among all the upper layers. As such, the channel gains of the base layer and the upper layers should not be used directly as $\gamma_n^{(L)}$ and $\gamma_n^{(H)}$. This is because if the imaginary upper layer has a higher channel gain, it will be allocated with less power, which will be insufficient to be shared among all these layers. In order to compensate for this problem, the considered channel gains for layer $L$ (base layer) and layer $H$ (group of enhancement layers) are respectively defined as

$$\gamma_n^{(L)} = \min_{q \in \Omega_n^{(L)}} \gamma_n^{(q)} \times W^{-1}$$  \quad (17)$$

and

$$\gamma_n^{(H)} = \min_{r \in \Omega_n^{(H)}} \gamma_n^{(r)} \times W$$  \quad (18)$$

where $\Omega_n^{(L)}$ and $\Omega_n^{(H)}$ are the set of layer(s) which form the lower layer and imaginary upper layer respectively, and $W$ is a weight which is defined as $W = \frac{\sum_{q \in \Omega_n^{(L)}} \gamma_n^{(q)}}{\sum_{r \in \Omega_n^{(H)}} \gamma_n^{(r)}}$. This weight is a fraction of the combined channel gain in the imaginary upper layer to the total channel gain of all layers. Since $W$ is always less than 1, it effectively lowers the considered channel gain for the imaginary upper layer and increases that for the base layer. This means the base layer will give up some of its power in order to compensate for the power to be shared among the enhancement layers. At each stage, the variables $K^{(L)}$ and $K^{(H)}$ in (15) and (16) are defined as $K^{(L)} = \max_{q \in \Omega_n^{(L)}} K^{(q)}$ and $K^{(H)} = \max_{r \in \Omega_n^{(H)}} K^{(r)}$. By starting with the lowest layer, a high data rate is guaranteed for the high-priority base layer since both allocated power $P_n^{(1)}$ and the interference power $P_n^{GA}$ is already determined in the first stage. However, higher rate is not guaranteed for the upper layers since the remaining power $P_n^{GA}$ is shared. Note that, in layered coding, it is useless to obtain upper layers with higher rates if the base layer is in outage. Therefore, this approach ensures robust delivery of basic quality video data to all users by maintaining high transmission rate for the base layer stream. This is critical in multilayer video coding as a higher rate for the base layer can ensure all users have a good basic video quality, while the enhancement layers improve the quality of service for users with better channel.

![Fig. 3. Illustration of the power allocation stages in SLPA for 4-layer system.](image)

In the second stage, layer 2 is being treated as the lower layer $L$ while the remaining upper enhancement layers are grouped together as the imaginary upper layer $H$. The power allocated to layer 2 $P_n^{(2)}$ and to the newly-formed imaginary upper layer $P_n^{GB}$ is obtained by applying (15) and (16) respectively using the power budget allocated in the previous stage (i.e.,...
\[ P_{RL}^{(s)} = P_{RB} + \frac{B N_0 \left( (\gamma_s^{(s)} \phi_{\min}^{(s)}) + \gamma_n^{(s)} \phi_{\min}^{(s)} \right) (2(K_s^{(s)} - K_s^{(s)}) \psi_1 + \psi_2 + B N_0 \psi_3) + 2(K_s^{(s)} \gamma_n^{(s)}) (K_s^{(s)} - K_s^{(s)}) \psi_4) \]

\[ P_n^{(H)} = -\frac{B N_0 \left( (\gamma_s^{(s)} \phi_{\min}^{(s)}) + \gamma_n^{(s)} \phi_{\min}^{(s)} \right) (2(K_s^{(s)} - K_s^{(s)}) \psi_1 + \psi_2 + B N_0 \psi_3) + 2(K_s^{(s)} \gamma_n^{(s)}) (K_s^{(s)} - K_s^{(s)}) \psi_4) \]

Here, the considered channel gains are also determined by (17) and (18) in order to ensure sufficient power to be shared among the upper enhancement layers. The same procedure is repeated in the subsequent stages until there are only two layers left for consideration in which (15) and (16) are directly applied, taking into account the power budget allocated in the preceding stage.

In the following section, we propose three low complexity iterative subgroup formation schemes and incorporate the proposed power allocation scheme to develop schemes that jointly determine the power allocation and subgrouping solutions.

### B. Subgroup Formation

As defined in (4), the number of users receiving layer \( s \) at RB \( n \), \( K_s^{(s)} \), is an integer in which the possible values can be represented as a set \( k_n^{(s)} \). From (4), it can be observed that the layer transmission rate \( R_n^{(s)} \) grows linearly with \( K_n^{(s)} \). However, selecting a higher value for \( K_n^{(s)} \) does not necessarily optimize the sum multicast rate performance as increasing \( K_n^{(s)} \) implies that a user with very weak channel condition will be included into the same subgroup. The total rate for every user in the same subgroup is thus reduced, which could reduce the sum multicast rate. In other words, the optimization of \( K_n^{(s)} \) depends on the weakest user in the subgroup which affects the transmission rate of layer stream \( s \) and hence the sum multicast rate.

We consider that all users successfully retrieve the video content by receiving the base layer data and therefore, in our work, the number of users receiving layer 1 (\( K_n^{(1)} \)) always equals to the total number of users (\( K \)). Consequently, the number of users receiving the remaining layers \( s \) (for \( s \in \{2, ..., S\} \)) must be obtained to maximize the sum multicast rate. Consider an example of a 3-layer NOMA-based multicast system with 5 users, the number of users receiving layer 1 is 5 and the possible number of users receiving layer 2 is represented by the set \( K_n^{(2)} \). If for instance user 2 and 3 are in subgroup 2, \( K_n^{(2)} \) will be 4 as user 4 and 5 (who has better channel gains) will also be able to receive this layer. In this case, only user 4 and 5 could be in subgroup 3 and thus the set of possible number of users in layer 3 will be \( K_n^{(3)} \). From this example, it can be observed that the search space of the set \( K_n^{(s)} \) is finite and hence, it is possible to optimize the subgrouping through an exhaustive search. However, this optimal search algorithm is computationally intensive particularly when the number of users (\( K \)), the number of RBs (\( N \)) and the number of layer streams (\( S \)) are large. Therefore, we propose three sub-optimal subgrouping schemes which offer much lower computational complexity in this section.
is reached (i.e., the last element in $K_n^{(s)}$). On the contrary, the algorithm will keep removing users from the subgroup if a decreasing trend (i.e., eliminating a user increases the sum multicast rate) is observed at the start of the search. If the sum multicast rates $R_n(j-1)$ and $R_n(j+1)$ are smaller than $R_n(j)$ (i.e., a concave trend), the search is immediately stopped and the current arbitrarily-formed subgroup (i.e., $j^{th}$ element) is considered to be the solution. Note that, in this algorithm, the sum multicast rates are calculated by applying the proposed power allocation scheme and thus, the power allocation is sub-optimized in all sum multicast rate evaluations.

Despite the reduced computational complexity, the solution for Method 1 may easily be trapped in a local maximum. Therefore, we improve this method by allowing the algorithm to search for the possibility of another local maximum. Upon reaching the first local maximum (represented as the $j^{th}$ element of $K_n^{(s)}$), the sum multicast rate of the $(j-2)^{th}$ or $(j+2)^{th}$ element is examined and if found to be larger than that of $(j-1)^{th}$ or $(j+1)^{th}$ one, the algorithm resumes the iteration in search of the second local maximum. The best solution among the two local optima is then opted. This Method 2 outperforms Method 1 as it offers a higher possibility in finding the global optimum, but at the expense of higher complexity.

The final approach of lowering the computational complexity involves the reduction of the search space by eliminating some elements in $K_n^{(s)}$. In a multicast system, the total sum multicast rate will be reduced when an additional user has a much lower channel gain is added into the subgroup. On the other hand, if the channel gain of the additional user is similar to others, including it in the subgroup will almost certainly increase the sum multicast rate. Therefore, if the channel gain for some users are similar, there is no need to compute the sum multicast rate for each additional user in the grouping assignment. Hence, to reduce the computational complexity, those users with similar channel gains can be considered together (i.e. they will be added or excluded together into a layer). Consider the example of 2-layer NOMA multicast system with 5 users. If the first two strongest users (i.e. user index 1 and 2 in $K_n^{(2)}$) have similar channel quality, they can be grouped together and thus $K_n^{(2)} = 1$ can be removed from $K_n^{(2)}$. These two users will either be selected together for a layer or none will be selected at all. Based on the new set $K_n^{(s)}$, the solution is obtained by using Method 1. Note that this method (Method 3) potentially eliminates local optimum and therefore facilitate the search for the global optimal. However, there is also a risk of losing the global optimal due to the removal of similar elements from $K_n^{(s)}$.

C. Complexity of Subgroup Formation Algorithm

For exhaustive search, the number of power allocation and sum multicast rate computations required is $N \sum_{j=1}^{K_n^{(1)}} \left( \frac{K_n^{(1)}}{2} \right) \cdot \left( \frac{K_n^{(1)}}{2} + 1 \right) \cdot (3 + I_1 + I_2)$ [27]. Meanwhile, Method 1 and 3 require $N (S - 1) (3 + I_1)$ computations where $I$ is the total number of iterations. The additional three computations are accounted for the evaluation of the trends of the objective function at the start of the algorithm.

Method 2 requires two rounds of search in order to improve the possibility of finding global maximum. Hence, Method 2 needs $N (S - 1) (3 + I_1 + 1 + I_2)$ computations where $I_1$ and $I_2$ are the total number of iterations required for the first and second round of search respectively. Here, the first round of search is similar to Method 1 and the second search need only one more computation to examine the objective function’s trend. The three proposed subgrouping methods only require small number of iterations $I$ and thus offer much lower complexity as demonstrated in Section V.B.

V. SIMULATION AND RESULTS

We consider a downlink NOMA-based multicast network that consists of $K$ users uniformly distributed within a circular cell radius of 500 m with a BS located at the centre. The effects of path loss, shadowing effect, noise and frequency selective fading are considered throughout all the simulations and the associated parameters are listed in Table I, unless stated otherwise.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values/Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of RB, $N$</td>
<td>25</td>
</tr>
<tr>
<td>Total Bandwidth, $B_T$</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Cell radius</td>
<td>500 m</td>
</tr>
<tr>
<td>Minimum distance from BS</td>
<td>10 m</td>
</tr>
<tr>
<td>Carrier frequency, $f_c$</td>
<td>2 GHz</td>
</tr>
<tr>
<td>Path loss, $PL$</td>
<td>$38.46 + 10v \log_{10} (d)$</td>
</tr>
<tr>
<td>Path loss exponent, $v$</td>
<td>3</td>
</tr>
<tr>
<td>Log normal shadowing</td>
<td>$\sigma = 8$ dB</td>
</tr>
<tr>
<td>Noise power spectral density, $N_0$</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Frequency Selective Fading</td>
<td>ITU Pedestrian B</td>
</tr>
<tr>
<td>$\Phi_{min}$</td>
<td>0.5 Mbps</td>
</tr>
<tr>
<td>$\Phi_{min}$</td>
<td>1 Mbps</td>
</tr>
</tbody>
</table>

The performance of the proposed power allocation schemes are compared to other existing low-complexity NOMA power allocation schemes as well as the optimal scheme, which is solved using a numerical nonlinear optimization tool in MATLAB. For Fixed Power Allocation (FPA) scheme, the power allocation ratio of 0.8 : 0.2 and 0.8 : 0.16 : 0.032 : 0.008 are applied for 2-layer and 4-layer cases respectively. It should be noted that for the 4-layer FPA scheme, the sum of the power allocation ratio to the upper three layers is 0.2, which is identical to that of layer 2 in the 2-layer case. In other words, the power allocation ratio between layer 1 and the combined upper three layers is 0.8 : 0.2. The power for each layer is successively determined by using this 0.8 : 0.2 ratio in a manner similar to that of the proposed SLPA scheme. The main difference is that the power allocation ratio is always fixed regardless of the channel conditions of users. Thus, this FPA scheme potentially offer comparable performance to SLPA.

A. Two-Layer Case with Arbitrary Subgrouping

In this subsection, we consider the simulation of $K = 5$ multicast users who are arbitrarily grouped according to their
channel conditions such that the two weakest users belongs to subgroup 1 \( k \in G_n^1 \) and the remaining users join subgroup 2 \( k \in G_n^2 \). This arrangement ensures that more than 50% of the users will attain excellent quality of service. As listed in Table I, the minimum target rate\(^8\) for base and enhancement layer streams are set as \( \Phi(L)_{\min} = 0.5 \text{Mbps} \) and \( \Phi(H)_{\min} = 1.0 \text{Mbps} \) respectively. This implies that the users in subgroup 2 will achieve a combined target rate of at least 1.5 Mbps. Fig. 4 presents the sum multicast rate performance of the proposed power allocation schemes (subgradient method and M-ERPA) which are compared to optimal NOMA, OFDMA and other NOMA power allocation schemes including FPA, Fractional Transmit Power Allocation (FTPA) [6] and Power Allocation for Intra-Group Scalable Multicast Scheduling (IGSMS-PA) [27]. The iterative subgradient method performs very closely to the optimal solution at the expense of higher complexity compared to other sub-optimal NOMA power allocation schemes. Nonetheless, this subgradient algorithm converges quickly (i.e., requires only around 10 iterations according to our simulations, and is not presented due to page limit) which shows that the complexity of this method is not too high. Meanwhile, the closed-form M-ERPA method performs better than other low-complexity schemes (FPA, FTPA and IGSMS-PA) since M-ERPA is derived based on a sum multicast rate maximization problem. In addition, the performance of NOMA is significantly better compared to optimal OFDMA, even with the application of sub-optimal power allocation schemes.

Fig. 4. Performance in terms of sum multicast rate versus total transmission power.

Fig. 5 illustrates the performance of the power allocation schemes in terms of the individual user’s rates in each subgroup. Both the subgradient method and M-ERPA offer considerably higher transmission rates for the users in subgroup 1 at the expense of only small degradation to the users in subgroup 2. Consequently, the difference in individual user’s rates between subgroup 1 and subgroup 2 is relatively smaller compared to that of other schemes, which is due to the proportional fairness feature in both proposed schemes. These results indicate that the proposed schemes do not only offer better sum multicast rate performance, but also yield a good degree of fairness. More importantly, this shows that the proportional rate constraint can achieve a higher rate for the base layer, which can benefit all users in this multicast multilayered video coding system.

Fig. 5. Transmission rate of individual users in each subgroup versus total transmission power.

B. General Multi-Layer Case

For the general multi-layer case which considers joint optimization of power allocation and subgrouping, a significant performance gain can only be anticipated with larger number of users due to the heterogeneity of users’ channel conditions. Therefore, we set \( K = 20 \) users in this simulation. Using SLPA, we first compare the sum multicast rate performance of the three proposed subgrouping methods with the optimal scheme and fixed arbitrary subgrouping for 2-layer \( (S = 2) \) and 4-layer \( (S = 4) \) cases as illustrated in Fig. 6. For the arbitrary subgrouping, the subgrouping configurations of \( \{K_1,n, K_2,n\} = \{20, 10\} \), \( \forall n \) and \( \{K_1,n, K_2,n, K_3,n, K_4,n\} = \{20, 15, 10, 5\} \), \( \forall n \) are implemented for 2-layer and 4-layer cases respectively. The results for both 2-layer and 4-layer cases show that significant performance gains are achieved through the implementation of the proposed subgrouping techniques over fixed arbitrary subgrouping. In addition, all the proposed subgrouping methods perform very closely to the optimal exhaustive search solution for both 2-layer and 4-layer cases. Method 1 is the worst among all the proposed schemes as it is easily trapped in local optima. Both Method 2 and 3 achieve better performance due to their capabilities in finding the global optimum through the search for second local maximum and the elimination of local optima respectively. Note that, for Method 3, the users are grouped together when the difference in CNR in dB is less than 5%, which is found to be a reasonable threshold for all maximum total power \( P_T \) scenarios. Fig. 7 shows the effect of selecting different CNR percentage differences for Method 3. The sum multicast rate performance improves as the percentage increases until around 5-6% as more local optima are possibly eliminated from the search space. Nevertheless, the performance starts to drop after 6% due to the elimination of global optimum and better local optima. More importantly,
the sum multicast rate at 5% difference is very close to the exhaustive search result, which shows the effectiveness of Method 3.

Moreover, in order to show results for a more general case, only 4-layer case is considered.

Using subgrouping Method 3 for the 4-layer case, we compare the sum multicast rate performance of the proposed SLPA scheme with the FPA, IGSMS-PA and the numerically optimized solution in Fig. 9. Both SLPA and FPA outperforms IGSMS-PA. When the transmission power is below 42 dBm, the performance of SLPA is comparable to that of FPA. However, at higher transmission power, the performance of SLPA is enhanced and is much closer to the optimal solution. This is because, in the multi-layer case, the allocation of higher power to the uppermost enhancement layer will incur a higher level of interference to the lower layers and therefore does not necessarily increase the overall rates. The proposed SLPA prioritizes the accomplishment of minimum target rates and proportional fairness which guarantees substantial rates for the lower layers, and thus potentially enhances the sum multicast rate performance. On the other hand, FPA scheme does not obligate to any minimum rate requirement and therefore the target rate for some layers may not be achieved, particularly for the high-priority base layer which is essential for the successful detection of video data. Meanwhile, IGSMS-PA allocates the power sufficiently to meet the minimum target rates for the lower layers and offer the remaining power to the uppermost layer. This strategy achieves a much lower sum multicast rate performance when both sum multicast rate and complexity are jointly considered, and therefore is implemented thereafter to evaluate the performance of different power allocation schemes.

Fig. 6. Sum multicast rate performance of different subgrouping methods utilizing SLPA versus total transmission power for \( S = 2 \) and \( S = 4 \) cases.

Fig. 7. The effect of varying the percentage difference in CNR (in dB) of Method 3 on sum multicast rate performance when \( P_T = 40 \text{dBm} \) for the \( S = 2 \) case.

Fig. 8. Computational complexity of different subgrouping methods for \( S = 2 \) and \( S = 4 \) cases.

Fig. 9. Sum multicast rate performance of different power allocation schemes utilizing subgrouping Method 3 versus total transmission power for \( S = 4 \) case.
as the lower layers are affected by higher interference in the uppermost layer. In multicast video streaming, it is vital to guarantee robust delivery of basic quality video to all the users for improved user experience.

The outage probability plots for SLPA, FPA and IGSMS-PA schemes in the 4-layer case are presented in Fig. 10 to examine the robustness of the delivery of each layer stream when the total transmission power is fixed at $P_T = 46 \text{ dBm}$. As shown in Fig. 10(a), the outage probability performance for the base layer (layer 1) stream delivery in SLPA is superior compared to that of FPA and IGSMS-PA. This indicates that, in SLPA, the base layer stream can be delivered at higher target rates with lower outage which is essential for enhanced basic quality video. Moreover, the outage performances of SLPA for layer 2 and 3 are better than FPA and IGSMS-PA as indicated in Fig. 10(b) and 10(c). Nevertheless, the performance for the uppermost layer is degraded as shown in Fig. 10(d). However, it must be noted that if the base layer is in outage, receiving high rates for the upper enhancement layers are useless in layered video coding. Therefore, although FPA can have a comparable sum multicast rate performance to that of SLPA, the base video quality is poor and the users are often in outage. On the other hand, SLPA guarantees the robust delivery of lower layers, particularly for the base layer. As for IGSMS-PA, successful delivery of the layer streams are guaranteed by achieving the minimum target rates, albeit at a lower sum multicast rate.

Finally, the impact of the number of users on the fairness index of FPA, SLPA and IGSMS-PA for the 4-layer case is presented in Fig. 11. In this simulation, the layer streams are discarded if the target rate requirement of $\Phi_{\text{min}}^{(1)} = 2.5 \text{ Mbps}$, $\Phi_{\text{min}}^{(2)} = 5 \text{ Mbps}$, $\Phi_{\text{min}}^{(3)} = 7.5 \text{ Mbps}$, and $\Phi_{\text{min}}^{(4)} = 10 \text{ Mbps}$ are not satisfied. Note also that, in layered coding technique, the decoding of a layer stream is highly dependent on the successful retrieval of lower layers. Hence, if a layer is in outage in this simulation, the layer and its upper layers are all discarded. Fig. 11 evaluates the performance of SLPA and FPA schemes in terms of Jain's fairness index which is defined in [41] as $J = \frac{\left(\sum_{k=1}^{K} R_k\right)^2}{K \sum_{k=1}^{K} R_k^2}$, where $R_k$ is the transmission rate of each user $k$ and the fairness index must be within the range $0 \leq J \leq 1$. From the Figure, it can be seen that SLPA achieves higher fairness compared to FPA due to the proportional allocation of resources to all the layers. Although IGSMS-PA achieves the highest user fairness, it has a much lower sum multicast rates because it only achieves the minimum rate for the lower layers. Note also that the fairness index decreases with the increase in number of users. This is because there are more possible combinations of subgrouping when the number of users are increased. Very often each subgroup will have a vastly different number of users, leading to reduced fairness. On the other hand, better fairness is achieved when considering less number of users since the users tend to be equally distributed among the subgroups.

VI. CONCLUSIONS

By exploiting the potential of NOMA and layered video coding, we investigated in this paper the joint power allocation and subgroup formation technique for multi-layer multicast video streaming. We developed two sub-optimal power allocation schemes for the 2-layer case considering arbitrary subgrouping: an iterative subgradient method and a closed-form M-ERPA technique. Furthermore, we modified the closed-form solution to derive a low-complexity SLPA scheme which successively allocates power to each layer in a general multi-layer case. This scheme was designed to maintain the property of achieving the minimum target rate and proportional fairness for the transmission rates of the base layer stream, which carries
the mandatory video content. The power allocation scheme was then embedded into three proposed subgrouping schemes in order to jointly optimize the power allocation and subgroup formation. For the 2-layer case with arbitrary subgrouping, simulation results show that both the subgradient method and M-ERPA offer superior performance over the existing schemes in terms of sum multicast rate and fairness towards the users with worst channel conditions. The subgradient method performs better than the closed-form M-ERPA, but with higher complexity. Simulation results for the multi-layer case have shown the significant performance gain achieved by optimizing the subgroup formation. Among all the proposed subgrouping techniques, Method 3 provides the best performance in terms of achieving higher sum multicast rates and offering lower computational complexity. Furthermore, in a general multi-layer case, the proposed SLPA scheme offers better performance compared to FPA and IGSMS-PA, and performs closely to the optimal solution at higher transmission power. In addition, SLPA offers robust delivery of mandatory video data to all users by maintaining substantial rates for the base layer stream. Therefore, the retrieval of basic quality video to all users are guaranteed. Since the quality of experience (QoE) of video delivery is highly influenced by the packet loss, the proposed solution will improve QoE through the robust delivery of the base layer (i.e., lower outage probability for the base layer). This also improves the QoE in terms of delay (e.g., buffering delay) as there is lower chance of retransmitting the lost packet. Moreover, the users with good channel conditions will be able to retrieve high quality video through the successful decoding of base and enhancement layers, and thus enhancing the QoE. The performance can be further enhanced by incorporating MISO system, which is our future work. In addition, investigating resource allocation problem in multi-cell systems, which deals with inter-cell interference issue, is an interesting future research.

APPENDIX A
CONVEXITY OF THE OBJECTIVE FUNCTION IN OPTIMIZATION PROBLEM (9)

Proof of Proposition 1: First, we consider the objective function for each RB which can be expressed as

$$f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right) = K_n^{(L)}B \log_2 \left( \left( P_{n}^{(L)} + P_{n}^{(H)} \right) \Gamma_n^{(L)} + 1 \right) +$$

$$K_n^{(H)}B \log_2 \left( P_{n}^{(H)} \Gamma_n^{(H)} + 1 \right) - K_n^{(L)}B \log_2 \left( P_{n}^{(H)} \Gamma_n^{(L)} + 1 \right)$$

where $\Gamma_n^{(L)} = \frac{\gamma_n^{(L)}}{P_{n}^{(H)}}$ and $\Gamma_n^{(H)} = \frac{\gamma_n^{(H)}}{P_{n}^{(H)}}$.

The Jacobian of $f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right)$ is calculated as

$$\nabla f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right) =$$

$$\frac{B}{\ln 2} \left( \begin{bmatrix} \frac{K_n^{(L)} \Gamma_n^{(L)} - K_n^{(H)} \Gamma_n^{(H)} + K_n^{(H)} \Gamma_n^{(L)}}{P_{n}^{(L)} + P_{n}^{(H)} + 1} \\ \frac{K_n^{(H)} \Gamma_n^{(L)} - K_n^{(H)} \Gamma_n^{(H)}}{P_{n}^{(L)} + P_{n}^{(H)} + 1} \end{bmatrix} \right)$$

The Hessian of $f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right)$ is calculated as

$$\nabla^2 f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right) = \begin{bmatrix} -A & -A \\ -A & B - A \end{bmatrix}$$

where

$$A = \frac{B}{\ln 2} \left( \frac{K_n^{(L)} \Gamma_n^{(L)} - K_n^{(H)} \Gamma_n^{(H)} + K_n^{(H)} \Gamma_n^{(L)}}{P_{n}^{(L)} + P_{n}^{(H)} + 1} \right)^2$$

$$B = \frac{B}{\ln 2} \left( -\frac{K_n^{(H)} \Gamma_n^{(H)}^2}{P_{n}^{(L)} \Gamma_n^{(L)} + 1} + \frac{K_n^{(L)} \Gamma_n^{(L)}^2}{P_{n}^{(H)} \Gamma_n^{(L)} + 1} \right).$$

In order to prove that $f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right)$ is concave, the Hessian of $f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right)$ must be negative semidefinite [37], that is

$$\begin{bmatrix} P_{n}^{(L)} & P_{n}^{(H)} \end{bmatrix} \nabla^2 f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right) \begin{bmatrix} P_{n}^{(L)} \\ P_{n}^{(H)} \end{bmatrix}^T \leq 0$$

The condition (24) can be expressed as

$$-K_n^{(H)} \left( \frac{P_{n}^{(L)} \Gamma_n^{(L)}}{P_{n}^{(L)} \Gamma_n^{(L)} + 1} + K_n^{(L)} \right) \times$$

$$\left( \frac{p_n^{(H)} \Gamma_n^{(L)}^2 + 2P_n^{(L)} \Gamma_n^{(L)}}{P_n^{(L)} \Gamma_n^{(L)} + 1} \right) - K_n^{(L)} \left( \frac{P_{n}^{(H)} \Gamma_n^{(L)} + 1}{P_{n}^{(L)} \Gamma_n^{(L)} + 1} \right)^2 \leq 0$$

Since all the variables $K_n^{(L)}$, $K_n^{(H)}$, $\Gamma_n^{(L)}$, $\Gamma_n^{(H)}$, $P_n^{(L)}$, and $P_n^{(H)}$ are positive values, the condition in (25) always holds. This implies that $f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right)$ is concave. Note that the objective function in (9) is the summation of $f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right)$, i.e. $\sum_{n=1}^{N} f_n\left( P_{n}^{(L)}, P_{n}^{(H)} \right)$. Since the concavity is retained for nonnegative weighted sum of concave functions [37], the objective function in (9) is concave.

APPENDIX B
DERIVATION OF POWER ALLOCATION EQUATIONS IN SUBGRADIENT METHOD

Based on the Lagrangian dual decomposition approach in [37], the Lagrangian function of the optimization problem (9), is expressed as

$$\mathcal{L}(P_n^{(L)}, P_n^{(H)}, \mu, \tau) = K_n^{(L)} \sum_{n=1}^{N} B \log_2 \left( 1 + \frac{\beta_n^{(L)}}{\beta_n^{(H)} + B N_0} \right)$$

$$+ K_n^{(H)} \sum_{n=1}^{N} B \log_2 \left( 1 + \frac{\beta_n^{(H)}}{\beta_n^{(H)} + B N_0} \right)$$

$$- \mu \sum_{n=1}^{N} P_n^{(L)} + \sum_{n=1}^{N} P_n^{(H)} - P_T$$

$$- \tau \sum_{n=1}^{N} B \log_2 \left( 1 + \frac{\beta_n^{(H)}}{\beta_n^{(H)} + B N_0} \right) \sum_{n=1}^{N} B \log_2 \left( 1 + \frac{\beta_n^{(L)}}{\beta_n^{(H)} + B N_0} \right)$$

where $\mu$ and $\tau$ are the Lagrange multipliers, and $\beta_n^{(L)}$ and $\beta_n^{(H)}$ are respectively the SINR expressions of (7) and (8) which are defined as $\beta_n^{(L)} = \frac{p_n^{(L)} \Gamma_n^{(L)}}{p_n^{(L)} \Gamma_n^{(L)} + B N_0}$ and $\beta_n^{(H)} = \frac{p_n^{(H)} \Gamma_n^{(H)}}{B N_0}$. 


To solve the optimization problem (9), the KKT conditions are obtained as follows

$$\frac{dC}{dP_n^L} = \sum_{n=1}^{N} \left[ \left( K(L) - \frac{\tau}{\phi_n^{T\min}} \right) \frac{B}{\ln 2} \left( \frac{\beta_n^L}{\phi_{n\min}^L \left( 1 + \beta_n^L \right)} \right) \right] - \mu = 0$$

(26)

$$\frac{dC}{dP_n^H} = \sum_{n=1}^{N} \left( K(L) - \frac{\tau}{\phi_n^{T\min}} \right) \frac{B}{\ln 2} \left( \frac{-\beta_n^L}{\phi_{n\min}^L \left( 1 + \beta_n^L \right)} \right) + \left( K(H) + \frac{\tau}{\phi_n^{T\min}} \right) \frac{B}{\ln 2} \left( \frac{\beta_n^H}{\phi_{n\min}^H \left( 1 + \beta_n^H \right)} \right) - \mu = 0$$

(27)

$$\mu \left( \sum_{n=1}^{N} P_n^L + \sum_{n=1}^{N} P_n^H - P_T \right) = 0$$

(28)

$$\tau \left( \sum_{n=1}^{N} B \log_2 \left( 1 + \beta_n^L \right) - \sum_{n=1}^{N} B \log_2 \left( 1 + \beta_n^H \right) \right) = 0$$

(29)

Solving the KKT conditions (26) and (27), we obtain the power allocated to the base layer and enhancement layer streams in terms of \( \mu \) and \( \tau \) as in (10) and (11) respectively. Then the problem (9) is transformed into a dual problem which is given by

maximize \( D(\mu, \tau) = \inf_{P_n^L, P_n^H} C(P_n^L, P_n^H, \mu, \tau) \) \quad (30a)

subject to \( \mu \geq 0. \) \quad (30b)

Finally, the Lagrange multipliers \( \mu \) and \( \tau \) are solved using the subgradient method.

### Appendix C

**Derivation of Multicast-based Equal RB Power Allocation (M-ERPA)**

The M-ERPA scheme is derived from Lagrangian function and KKT conditions determined in Appendix B. By solving (26) and (27), the Lagrange variable \( \mu \) is eliminated and \( P_n^H \) can be expressed as

$$P_n^H = B N_0 \left( K(H) \phi_n^{H\min} + \tau \right) \phi_n^{H\min} \left( K(L) - K(H) - \tau \left( \phi_n^{L\min} + \phi_n^{H\min} \right) \right) / \ln 2 \left( \phi_n^{H\min} \left( K(L) - K(H) - \tau \left( \phi_n^{L\min} + \phi_n^{H\min} \right) \right) \right) \gamma_n^L,$$

(31)

It requires a high complexity numerical tool to solve \( P_n^H \) using (28) and (31). The problem can be simplified by assuming that the power allocated to each RB are equal as represented in (14). By applying (14), the remaining power in each RB is allocated to the base layer stream and therefore, \( P_n^L \) can be solved using (31) to give

$$P_n^L = P_{RB} - P_n^H$$

$$= P_{RB} - \left( B N_0 \left( K(H) \phi_n^{H\min} + \tau \right) \phi_n^{H\min} \left( K(L) - K(H) - \tau \left( \phi_n^{L\min} + \phi_n^{H\min} \right) \right) / \ln 2 \left( \phi_n^{H\min} \left( K(L) - K(H) - \tau \left( \phi_n^{L\min} + \phi_n^{H\min} \right) \right) \right) \gamma_n^L \right).$$

(32)

The Lagrange variable \( \tau \) in (31) and (32) can only be solved by substituting these equations into (29) using a high complexity iterative methods such as Newton Raphson method [38]. In order to obtain a closed form solution, (29) is transformed into a different form which is represented as

$$\tau \left( \sum_{n=1}^{N} B \phi_n^{H\min} + \sum_{n=1}^{N} B \log_2 \left( 1 + \Gamma_n^H \right) \right) - \sum_{n=1}^{N} B \log_2 \left( 1 + \Gamma_n^H \right) = 0$$

(33)

Note that, although \( \tau \) in (33) is not similar to (29), (33) still offers proportionality feature by adding the ratio between the minimum target rate of enhancement layer and that of base layer. By substituting (31) and (32) into (33), \( \tau \) is obtained as

$$\tau = n \frac{\phi_n^{L\min} (2 (K(L) - K(H)) \psi_1 + \psi_2 + B N_0 \psi_3)}{2 \psi_4}$$

(34)

where

$$\eta = 2 \left( \phi_n^{H\min} + \phi_n^{L\min} \right)$$

(35)

$$\psi_1 = \eta P_{RB} \left( \gamma_n^L \right)^2 \gamma_n^H \left( \phi_n^{L\min} + \phi_n^{H\min} \right)$$

(36)

$$\psi_2 = N_0 \left( \gamma_n^L - \gamma_n^H \right) \left( K(L) \phi_n^{L\min} + K(H) \phi_n^{H\min} \right) \phi_n^{L\min} \phi_n^{H\min} \left( \gamma_n^L - \gamma_n^H \right)$$

(37)

$$\psi_3 = n \left( K(L) \phi_n^{L\min} \phi_n^{H\min} \left( \gamma_n^L - \gamma_n^H \right) + 2 \theta \gamma_n^L \gamma_n^H \phi_n^{L\min} + \phi_n^{H\min} \left( K(L) - K(H) \right) \right)^2$$

(38)

Finally, the sub-optimal power for the base and enhancement layer streams can be solve by substituting (34) into (32) and (31) respectively to give the expressions in (15) and (16).
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