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IONONEST — A Bayesian approach to modeling
the lower ionosphere

Poppy L. Martin'2, Anna M. M. Scaife?, Derek McKay?#, and lan McCrea*

"Department of Physics and Astronomy, University of Southampton, Southampton, UK, 2Jodrell Bank Centre for
Astrophysics, University of Manchester, Manchester, UK, 3Sodankyld Geophysical Observatory, University of Oulu,
Tahteldntie 62, Sodankyld, Finland, 4STFC Rutherford Appleton Laboratory, Harwell Science and Innovation Campus,
Didcot, UK

Abstract Obtaining high-resolution electron density height profiles for the D region of the ionosphere
as a well-sampled function of time is difficult for most methods of ionospheric measurement. Here we
present a new method of using multifrequency riometry data for producing D region height profiles via
inverse methods. To obtain these profiles, we use the nested sampling technique, implemented through our
code, IONONEST. We demonstrate this approach using new data from the Kilpisjarvi Atmospheric Imaging
Receiver Array (KAIRA) instrument and consider two electron density models. We compare the recovered
height profiles from the KAIRA data with those from incoherent scatter radar using data from the European
Incoherent Scatter Facility (EISCAT) instrument and find that there is good agreement between the two
techniques, allowing for instrumental differences.

1. Introduction

The ionosphere is an upper layer of the Earth’s atmosphere that ranges from altitudes of around 60 km to
1000 km [Hargreaves, 1992] and is split into layers, known as the D, E, and F regions. The D region is the least
well understood of these layers. It is an area of the ionosphere with complex chemistry that extends from
altitudes of 60 km to 95 km [Hunsucker and Hargreaves, 2002]. As the ionization in this layer is primarily caused
by solar activity, the electron density in this region is very low during the night, though it increases quickly
with height. The electron density in the D region is substantially less than the other layers of the ionosphere,
and so it cannot be measured effectively via the most common methods for observing the ionosphere, such
as the ionosonde and GPS networks [Friedrich and Rapp, 2009].

The primary method to measure the D region is by using rocket-borne instruments which provide direct
observations; however, this method is expensive and only produces a single set of data per flight. Another
method to observe the D region of the ionosphere, incoherent scatter radar, is described in section 2. Data
from incoherent scatter radars are limited because the technique is less sensitive than using rocket-borne
instruments. In addition, incoherent scatter radars are both expensive to build and do not give a good
coverage of different latitudes as there are a limited number.

Variation in electron density can also be measured using a riometer (relative ionospheric opacity meter for
extraterrestrial emissions of radio noise) [Little and Leinbach, 1959]. A riometer measures the incident cos-
mic noise level at the Earth’s surface and can be used to measure time-varying ionospheric absorption by
subtracting the cosmic noise from a predefined quiet day curve [Browne et al., 1995].

The absorption of radio waves is controlled by the collision frequency of thermal electrons with neutral
molecules. As the radio wave travels through the ionosphere, it transfers kinetic energy to the free electrons
which causes them to collide with the gas molecules in the ionosphere and thus lose their energy in the colli-
sion. If the electron does not collide with a neutral, then the kinetic radio wave energy is reradiated [Stauning,
1996]. The electron density varies spatially and temporally [Budden, 1985], causing changes in the amount of
absorption that occurs, hence altering the received signal [Hunsucker and Hargreaves, 2002].

Thompson et al. [1986] give the maximum likely value of ionospheric absorption at 100 MHz and a zenith
angle of 60° as 0.1 dB during the daytime and decreasing to 0.01 dB during the night. The degree of iono-
spheric absorption is inversely proportional to the square of the frequency; this means that absorption effects

MARTIN ET AL.

IONONEST 1332


http://publications.agu.org/journals/
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1944-799X
http://dx.doi.org/10.1002/2016RS005965

@AG U Radio Science 10.1002/2016RS005965

110

110
105 105}
100} 100}
£ IS
= =
£ 9 £ 95
ji=y =)
[} [}
T T
90 90}
85t 85l
80 80
10° 10% 10° 10" 10° 10° 10
v, [HZ]
(a) Ne (b) Ven

Figure 1. Typical electron density (N,) and electron-neutral collision frequency v, in the lower ionosphere.

are most prominent at low frequencies. The effect of absorption on radio observations can therefore be
minimized by observing at higher frequencies. However, for low-frequency radio telescopes, such as LOFAR
(low-frequency radio array) [van Haarlem et al., 2013] and the LWA (long wavelength array) [Ellingson et al.,
2009], the absorption can affect observations that require low frequencies, for example, measurements of the
sky averaged redshifted 21 cm brightness temperature [Vedantham et al., 2014; Sokolowski et al., 2015].

A basic riometer consists of a single beam fixed at zenith; however, Detrick and Rosenberg [1990] developed
multibeam riometers that are capable of measuring power in multiple directions. This allows the spatial dis-
tribution of rapid variations in the level of absorption of cosmic radio noise to be observed. The riometry
technique is limited by its inability to directly determine the altitudes at which the majority of absorption
occurs as most riometers operate at a single frequency, typically around 30-40 MHz [Honary et al., 2011].

When using the riometry technique, the cosmic noise absorption, A, is found using
Py
A(dB) = 10log R (1)

where P, is the power that would be received if there was no absorption and P is the actual power received by
the riometer. Sen and Wyller [1960] detail a set of formulas that relate the absorption to the radio frequency,
electron-neutral collision frequency, and the gyration frequency, based on the theories of absorption devised
by Lassen, Appleton, and Hartree independently in the 1920s and 1930s. This Sen-Wyller formulation indicates
that the electron density N, (h) as a function of height, h, is related to the radio wave absorption by

No(h)ve,(h)
(w + wg)z + ven(h)Z

A(dB) = 4.6 X 107> / dh, )]

where w is the angular frequency of the radio wave, v, (h) is the electron-neutral collision frequency, and o,
is the electron gyrofrequency which is defined by wg = g,B,/m,.c, where g, is the charge on the electron, By, is
the magnitude of the magnetic field, m, is the mass of the electron, and cis the speed of the light. To calculate
the electron gyrofrequency, the magnetic field is approximated as a dipole, allowing a magnetic field value
to be calculated.

From equation (2) it can therefore be seen that the absorption of radio waves is dependent on the electron-
neutral collision frequency as a function of height as well as the electron density. While the electron den-
sity varies with incoming flux, the electron-neutral collision frequency (found using inputs generated by the
NRL-MSISE-00 reference atmosphere [Picone et al., 2002]) is proportional to neutral density and therefore
causes absorption to occur more at lower regions of the ionosphere, such as the D region. Typical values for
N, and v, in the lower ionosphere are shown in Figure 1.
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Hargreaves and Friedrich [2003] investigated whether ground-based absorption measurements at a single fre-
quency can be used to detail the electron density in the D region, given that the relationship between radio
absorption and electron density cannot be found precisely due to the spectrum of the ionizing electrons not
being constant. They took data from an incoherent scatter radar, the European Incoherent Scatter Facility
(EISCAT) UHF which is located in Ramfjordmoen, Norway, using Common Programme runs between 1985 and
1992 and found the median electron density values at 5 km intervals between 70 km and 100 km. This was
then compared to the average absorption measurements taken from four riometers located within 10 km
of the EISCAT UHF by using the relationship that the absorption at height h is proportional to the electron
density, as shown by equation (2). They then used the ratio N,(h)/A for the N,(h) values obtained from the
EISCAT data to calculate if the auroral radio absorption could be interpreted to estimate the electron density.
They concluded that an estimation of approximate electron density at altitudes between 80 km and 100 km
could be obtained from measurements of radio absorption; however, Hargreaves and Friedrich [2003] only
used data from four riometers, all of which measured absorption at 27.6 MHz. If data are taken from a range of
frequencies instead of just a single frequency, then the height profile of the electron density in the D region
can be recovered. Kero et al. [2014] used the Kilpisjarvi Atmospheric Imaging Receiver Array (KAIRA) as a mul-
tifrequency riometer, measuring absorption at a range of frequencies from 10 to 80 MHz. They found that
multifrequency riometry measurements can provide realistic electron density height profiles when using the
Delayed Rejection Adaptive Metropolis-Hastings Markov chain Monte Carlo (MCMC) algorithm and a model
of the electron precipitation that occurs. Electron precipitation is caused by very low frequency waves collid-
ing with electrons in the radiation belt and causing them to propagate into the ionosphere, thus changing its
shape and conductivity.

This paper explores a new method of using multifrequency absorption data to infer an electron density
height profile for theionosphere using IONONEST. IONONEST uses the nested sampling method implemented
through the publicly available MULTINEST software library [Ferozand Hobson, 2008; Feroz et al., 2009]. It is a tool
for finding the shape of the electron density height profile from multifrequency measurements of the absorp-
tion, and it provides a general framework for full Bayesian evaluation of different electron density models,
including quantitative model comparison. This enables fast recovery of model parameters which can be used
for time-dependent studies of the lower ionosphere at a range of latitudes, allowing models of the currently
under observed D region to be improved.

In this paper we investigate the validity of two different electron density height profile models by fitting them
to electron density height profiles obtained by an incoherent scatter radar, the EISCAT VHF radar, before using
IONONEST to fit electron density height profiles to measured absorption data from KAIRA. Section 2 details the
instruments used and observations taken, while section 3 introduces nested sampling, as well as the models
used to fit the electron density height profiles. Section 3 also investigates whether realistic electron density
height profiles such as those observed by the EISCAT VHF can be recreated using these models. Section 4
describes the implementation of IONONEST and how it uses the nested sampling method to recover electron
density height profiles from absorption measurements, as well as detailing the application of IONONEST to
simulated data sets to establish if IONONEST can return true electron density height profiles from absorption
data. Section 5 details the application of IONONEST to KAIRA absorption data and compares the resulting
electron density height profiles to those obtained using the EISCAT VHF.

2. Observations

In March 2015, 6 h of observations were taken using both KAIRA and the EISCAT VHF. These two instruments
are located approximately 85 km apart. Here we detail the instruments and the observations made with them.

2.1. KAIRA

The Kilpisjarvi Atmospheric Imaging Receiver Array (KAIRA) is located in Kilpisjarvi, Finland (longi-
tude = 20.76°E, latitude = 69.07°N). It is a radio telescope that uses the antenna system and signal processing
of a LOFAR telescope [van Haarlem et al., 2013] to form multiple beams on the sky [Vierinen et al., 2013;
McKay-Bukowski et al., 2015].

KAIRA consists of a high-band antenna (HBA) array and a low-band antenna (LBA) array, each made up of
48 dual polarization antennas and can be used as a multibeam, multifrequency riometer [Kero et al., 2014;
McKay-Bukowski et al., 2015]. The antennas in the LBA array are crossed inverted V dipole aerials and are
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scattered quasi-randomly in a circle of diameter 34 m. The HBA array is made up of 48 tiles which each contain
16 crossed bowtie antenna elements. The KAIRA HBA array operates at frequencies from 110 MHz to 270 MHz,
while the LBA array operates at frequencies from 10 MHz to 80 MHz. The typical sampling clock frequency
used is 200 MHz. This affects the width of the subbands which are created by a polyphase filter bank split-
ting the received signal into 512 subbands. When using 16 bit sampling the HBA and LBA arrays can select up
to 244 of these subbands, allowing up to 244 different pointing directions coupled with a frequency. These
are known as beamlets. For 4 or 8 bit sampling, 976 or 488 beamlets can be used, though by reducing the
sampling, the dynamic range worsens.

The power that KAIRA measures is dependent on the total system temperature, T, .. Ty, is the noise from the
whole system and includes both the noise measured from the sky (T, ) and noise due to the receiver system,

T

instrument’

Tsys = Tsky + Tinstrument’ (3)

The noise due to the receiver system is caused by thermal noise in the electronic components that make up
the array, caused by thermal agitation of free electrons and typically has a noise spectrum that is flat with
respect to frequency. This is known as “white noise.” The noise in each component is normally independent
of noise from the other components, and the power due to the noise is given by

P = k. (4)

The total noise of all the components is estimated by adding together all the individual contributions. This
is the instrument noise, T, ;ument aNd is calculated using the system equivalent flux density which has been
measured for KAIRA by McKay-Bukowski et al. [2015]. This allows us to calculate the true power received from

the sky, Py, as we can subtract the instrumental noise from the total power received by KAIRA, P, using

P, =8B (kS + Psky) , (5)

sys

where B is the bandpass, S is the system equivalent flux density, and k is a conversion factor which is needed
to convert the system equivalent flux density from kJy to Analog Digital Units (ADU), assuming the gain is

constant, because P, and Py, are both measured in ADU.

KAIRA suffers from both broadband and narrowband radio frequency interference (RFI). A moving window
filter is passed over the data in order to remove RFI. The RFI contaminated data are flagged, allowing for the
removal of entire time periods or entire frequency bands if the time period or frequency is too heavily con-
taminated. Otherwise, the data are filtered out using the average of the moving window filter. Below 20 MHz,
RFI caused by short-wave radio communications dominates [McKay-Bukowski et al., 2015].

KAIRA also suffers from a certain type of RFl known as “Dragon’s teeth” (see Figure 2). These manifest in the
data as broadband RFI which is triangular in shape. The source of this RFI has yet to be determined.

The LBA array at KAIRA was used for absorption measurements in order to exploit the multifrequency depen-
dence of the absorption signal. The observations began at 23:00 UT on 1 March 2015 and ended at 05:00 UT
on 2 March 2015. These observations were made in the early morning sector as local sunset at KAIRA was at
15:39 UT and local sunrise was at 05:58 UT.

Eight pointing directions were used with the KAIRA LBA array, with half the beamlets pointing at zenith and
observing between 9.77 MHz and 80.66 MHz, with a frequency spacing of 0.5859 MHz. Twenty of the remain-
ing beamlets were pointing at the north celestial pole and observing between 9.77 MHz and 76.56 MHz with
frequency spacings of 3.5156 MHz, and the other 102 beamlets had static pointings above the EISCAT site,
equally split between six pointing directions and observing between 9.77 MHz and 75.39 MHz, with frequency
spacings of 4.1016 MHz. Table 1 lists the elevation angle of these pointing directions and corresponding alti-
tude over the EISCAT VHF. The range of the full-width half maxima at zenith of the KAIRA LBA beams used
ranged between 8° at 80 MHz to 40° at 10 MHz. The average power for each beamlet and each polarization
were recorded with the KAIRA LBA array at a temporal resolution of 1 s.

Below we detail the methods involved in using KAIRA as a riometer to obtain absorption data.

2.1.1. Quiet Day Surface

Standard practice in riometry is to define a quiet day curve (QDC) which represents the power level that
is received on a day when minimal absorption occurs and the ionosphere is assumed to be transparent.
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Figure 2. (top) The quiet day surface created for KAIRA (beam pointing at zenith) using observations from 1 to 8 March
2015. (middle) The observed power at KAIRA for a beam pointing at zenith and observing between frequencies

9.77 MHz and 80.66 MHz on 1 to 2 March 2015. (bottom) The absorption, A, as measured by KAIRA for a beam pointing
at zenith. The absorption is found using equation (1) with the values in Figure 2 (top) as Py and the values in Figure 2
(middle) as P. The vertical red lines in this absorption plot show peaks in absorption. RFl can be seen to dominate at all
frequencies below 16.80 MHz and “Dragons teeth” RFI (as detailed in section 2.1) can be clearly seen in Figures 2
(middle) and 2 (bottom) at 01:00 UT and 03:30 UT, respectively.

Table 1. KAIRA Pointing Directions and Corresponding Altitude Above the EISCAT VHF?

Pointing Elevation Azimuth Altitude Above Frequency
Direction (deg) (deqg) RA Declination EISCAT VHF (km) Beamlets Range (MHz)
1 90 (zenith) 180 - - - 122 9.77-80.66
2 - - 180 90 - 20 9.77-76.56
3 35 313.95 - - 59.5 17 9.77-75.39
4 40 313.95 - - 713 17 9.77-75.39
5 45 313.95 - - 85.0 17 9.77-75.39
6 50 313.95 - - 101.3 17 9.77-75.39
7 55 313.95 - - 1214 17 9.77-75.39
8 60 313.95 - - 147.2 17 9.77-75.39

aMultiple frequencies are observed using KAIRA between the ranges displayed.
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By comparing the signal received by the riometer with a QDC, the extent to which the background noise
is being absorbed by the ionosphere can be found [Browne et al., 1995]. Therefore, the difference between
received signal power and the corresponding QDC value directly represents absorption. The QDC is needed
because the rotation of the Earth and the apparent motion of the radio sky cause variation in the power
received by the riometer. The Sun also causes increases in the received power as well as ionization in the
D region at a height of about 80 km during daylight hours. This periodic variation of absorption in the iono-
sphere is dependent on the Sun’s zenith angle and thus also contributes to the characteristic shape of the
QDC. Such curves need generating regularly throughout the year, as well as throughout the 11 year solar cycle.

Here we follow the method described in Browne et al. [1995] for generating a QDC, developed for IRIS (Imaging
Riometer for lonospheric Studies). Data are arranged into sidereal days, and 10 min averages are calculated
over each day. Each time interval is then sorted in descending order, and the mean of the second and third
highest values for each time interval is calculated. This mean is assumed to be a good estimate of quiet
time absorption for that time interval in the QDC. Once a value for each time interval has been calculated,
interpolation can be performed to obtain quiet values for each second of the sidereal day.

Unlike a standard riometer, we used KAIRA to simultaneously observe with 244 beamlets, so that instead of
a quiet day curve, a quiet day surface is created. To create the quiet day surface, the variation in power level
is measured throughout the day at different frequencies for each beam pointing in Table 1. An example of
a quiet day surface for the KAIRA beam pointing at zenith is shown in Figure 2 (top). For the creation of this
quiet day surface observations were made between 1 March 2015 and 8 March 2015. The quiet day surface
provides a value for Py, as required to calculate the absorption using equation (1).

2.1.2. Absorption Surface

Using equation (1) (with P, given by the frequency-dependent power in the quiet day surface shown in
Figure 2 (top) for the zenith case), the absorption value for each time, frequency and pointing direction can
be calculated from the measured power on the day we are observing, P. Figure 2 (middle) shows the mea-
sured power, P, for the zenith pointing between 23:00 UT on 1 March 2015 and 05:00 UT on 2 March 2015. The
resulting absorption surface is shown in Figure 2 (bottom).

The absorption data calculated with equation (1) are dominated by RFl below 16.80 MHz; these subbands are
therefore removed from the data set. The remaining data are smoothed using the Hanning smoothing algo-
rithm to mitigate any further effects from RFI. This uses a triangular smoothing kernel to calculate a running
mean along the frequency axis, with the central subband weighted by 0.5 and the two adjacent subbands
weighted by 0.25.

2.2, EISCAT

EISCAT was builtin 1981 and is a network of incoherent scatter radars which are used to investigate the Earth’s
atmosphere and ionosphere [Folkestad et al., 1983]. Incoherent scatter causes ionospheric electrons to start to
oscillate due to the electric field of the wave transmitted by the radar. This oscillation causes them to reradiate,
giving rise to a weak, but detectable, signal whose frequency spectrum can be directly related to the key
parameters of the scattering plasma. In this paper we use the monostatic EISCAT VHF radar which is located at
Ramfjordmoen (near Tromsg, Norway, longitude = 19.23°E, latitude = 69.38°N). The EISCAT VHF radar operates
in the 224 MHz band [Baron, 1986] and has a beam width of 0.6° x 1.7°.

The EISCAT VHF obtains height profiles of the electron density in the ionosphere by transmitting coded pulses
of electromagnetic energy. These pulses interact with electrons in the ionosphere via Thomson scattering
[Aksnes et al., 2006]. The energy is reradiated from these electrons; however, as the electrons all have individual
thermal motion the received signal will be incoherent; therefore, the received signal must be decoded in
order to determine the power spectrum. Using the shape of this spectrum, the electron density, electron
temperature, ion temperature, and line-of-sight ion drift can be found [Rishbeth and van Eyken, 1993].

The EISCAT VHF radar has a range of observing modes that enables it to be optimized for the relevant geo-
physical process being studied. It is capable of observing in the altitude range of 50-2500 km and can have a
temporal resolution of less than one second. The limiting value of electron density for the EISCAT VHF occurs
when the level of random error in an estimate of a plasma parameter becomes too high and the threshold of
detectability is reached because the measurement becomes meaningless. This generally occurs at altitudes
below 80 km. At higher altitudes (>120 km), the resolution in altitude worsens to over 1 km when using the
radar-observing mode “manda” (see https://www.eiscat.se/about/experiments2/experiments for details).
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The EISCAT VHF observations were made with a temporal resolution of 1 min and a pointing direction of
zenith. The radar-observing mode manda was used for the observations as it is optimized for the measure-
ment of plasma parameters in the D and E regions of the ionosphere, the heights at which absorption primarily
occurs. The observations began at 23:00 UT on 1 March 2015 and ended at 05:00 UT on 2 March 2015 (local
sunset at the EISCAT VHF was at 16:44 UT and local sunrise was at 06:13 UT).

The observations made using the EISCAT VHF are used throughout this paper for verification that the mod-
els of electron density used are capable of returning realistic electron density height profiles, as well as for
comparison to information derived from the KAIRA data, allowing us to validate our methods.

3. Height Profile Determination

To create electron density height profiles from the absorption data, a model is required for the electron den-
sity height profile. In this section we introduce two electron density height profile models. By varying the
parameters in the models, we can simulate profiles which can then be compared to observed data. To do this,
a method called nested sampling [Skilling, 2004] is used. This method is based on Bayesian inference, which
allows us to estimate a set of parameters, 9, in a model, M, given data, x. It uses Bayes theorem, which states,

p (x16, M) p (6]1M)

01x, M) =
p (01x, M) P IV

) (6)

where the posterior probability distribution is p (8|x, M) = P(0), the likelihood is p (x|8, M) = L(6), and the
prior probability distribution is given by p (9|M) = T1(6). p (x|M) is the Bayesian evidence, which is the factor
that normalizes the posterior over the prior volume and can be ignored in the case of parameter estimation.
In the case of model selection the evidence is needed in order to determine which model performs best when
using a common data set.

3.1. Nested Sampling

While most model fitting algorithms concentrate on parameter estimation, calculating the Bayesian evidence
often as a by-product, the nested sampling technique calculates the Bayesian evidence directly. The nested
sampling algorithm selects a range of points from the parameter space to create models; these models are
then compared to the data, and a likelihood value is returned. A weight is then assigned to the point in the
parameter space with the lowest likelihood before it is recorded and then discarded from the selection of
points in the parameter space, and a new point with a higher likelihood is selected from the parameter space
using a Monte Carlo method. This causes the sampler to converge on the likelihood peaks of the parameter
distribution. Our knowledge of the model parameters is defined by the priors before the model is fitted to the
data. A prior can be defined using the posterior of previous observations or as the available parameter space.

MULTINEST is a publicly available algorithm developed by Feroz, Hobson and Bridges [Feroz and Hobson, 2008;
Ferozetal., 2009], implementing the nested sampling method. It uses Bayesian inference [e.g., Trotta, 2008] to
select a model using the evidence as the factor to normalize the posterior. This is done by transforming the
multidimensional evidence integral into a one-dimensional integral in order to calculate the evidence.

This method reduces the computational time required to fully explore the parameter space and is effective
for posteriors which are multimodal. MULTINEST has recently been improved to also use importance nested
sampling [Cameron and Pettitt, 2013] which uses all sampled points in the evidence calculation. To date,
MULTINEST has been used for a number of astronomical applications, including dispersion measure fitting
(TEMPONEST [Lentati et al., 2014]) and object detection [Feroz et al., 2008].

3.2. D Region Models

In this section we detail the D region electron density height profile models that have been chosen to be
investigated in this paper. The two models chosen are Model 1, a two parameter exponential model, and
Model 2, a polynomial model.

These models and the methods used to evaluate the strength of evidence for them are discussed below. For
each model, the priors are stated.

3.2.1. Model 1: Two Parameter Exponential Model

Wait and Spies [1964] detailed a simple two parameter exponential model which was determined to be
the best exponential fit for broadband measurements using VLF radio emissions from lightning to profiles
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obtained by rocket measurements by Cheng et al. [2006]. The model is of the form
Ne(h) = 1.43 X 107 exp [—0.15h"] exp [(# — 0.15)(h — h')], )

where h’ controls the height of the profile and # controls the sharpness of the ionospheric transition (the
change of N, with altitude). # can vary between 0 and 1, while we allow h’ to vary from 60 km to 110 km.
Thomson [1993] also used this model to compare VLF theory to measurements and discuss values over which
the two parameters, h’ and f, can vary for daytime observations.

3.2.2. Model 2: Polynomial Model

Parthasarathy et al. [1963], Stoker [1987], and more recently, McKay-Bukowski et al. [2015] have all fitted a poly-
nomial model to the electron density in the D region. Here we also investigate the possibility that the D region
can be fitted by a polynomial of the form

h—h h—h\"
Ne(h)zexp<ao+a1< So'ef>+...+an< 50'“)). 8

The parameters (0 = a,,a,,...a,) are allowed to vary over a wide range of standard uniform priors,
where —200 < 6 < 200. The reference height, h,, is set equal to 80 km, which is the height at which
N.(80) = exp (o).

3.2.3. Comparison of Models

The evidence ratios (Bayes factors) of the model fits can be used to determine the optimal fit using the Jeffreys
scale [Jeffreys, 1961]. The Jeffreys scale provides a formal way of evaluating which model is better supported
by the data.

refr

Model 2 can be compared to Model 1 using the Bayes factor

_ p (xIm,) _ J p(6:1M;) p (x16,,M,) do,
- P(X|M2) - /p(62|M2)p(X|92,M2)d62’

where x is the observed data and the two different models are M; and M, with parameters 6, and 6,. This
Bayes factor gives the change in relative probability of the two models. If the Bayes factor, B, ,, is greater than
1, then Model 1 is favored over Model 2 and vice versa if B,, is less than 1. We use a revised version of the
Jeffreys scale as detailed in Trotta [2008].

9)

12

The quality of the prediction can also be evaluated using the standardized mean squared error [Rasmussen and
Williams, 2005]. The standardized mean square error (SMSE) is calculated by computing the squared residual
between the mean prediction and the target at each point; the mean of these values is then found (the mean
squared error), and the value is then normalized by the variance of the data to output the SMSE,

" (Z-2)
smse = 2= (5 —4) (zl ) ,

var

(10)

where Z; is the estimated parameter, Z; is the measured parameter, and Z,,,, is the variance of the measured
parameter. Smaller values obtained by the SMSE indicate a better goodness of fit between the estimated and
measured parameters.

3.3. Model Fits to EISCAT Data

To validate the models described above, we fit them directly to the EISCAT height profiles using the nested
sampling method. This enables a comparison of the electron density height profiles output by the models
to the EISCAT observations to be made, enabling us to check whether the models are capable of producing
realistic electron density height profiles. The strength of evidence is then assessed for each of the models
using a modified Jeffreys scale [Trotta, 2008] as well as the SMSE.

We begin by establishing the order of the polynomial needed to fit the data for Model 2. To do this, we vary the
order of the polynomial that we use to establish at what point the evidence reaches its maxima. This process
is shown in Table 2. We find that a second-order polynomial creates the best fitting model fitted to a typical
electron density height profile. While the calculation of the SMSE (equation (10)) will always show a better fit
with increase in order of the polynomial, the Bayesian fitting integrates over all parameters in each model and
so includes a penalty for complex models that include additional unnecessary parameters (Occam’s razor). A
complex model should only return a larger posterior probability if it needs to be that complex to fit the data.
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Table 2. The Order of the Polynomial Fit to a Typical EISCAT Height Profile With the Fitted Maximum Likelihood
Polynomial Coefficients, as Well as the Natural Logarithm of the Evidence for a 3¢ Prior Volume (In Z) and the Difference
Between These (A In 2)

Order ag a; a, as InZ AlnZ SMSE
1 9.66 + 0.04 5.81+0.09 - - —271.28 +0.07 - 20.73
2 8.90 + 0.08 16.71 £ 0.51 17.19+0.73 = —13.04 £ 0.06 —258.24 0.30
3 8.97 +£0.10 15.36 + 1.24 —12.07 +4.33 —5.26 +4.36 -31.19+£0.15 18.15 0.27

Figure 3 shows the model fits to the height profiles obtained using EISCAT, while Figure 4 shows compar-
isons of the height of the peak electron density and the peak electron density output by the models to that
measured by EISCAT between 80 and 110 km. We find that Model 1 returns increases in electron density that
correspond to increases in the EISCAT data. The model does not, however, return the peaks in electron density
at the same height as in the EISCAT data nor does it return the true peak electron density when the iono-
sphereis particularly active. As Model 1 is an exponential model the peak electron density will always be at the
highest point in the altitude range, thus giving a constant peak electron density of 110 km in Figure 4a. The
peak electron density is always overestimated because in attempting to fit to the rest of the electron density
profile Model 1 always overshoots at the top of the altitude range. In fact, Cheng et al. [2006] only apply this
model to data below 90 km, possibly for this reason. Model 2, however, succeeds to some degree in returning
the height of the peak electron density in the EISCAT data, as well as returning the peak electron density, as
shown in Figure 4b.

Figure 3a (bottom) is the ratio between the EISCAT electron density height profiles and Model 1 fitted to the
EISCAT electron density height profiles. It shows that as well as being overestimated at higher altitudes in
the height range, this model causes the electron density to also be consistently overestimated at the lower
altitudes (80-82 km) but underestimated in the middle of the height range when the ionosphere is particu-
larly active, a problem that is not seen in the Model 2 fit as Model 2 is flexible enough to accommodate almost
any profile shape. Model 2 thus returns a better representation of the EISCAT data.

We evaluate the fits using the methods described in section 3.2.3. We calculate the Bayes factor, finding that
B,, = 0.196; therefore, Model 2 is favored over Model 1. The value of | In B,,| is found to be 2.25. Using the
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Figure 3. (a) Model 1 fitted to EISCAT data. (b) Model 2 fitted to EISCAT data. (top row) EISCAT height profile. (middle row)
Model fitted to EISCAT data. (bottom row) The ratio of the EISCAT height profiles and the model fitted to the EISCAT
height profiles. The color bars are saturated at the extremes in order to emphasize the features.
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Figure 4. Comparison of the height of the peak electron density and the peak electron density output by (a) Model 1
and (b) Model 2 to that measured by EISCAT between 80 and 110 km.

empirical scale given in Table 1 of Trotta [2008], this means that there is “weak evidence” for Model 2 being
favored over Model 1.

To compare the Model 1 and Model 2 fits to the EISCAT electron density height profiles using the SMSE, Z; is
set to be the EISCAT electron density, Z,,, to be the variance in the EISCAT data, and Z: to be the Model 1 or
Model 2 fit to the EISCAT electron density. For Model 1 the SMSE value was found to be 0.76, while for Model 2
it was found to be 0.11. This shows that Model 2 is a better fit to the EISCAT electron density height profiles as
the SMSE value obtained is smaller than that found for Model 1, indicating a better goodness of fit between
the data estimated by Model 2 and the EISCAT data. This is in agreement with the Bayes factor calculated
above.

4. IONONEST

In order to recover electron density height profiles from the absorption data observed by KAIRA, we imple-
ment the nested sampling method detailed in section 3.1 by interfacing with MULTINEST. We have named
this implementation IONONEST.

IONONEST is a tool that can find the shape of the electron density height profile from multifrequency mea-
surements of absorption. It assumes a model for the electron density height profile and varies the parameters
in the model. The absorption profile for this modeled electron density height profile is then created using
equation (2) and compared to the absorption data observed by KAIRA.

The inputs to IONONEST are an observed, or simulated, data set of absorption values, an electron density
height profile model and priors, where the priors are the parameter space over which parameters in the elec-
tron density height profile models are allowed to vary. MULTINEST then selects values for the parameters from
the priors and IONONEST creates an electron density height profile and calculates the associated absorption
values at the observing frequencies. It then compares the calculated absorption values to the observed or
simulated absorption values and returns a likelihood to MULTINEST. At any point, MULTINEST has 1000 live
points, and once IONONEST returns the likelihood it has calculated to MULTINEST, MULTINEST drops the point
with the lowest likelihood from the set of live points and selects new parameter values in order to replace it.
This process terminates when MULTINEST finds the log evidence to a precision of 0.1.

The noise on the KAIRA data is expected to be Gaussian, and we assume uncorrelated noise between fre-
quency channels. The log-likelihood that the data are described by the electron density height profile model

is therefore given by
n 2
1 (Aobs i Amod,i)
L= Z(—Eln <27[6c2>b5,i>_—26 , (11)
i=1

obs, i
where A4 is the absorption due to the electron density height profile model, A, is the observed absorption,
and o, is the uncertainty associated with the observed absorption values. For parameter estimation, we can
ignore the first term in this sum.
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Table 3. Values for the Input Parameters That Created the Simulated Data
and the Parameters Output for the Best Fit to the Simulated Data

Parameter Input Output
Model 1

h’ 66.351 64.474 + 3.453
p 0.293 0.276 +0.034
log(k) —5.088 —5.083 +0.027
Model 2

dy 7.977 7.934 + 0.964
a, 12.858 13.359 +5.513
a, -9.127 —11.389 +9.418
log(k) —5.088 —5.087 +0.030

Before applying this method to KAIRA absorption data, we first verify that it is possible to return accurate
parameter estimates by simulating absorption data and using IONONEST to find fits to that data.

4.1. Fit to Simulated Absorption Data

Having shown in section 3.3 that both models provide reasonable fits to electron density height profiles
derived from EISCAT data, we now run our IONONEST code on absorption data sets simulated from generated
height profiles. From this test it can be seen if the parameters input into the simulation can be returned by
IONONEST. We simulate a single height profile using each of the models detailed in section 3.2. These elec-
tron density profiles are simulated using the input parameters detailed in Table 3 and are shown in Figure 5
(top) (labeled with “input”). Absorption values for frequencies in the range 17.38-56.05 MHz are calculated
for the height profiles, and white noise is added as well as the instrumental, frequency-dependent noise
described in section 2.1 at a similar level to that of a KAIRA observation. This is done by adding another
parameter to fit with IONONEST, k, as used in equation (5). The simulated absorption data corresponding
to the simulated electron density profiles are shown in Figures 5a (bottom) and 5b (bottom). These simu-
lated absorption profiles are then input into IONONEST. The priors are set to vary between the maximum and
minimum parameter values obtained for each model in the fits to the EISCAT data shown in Figure 3 +3c.
The prior for k for Models 1 and 2 is set to a standard uniform prior, —=5.5 < log(k) < —4.5. These priors are
listed in Table 4. IONONEST returns the parameters to create the height profile once it fits an absorption pro-
file to the simulated absorption data, as shown in Figures 5a (bottom) and 5b (bottom). Figure 5 shows that
IONONEST fits the simulated absorption data using Model 1 and Model 2 to within 1c.

— 105 — 105
§ 100 § 100
£ 95 2 95
2 90 2 9
:"’:J — Input 5‘:-’ — Input
85 —  Output 85 —  Output
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Figure 5. (top) Simulated (a) Model 1 and (b) Model 2 height profile (“input”), with a height profile fitted to absorption
data generated from this simulated height profile plotted over the top (“output”). The area enclosed by the shaded
green region indicates the electron density allowed at each height by 1¢ uncertainties on the parameters given in
Table 3. (bottom) Simulated absorption data with error bars (+1¢) plotted, with the fit to the absorption data using

(a) Model 1 and (b) Model 2 as found by IONONEST plotted over the top.
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Table 4. Priors for the Two Models Found Using i + 3¢ as Obtained From
Fitting the Models Directly to the EISCAT Data

Parameter Minimum Maximum
Model 1

h’ 55.65 74.71

p 0.22 0.34
log(k) -55 —-45
Model 2

dg 5.97 10.17
a; 2.25 24.81
a, —28.36 542
log(k) -5.5 —4.5

The parameters output by IONONEST and used to create these profiles are listed in Table 3 and labeled as
“output” in Figure 5. It can be seen from Table 3 that IONONEST returns the parameter values to within 1¢ for
both Model 1 and Model 2. We note that the posterior probability distributions for these parameters are highly
degenerate causing the large errors seen in Figures 5a (top) and 5b (top). This results in different electron
density height profiles being reproduced by IONONEST regardless of the close fit in absorption data. Model 2
has trouble reproducing the input profile above an altitude of 100 km as the uncertainties become large at
altitudes greater than 100 km. The electron density height profiles returned are, however, similar to the sim-
ulated electron density height profiles, demonstrating that height profiles can be recovered from simulated
absorption data.

5. Application to KAIRA Data

In section 4 we showed that both models are capable of recreating electron density height profiles from sim-
ulated absorption data. We now apply IONONEST to the absorption profiles obtained from the pointings at
zenith and the pointings intersecting with the EISCAT VHF beam at points A and B in Figure 6. The electron
density height profiles output by IONONEST are then compared to the profiles as measured by EISCAT.

5.1. Pointings Above KAIRA (Zenith)

First, the absorption profiles obtained from the zenith pointing are input into IONONEST. Figure 7 shows the
resulting height profiles obtained by IONONEST using Model 1 and Model 2. Figures 7a (bottom) and 7b
(bottom) shows the ratio between these height profiles and the EISCAT VHF height profile. Both Model 1 and
Model 2 show some agreement with the EISCAT VHF electron density profiles, generally recreating the shape
of the electron density variation with time. Similarly to Figure 3a, the ratio in Figure 7a (bottom) shows over-
estimation by Model 1 of the electron density at the top and bottom of the height range. It also shows an
underestimation of the electron density by Model 1 in the middle of the height range. Figure 8a shows that
the peak electron density is reasonably well recreated by Model 1; however, due to the nature of the model,
the height of the peak electron density is always at the maximum of the height range being modeled. On the
other hand, when lower heights of the peak electron density are seen in the EISCAT data, lower heights of
the peak electron density are also seen in the electron density height profiles created by Model 2. However
the peak electron density for Model 2 (as seen in Figure 8b) is smaller than that observed by the EISCAT VHF.

The electron density height profiles returned by Model 1 and Model 2 show an underestimation of electron
density at the beginning and end of the observation, as well as an overestimation in electron density shown
midway through the observation. Earlier in this paper it was shown that IONONEST is capable of returning
simulated height profiles using these models, and so we consider that these are real features that differ from
the EISCAT data because of physical differences between the two instruments.

These physical differences include the positions and differences in beam size of the two instruments. EISCAT
and KAIRA are located 85 km apart and therefore are not observing the same volume of ionosphere. The
EISCAT VHF beam is also very narrow, with a beam size of 0.6°x1.7° whereas KAIRA has a beam size of 10°-20°
(depending on frequency). This means that events that affect the electron density of the D region such as
thin filaments due to electron precipitation may fill the EISCAT beam and appear as bright absorption events
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Figure 6. The EISCAT VHF and KAIRA pointings. The KAIRA pointings are detailed in Table 1. The lowest intersection with
the EISCAT beam is at 59.5 km and the highest is at 147.2 km. Only two of these pointings (elevations of 45° and 50°,
labeled as A and B) intersect with the EISCAT VHF beam within the 80-110 km height range above the Earth’s surface.
We concentrate on these two pointings as the absorption is highest at these heights. We cannot fit below 80 km
because the data from the NRL-MSISE-00 reference atmosphere are inaccurate below this height. Access to an ion
chemistry model would enable us to extend down to lower heights.

causing a peakin the electron density. In the KAIRA observations, however, the bright absorption event caused
by the thin filament will be averaged out over the large beam, and therefore, only the averaged electron
density over the whole beam is output in the electron density height profiles. We do not expect to be able
to capture any compact features, such as bright absorption features caused by thin filaments, to the same
effectiveness as the EISCAT VHF due to the averaging effect over the KAIRA beam.

Figure 8 shows that the electron density height profiles obtained by Model 1 show a similar peak electron den-
sity to the EISCAT data, while Model 2 shows consistently lower peak electron densities. However, in Figure 4a,
we demonstrated that a Model 1 fit to the EISCAT data overestimated the peak electron density. Bearing in
mind the smaller size of the EISCAT beam, we might assume that if Model 1 was a more realistic model, then
it should also underestimate the data.

Using the quality of fit assessment outlined in section 3.2.3, we can evaluate the quality of the prediction using
the SMSE (equation (10)). When calculating the SMSE, Zi* is the estimated parameter, which is the absorption
fit to the KAIRA data, while Z; is the measured parameter, which is the absorption data observed by KAIRA.
Z,,. is the variance of the measured parameter, and so in this case it is the variance of the absorption data

var

observed by KAIRA.

The SMSE values obtained for Model 1 and Model 2 are 0.21 and 0.35, respectively. While the lower value for
the Model 1 estimated absorption fit to the data implies that it is an improved fit when compared to Model 2,
reinforcing what can be seen in the ratio plots in Figure 7, both models are reasonable fits to the data.
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Figure 7. These plots show a comparison between the height profiles generated using (a) Model 1 and (b) Model 2
fitted to the KAIRA absorption data for the zenith pointing and the height profiles obtained from EISCAT. (top row)
The EISCAT height profiles for 23:00 UT on 1 March 2015 until 05:00 UT on 2 March 2015. (middle row) The model
height profiles fitted to the KAIRA absorption data for the same time period and pointing. (bottom row) The ratio
between the EISCAT data and the fit to KAIRA absorption data. The color bars are saturated at the extremes in order
to emphasize the features.

We also evaluate the fits by calculating the Bayes factor, finding that B,, = 1.087. This again shows that Model 1
is favored over Model 2; however, the value of | In By, | is found to be 0.10. According to the empirical scale
given in Table 1 of Trotta [2008], this means that the evidence is “inconclusive” for Model 1 being favored over
Model 2.

5.2. Pointings Above EISCAT
We now use the KAIRA absorption data for pointings A and B in Figure 6, enabling the two instruments to
observe the same volume of ionosphere, albeit with KAIRA's beam pointing obliquely.

In order to recover the electron density height profile, we assume a homogenous electron density profile over

the EISCAT and KAIRA sites. This allows us to assume an electron density profile while taking into account
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Figure 8. The height of the peak electron density and the peak electron density as output by IONONEST using (a)
Model 1 and (b) Model 2 compared to the height of the peak electron density and the peak electron density measured
by EISCAT.
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Figure 9. (left column) The electron density at the points (A and B) at which the KAIRA beam intersect with the EISCAT
beam. At an elevation of 45°, the KAIRA beam intersects with the EISCAT beam at point A, which is 85 km above the
EISCAT site and 120 km along the KAIRA beam. At an elevation of 50°, the KAIRA beam intersects with the EISCAT beam
at point B, which is 101 km above the EISCAT site and 132 km along the KAIRA beam. (right column) The electron
density at the points 85 km and 101 km above the KAIRA site, taken from the Model 1 and Model 2 fits to the
absorption data obtained by IONONEST from the KAIRA zenith pointing.

the increased absorption due to the longer path length. The electron density height profile is mapped to the
path, and the values along the path length are interpolated. The absorption occurring along this path is then
calculated in the same way as in sections 4 and 5.

Figure 9 shows comparisons of the EISCAT electron density at the points where the beams intersect with
the electron densities as calculated by IONONEST from the KAIRA absorption data for the pointings over the
EISCAT VHF. For comparison, it also shows the electron densities at the same heights as calculated by
IONONEST for the two models from the KAIRA absorption data for the zenith pointing. The electron densities
obtained for the pointings above the EISCAT site are more similar to the EISCAT data than those obtained by
the KAIRA beam pointing at zenith. The fit to pointing B appears better than that of pointing A when compared
to the EISCAT data, though it still fails to recreate the peak in electron density at 04:00-05:00 UT. However,
a peak in electron density is seen at 02:00-03:00 UT in the KAIRA data as well as the EISCAT data, although
the EISCAT peak is stronger than the KAIRA peak. This could, again, be caused by the mismatch in beamsizes.
Between 04:00 and 05:00 UT, the absorption measured for each frequency with KAIRA is more prominent in
the high-frequency (and thus smaller) beams, implying that the absorption structure is not a broad, all-sky
structure.

The difference between the EISCAT and KAIRA electron densities could also be caused by density enhance-
ments not contributing to the absorption with the same effectiveness at heights of 100 km because, although
the electron density becomes high, the neutral density is relatively low, and hence, the electron-neutral
collision frequency is lower at this altitude (as shown in Figure 1). The majority of the electron density at
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04:00-05:00 UT is located at a higher altitude; therefore, it contributes less to the absorption measurements
made by KAIRA, which could lead to an underestimation in the electron density.

To investigate the true causes of the peaks in electron density between 02:00-03:00 UT and 04:00-05:00 UT,
all-sky observations corresponding to the EISCAT and KAIRA observations could be used, allowing for com-
parison with auroral activity. There is no increase in AE index at 04:00-05:00 UT, implying that the peak in
electron density could be due to an increase in localized auroral activity which would be seen by all-sky obser-
vations. Unfortunately, these could not be obtained because although there are all-sky cameras located at the
EISCAT site in Ramfjordmoen, there was cloud cover on the day these observations were taken.

The quality of fit is again assessed using the SMSE (equation (10)), setting Z; to be the KAIRA absorption data
for the two pointing directions, Z,,, to be the variance of the KAIRA absorption data for each pointing direction
and Z: to be the Model 1 or Model 2 fit to the KAIRA absorption data. The average SMSE across the frequency
range for Model 1 is found to be 0.11 for pointing A and 0.13 for B, while for Model 2 it is 0.13 for A and 0.15
for B, showing that both models are good fits to the KAIRA absorption data.

6. Discussion and Conclusions

IONONEST, a new technique for obtaining electron density height profiles for the D region of the ionosphere
from multifrequency absorption measurements, has been introduced. IONONEST enables us to find the pos-
terior probability distribution of parameters that describes an electron density height profile by comparing
measured or simulated absorption data to absorption data calculated from a parameterized electron density
height profile model. IONONEST has the benefit over many other inverse methods of returning uncertain-
ties on these returned parameters, as well as sampling efficiently from multimodal or degenerate posterior
distributions, something that standard Markov Chain Monte Carlo methods, such as the Metropolis-Hastings
algorithm, struggle with. IONONEST returns Bayesian evidence values for electron density height profile
models, giving IONONEST the ability to compare different electron density height profile models.

We have demonstrated that IONONEST can return accurate parameters for ionospheric electron density
height profiles from multifrequency absorption data calculated using simulated ionospheric electron density
height profiles. The parameters for the electron density height profiles are returned within +1¢ of the input
parameters for realistic noise conditions.

We have also used IONONEST to fit to KAIRA multifrequency absorption data and have compared the returned
electron density height profiles to data from the EISCAT VHF to qualitatively verify the fits. This demon-
strates that IONONEST is capable of returning realistic electron density height profiles that are comparable
(within 36) to those obtained by the EISCAT VHF, bearing in mind the differences between the two
instruments. The electron density height profiles returned using IONONEST for the KAIRA pointings over the
EISCAT VHF site showed similar temporal variability and magnitude to the measured EISCAT VHF electron
densities at those heights.

Unlike EISCAT, KAIRA is capable of providing continuous measurements of absorption which can then be
converted to continuous electron density height profiles. While EISCAT has the advantage of being able to
measure electron densities at higher altitudes, KAIRA has the potential to return electron density height pro-
files that extend down to lower altitudes. This can be achieved by using IONONEST in conjunction with an ion
chemistry model that extends to lower altitudes than the NRL-MSISE-00 reference atmosphere which is used
in this paper to calculate the electron-neutral collision frequency.

In this paper we have considered two D region models for ionospheric electron density height profiles, a
two parameter exponential model (Model 1) and a polynomial model (Model 2). By comparing Bayes factors
and SMSE values, we have found that Model 2 is capable of recreating more realistic electron density height
profiles, while Model 1 consistently overestimates the electron density at the top of the modeled height range.

6.1. Extensions to the Method

Having shown that IONONEST is capable of recreating electron density height profiles from absorption mea-
surements from the KAIRA instrument, this method could now be extended to similar facilities such as LOFAR
and the LWA, as well as future radio telescopes operating at low frequencies such as the low-frequency Square
Kilometre Array (SKA-Low) [Garrett et al., 2010]. SKA-Low is, however, limited in its ability to measure absorp-
tion as its minimum frequency is 50 MHz. The use of low-frequency radio telescopes could enable continuous
measurements of D region electron density height profiles over Europe, Australia, and South Africa, allowing
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for observations to be made simultaneously at a range of midlatitudes. Models such as the International Ref-
erence lonosphere (IRI) [Bilitza et al., 2011] could use these continuous measurements to improve their models
of the currently underobserved D region.

In this paper we have compared just two electron density height profile models; however, there are many
more within the literature that could be implemented in IONONEST. Furthermore, these data provide a pow-
erful resource for developing D region models further. Monitoring observations also raises the possibility of
probing D region changes on short time scales, for example, during solar events.
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