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Abstract—This technical note deals with output regulation of network connected linear systems under directed connection graphs. The subsystem dynamics are unknown and heterogeneous. The desired output signal, generated by a linear exosystem, is only available to some subsystems, and the others will estimate the exosystem state through the network connections for obtaining regulation errors. The exosystem is parametrised in a specific form such that it has a skew-symmetric matrix, whose property is further explored in the estimation of the desired feed-forward control inputs for output regulation. The unknown subsystem parameters are dealt with by the adaptive laws, driven by the estimated regulation errors. The proposed adaptive control strategy is fully distributed, in the sense that the control design only uses the information in the connected neighbourhood, without reference to the eigenstructure of the associated Laplacian matrix, as long as the connection graph is strongly connected.
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I. INTRODUCTION

Control of network-connected dynamic systems has attracted significant amount of attention in control research due to its applications in areas such as multi-agent systems and formation control etc. Consensus control of network-connected systems deals with the control design to ensure that all the subsystems achieve the same control objective, such as common output or state values. A significant progress in consensus control design is the use of the eigen-structure of the Laplacian matrix associated with the connection graph [1], [2], [3], [4], in particular, the least real part of the eigenvalues, or the connectivity of the graph. There are more diverse results relating to consensus control in recent years, including adaptive control, output regulation and synchronisation, and semiglobal stability (see [5], [6], [7], for example). For adaptive control of network connected systems when the connection graph is undirected, the symmetry of the Laplacian matrix is exploited in the design of adaptive laws [8], [9], [10]. Adaptive consensus control with directed connection graphs is more challenging. One way to alleviate the problem is to use robust adaptive laws at the cost of asymptotic convergence [11], [12]. Adaptive consensus tracking under directed connection graphs is addressed in [13] for formation control via state feedback. Adaptive laws are also proposed to estimate network connectivity, aiming at a fully distributed control, without using the knowledge of eigenvalues of Laplacian matrices [14]. In particular, a recent result [15] can deal with parametric uncertainty of the subsystems with a fully distributed control. But the subsystems must have identical system dynamics with relative degree one, and the regulated output must be a constant.

We consider output regulation of network-connect systems of general SISO unknown linear subsystems on directed connection graphs via output feedback. The subsystems are allowed to have different dynamics, and only some of them have access to the desired output signal. The regulation errors are obtained through the estimation of the exosystem state when the subsystems have no access to the desired output. This estimation is based on a specific parametrisation of the exosystem with a skew-symmetric system matrix, using the relative output signals from the neighbouring subsystems. The lack of the direct measurement of output regulation errors makes the internal model design for the desired feedforward inputs difficult. To tackle this problem, we integrate the estimation of the desired feedforward inputs with other adaptive laws, driven by the estimated output regulation errors, and by further exploiting the skew-symmetry of the exosystem matrix. The use of the estimated output regulation errors for the design of adaptive laws, including the estimation for feedforward control inputs, make the adaptive laws fully distributed, without using the eigenstructure of the associated Laplacian matrices. Adaptive backstepping is used for the control design of subsystems with higher relative degrees than one. The stability analysis is carried out to establish the boundedness of all the variables of the closed-loop adaptive control systems and the asymptotic convergences to zero of the output regulation errors in all the subsystems.

II. PROBLEM FORMULATION

In this technical note, we consider a set of $N$ SISO unknown linear subsystems, of which the subsystems are described by

$$\begin{align*}
\dot{x}_i &= A_{ci} x_i + \phi_i y_i + b_i u_i, \\
y_i &= C_i x_i,
\end{align*}$$

with $\phi_i, b_i, C_i \in \mathbb{R}^{n_i}$ and

$$A_{ci} = \begin{bmatrix} 0_{(n_i-1)\times 1} & I_{n_i-1} \\ 0 & 0_{1\times (n_i-1)} \end{bmatrix},$$

$$b_i = \begin{bmatrix} 0 & \ldots & 0 & b_{i,\rho} & \ldots & b_{i,n_i} \end{bmatrix}^T,$$

$$C_i = \begin{bmatrix} 1 & 0 & \ldots & 0 \end{bmatrix},$$

for $i = 1, \ldots, N$, where $x_i \in \mathbb{R}^{n_i}$ is the state vector, with $n_i$ being known positive constant integers, denoting the order of the subsystems, $y_i, u_i \in \mathbb{R}$ are the output and input respectively of the $i$th subsystem, and $\phi_i, b_i \in \mathbb{R}^{n_i}$ are vectors of unknown parameters, with the high-frequency gains $b_{i,\rho} \neq 0$, which implies the relative degree of the subsystem is $\rho$.

The connections between the subsystems are specified by a directed graph $\mathcal{G}$ that consists of a set of vertices denoted by $\mathcal{V}$ and a set of edges denoted by $\mathcal{E}$. A vertex represents a subsystem, and each edge represents a connection. Associated with the graph, its adjacency matrix $A$ with elements $a_{ij}$ denotes the connections such that $a_{ij} = 1$ if there is a path from subsystem $j$ to subsystem $i$, and $a_{ij} = 0$ otherwise. We define the Laplacian matrix $L$ is a normal way as $l_{ij} = \sum_{j=1}^{N} a_{ij}$ and $l_{ij} = -a_{ij}$ when $i \neq j$.

We define the output regulation errors as

$$e_i = y_i - h^T w_0$$

with $h \in \mathbb{R}^{n_x}$ for $i = 1, \ldots, N$, where $w_0$ is generated by an exosystem

$$\dot{w}_0 = Sw_0$$

where $S \in \mathbb{R}^{n_x \times n_x}$ is a constant matrix.

Not all the subsystems have the access to the function value of $h^T w_0$. We use a diagonal matrix $\Delta$ to denote the access to $h^T w_0$ in the way that if $\delta_i = 1$, the $i$th subsystem has access to the value of $h^T w_0$ for the control design, and $\delta_i = 0$ otherwise. At least one subsystem has the access. The subsystems which do not have access to the desired output $h^T w_0$ rely on the network connections to achieve the consensus output regulation.

The adaptive consensus output regulation problem considered in this technical note is to design an adaptive control strategy using the relative output information $y_i - y_j, i \neq j$, provided by the network connection to each subsystem to ensure the convergence to
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zero of output regulation errors $e_i$ for $i = 1, \ldots, N$ under any initial condition of the system in the state space, i.e., the convergence of the subsystem outputs $y_i$ to the common function $h^T w_0$.

We make several assumptions about the dynamics of the subsystems, the exosystem and the connections between the subsystems.

**Assumption 1.** The invariant zeros of $\{A_{ci}, b_i, C_i\}$ are stable, for $i = 1, \ldots, N$, and all the subsystems have the known signs of the high-frequency gains.

**Assumption 2.** The eigenvalues of $S$ are distinct and on the imaginary axis.

**Assumption 3.** The network graph is strongly connected.

Note that the system shown in (1) is in the observer canonical form, and any controllable and observable systems can be transformed to such a structure. Here we assume that the subsystems are with the known orders and known signs of high-frequency gains, and all the other parameters are completely unknown.

### III. Preliminaries

Several preliminary results are needed for proposing the adaptive control design later.

We introduce filtered transformation with the filter for the subsystem $i$, for $i = 1, \ldots, N$.

\[
\begin{align*}
\dot{\xi}_{i,1} &= -\lambda_1 \xi_{i,1} + \xi_{i,r} \\
&\vdots \\
\dot{\xi}_{i,p-1} &= -\lambda_{p-1} \xi_{i,p-1} + u_i,
\end{align*}
\]

where $\lambda_j > 0$ for $j = 1, \ldots, p - 1$ are the design parameters, and the filtered transformation

\[
\begin{align*}
\bar{z}_i &= z_i - [\bar{d}_{i,1}, \ldots, \bar{d}_{i,p-1}]\xi_i, \\
\bar{y}_i &= C_i \bar{z}_i,
\end{align*}
\]

where $\xi_i = [\xi_{i,1}, \ldots, \xi_{i,p-1}]^T$, $\bar{d}_{i,j} \in \mathbb{R}^{n_x}$ for $j = 1, \ldots, p - 1$ and they are generated recursively by $\bar{d}_{i,p-1} = b_i$ and $\bar{d}_{i,j} = (A_{ci} + \lambda_j I)\bar{d}_{i,j+1}$ for $j = p - 2, \ldots, 1$. The system (1) is then transformed to

\[
\begin{align*}
\dot{\bar{z}}_i &= A_{ci} \bar{z}_i + \phi_i \bar{y}_i + d_i \xi_{i,1} \\
\bar{y}_i &= C_i \bar{z}_i,
\end{align*}
\]

where $d_i = (A_{ci} + \lambda_1 I)\bar{d}_{i,1}$, and it can be shown that $d_{i,1} = b_i$ and

\[
\sum_{j=1}^{n_x} d_{i,j} s_i^{n_i-j} = \sum_{j=1}^{p-1} \left( s + \lambda_j \right) \sum_{j=1}^{n_x} b_{i,j} s_i^{n_i-j}.
\]

With $\xi_{i,1}$ as the input, the system (6) is with relative degree one and minimum phase. We introduce another state transformation to extract the internal dynamics of (6) with $z_i \in \mathbb{R}^{n_i-1}$ given by

\[
z_i = \bar{z}_i - d_{i,2} n_i \bar{y}_i,
\]

where $(\cdot)_{2:n_i}$ refers to the vector or matrix formed by the 2nd row to the $n_i$th row. With the coordinates $(z_i, y_i)$, (6) is rewritten as

\[
\begin{align*}
\dot{z}_i &= D_i z_i + \psi_i y_i \\
\dot{y}_i &= z_{i,1} + \psi_{i,1} y_i + b_{i,1} \xi_{i,1},
\end{align*}
\]

where $D_i$ is the left companion matrix of $d_i$, given by

\[
D_i = \begin{bmatrix}
-d_{i,2}/d_{i,1} & 1 & \cdots & 0 \\
-d_{i,3}/d_{i,1} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-d_{i,n_i-1}/d_{i,1} & 0 & \cdots & 1 \\
-d_{i,n_i}/d_{i,1} & 0 & \cdots & 0
\end{bmatrix}.
\]

and

\[
\begin{align*}
\psi_i &= \frac{d_i}{d_{i,1}} \phi_i, \\
\psi_{i,y} &= \frac{d_i}{d_{i,1}} + \phi_{i,1}.
\end{align*}
\]

For the exosystem, since its system matrix has distinct eigenvalues on the imaginary axis, we transform the exosystem in a special form with a known constant output matrix.

**Lemma 3.1** Consider a linear system

\[
\dot{z} = F z, \quad z(0) = z_0, \quad y = g^T z
\]

where $z \in \mathbb{R}^{n_x}$ is the state vector, with $n_x$ an unknown positive constant integers, $y \in \mathbb{R}$ is the output, $g \in \mathbb{R}^{n_x}$ is an unknown vector, $z_0 \in \mathbb{R}^{n_x}$ is an unknown initial state, and $F \in \mathbb{R}^{n_x \times n_x}$ has known distinct eigenvalues on the imaginary axis. There exists a state transformation with $w = T_z$, such that the system dynamics are described by

\[
\dot{w} = Sw, \quad w(0) = w_0, \quad y = h^T w
\]

where $F \in \mathbb{R}^{n_x \times n_x}$ is a known skew-symmetric block diagonal matrix, and $h \in \mathbb{R}^{n_x}$ is a known constant vector, $w_0 \in \mathbb{R}^{n_x}$ is an unknown initial state.

\[
\begin{proof}
\text{The system order } n_x \text{ can be an even or odd positive integer. For an odd } n_x, \text{ the system has a single eigenvalue at } 0, \text{ indicating that the output contains a constant bias. For the convenience of presentation, we show the proof for the even order.}
\end{proof}

Since the eigenvalues of $F$ are distinct and on the imaginary axis, there exists a nonsingular $T \in \mathbb{R}^{n_x \times n_x}$ such that $T F T^{-1} = S$, with $S = \text{diag}\{S_1, \ldots, S_{n_x/2}\}$, of which $S_i = \begin{bmatrix} 0 & \omega_i \\ -\omega_i & 0 \end{bmatrix}$ with $\omega_i$ being positive real numbers, indicating the frequencies of the output signal. Let $\bar{g} = T^{-T} g$ and $z_0 = T z_0$. With $e SiT = \begin{bmatrix} \cos \omega_i t & \sin \omega_i t \\ -\sin \omega_i t & \cos \omega_i t \end{bmatrix}$, the system output is given by

\[
y = \sum_{i=1}^{n_x/2} \left( \bar{g}_{2i-1} \bar{z}_{2i-1} + \bar{g}_{2i} \bar{z}_{2i} \right) \cos \omega_i t \]

\[
+ \left( \bar{g}_{2i-1} \bar{z}_{2i-1} + \bar{g}_{2i} \bar{z}_{2i} \right) \sin \omega_i t.
\]

Considering the output $y$ with the state $w$, we obtain the components of $w_0$ as, for $i = 1, \ldots, n_x/2$,

\[
w_{0,2i-1} = \bar{g}_{2i-1} \bar{z}_{2i-1} + \bar{g}_{2i} \bar{z}_{2i},
\]

\[
w_{0,2i} = \bar{g}_{2i-1} \bar{z}_{2i-1} - \bar{g}_{2i} \bar{z}_{2i},
\]

and $h = [1, 0, 1, 0, \ldots, 1, 0]^T$.

Based on Lemma 3.1, we can assume that the exosystem in (3) has a known constant output vector $h$ and a known skew-symmetric system matrix $S$. Before we introduce the control design, we need a result on the Laplacian matrix.

**Lemma 3.2:** [16], [15] If the adjacency matrix $A$ whose corresponding connection graph is strongly connected, and the non-negative diagonal matrix $\Delta$ has at least one positive diagonal element, there exist a positive diagonal matrix $G$ with $G = \text{diag}\{g_1, \ldots, g_N\}$ such that

\[
G(L + \Delta) + (L + \Delta)^T G \geq r_0 I
\]

for some positive real number $r_0$, where $L$ is the Laplacian matrix, corresponding to $A$.

Let us denote $e = [e_1, e_2, \ldots, e_N]^T$, and the consensus regulation error $z = Q e$ where $Q = L + \Delta$, with $\Delta = \text{diag}\{\delta_1, \ldots, \delta_N\}$. It is worth noting that $z = Q e$ implies that

\[
z_i = \sum_{j=1}^{N} q_{ij} e_j = \sum_{j=1}^{N} a_{ij} (y_i - y_j) + \delta_i (y_i - h^T w_0)
\]

(14)
for $i = 1, \ldots, N$, where $q_{ij}$ are the elements of $Q$. Clearly, $\zeta_i$ is available to the control design for the $i$th subsystem.

**IV. CONTROL DESIGN, $\rho = 1$**

For $\rho = 1$, we have $\xi_{i,1} = u_i$, and from (9), the output dynamics of the subsystem $i$ is
\[
\dot{y}_i = z_{i,1} + \psi_{i,y} y_i + b_{i,\rho} u_i.
\]

Let
\[
z_i = F_i w_0, \\
\eta_i = \frac{1}{b_i}(h^T S w_0 - z_{i,1} - \psi_{i,y} y_0),
\]
where $F_i \in \mathbb{R}^{(n_i-1) \times \alpha_i}$ is a solution of
\[
F_i S - D_i F_i = \psi_i h^T.
\]

Note the solution of $F_i$ is guaranteed by the fact that $S$ and $D_i$ have exclusive eigenvalues. The subsystem dynamics can be rewritten as
\[
\dot{z}_i = D_i z_i + \psi_i e_i, \\
\dot{e}_i = z_{i,1} + \psi_{i,y} e_i + b_{i,\rho}(u_i - \eta_i) \tag{15}
\]
where $\dot{z}_i = z_i - z_0$.

The regulation error $e_i$ is available for control design only if $\delta_i = 1$. In case of $\delta_i = 0$, we propose to use an estimate of the regulation error given by
\[
\hat{e}_i = y_i - h^T \hat{w}_{0i} \tag{16}
\]
for control design, where $\hat{w}_{0i}$ is an estimate of $w_0$ in the subsystem $i$. We can unify the notation by defining
\[
e_i := e_i + (1 - \delta_i)(y_0 - h^T \hat{w}_{0i}) = e_i + (1 - \delta_i)h^T \hat{w}_{0i} \tag{17}
\]
where $\hat{w}_{0i} = w_0 - \hat{w}_{0i}$. From (15), the dynamics of $e_i$ is obtained as
\[
\dot{e}_i = \dot{z}_{i,1} + \psi_{i,y} e_i + b_{i,\rho}(u_i - \eta_i) + (1 - \delta_i)h^T \dot{\hat{w}}_{0i} \tag{18}
\]

Let
\[
u_i = \hat{\varphi}_i \hat{u}_i, \tag{19}
\]
where $\hat{\varphi}_i$ is an estimate of $\varphi_i := 1/b_{i,\rho}$, with the adaptive law
\[
\dot{\hat{\varphi}}_i = -\text{sgn}(b_{i,\rho}) \epsilon_i \hat{g}_i. \tag{20}
\]

The dynamics of the estimated regulation error can be written as
\[
\dot{e}_i = \dot{z}_{i,1} + \psi_{i,y} e_i - (1 - \delta_i)h^T \dot{\hat{w}}_{0i} + h^T w_i - b_{i,\rho} \hat{\varphi}_i \hat{u}_i + \bar{u}_i \tag{21}
\]
where $\bar{u}_i = g_i - \hat{g}_i$ and $(1 - \delta_i)h^T S w_0 - b_{i,\rho} \eta_i := h^T w_i$ with $\bar{u}_i = S w_i$, by Lemma 3.1. Design the control input by setting
\[
\bar{u}_i = -k_0 \epsilon_i - \hat{k}_i \zeta_i + (1 - \delta_i)h^T \dot{\hat{w}}_{0i} - h^T \bar{u}_i \tag{22}
\]
where $k_0$ is a positive real constant, and $\hat{k}_i$ is an adaptive gain. We design the adaptive laws as
\[
\dot{\hat{w}}_{0i} = S \bar{w}_{0i} - (1 - \delta_i) \zeta_i h, \tag{23}
\]
\[
\dot{\hat{w}}_{i} = S \bar{w}_{i} + e_i h, \tag{24}
\]
\[
\dot{\hat{k}}_i = \epsilon_i \hat{g}_i. \tag{25}
\]

The resultant dynamics of $e_i$ is obtained as
\[
\dot{e}_i = \dot{z}_{i,1} + \psi_{i,y} e_i - k_0 \epsilon_i - \hat{k}_i \zeta_i + h^T \bar{w}_i - b_{i,\rho} \hat{\varphi}_i \bar{u}_i \tag{26}
\]
where $\bar{w}_i = w_i - \bar{u}_i$.

**Theorem 4.1** For the network connected heterogeneous unknown linear subsystems (1) with relative degree $\rho = 1$, the control input specified in (19) and (22) together with the adaptive laws in (23), (24) and (25) solve the consensus output tracking problem under Assumptions 1, 2 and 3, in the sense that the regulation error $e_i$ converges to zero asymptotically for $i = 1, \ldots, N$.

**Proof:** Let
\[
V_{e1} = \frac{1}{2} \sum_{i=1}^{N} g_i(\epsilon_i^2 + |b_{i,\rho}| \bar{g}_i^2 + k w_{0i}^T w_{0i} + \bar{w}_i^T \bar{w}_i + \bar{k}_i^2) \tag{27}
\]
where $\bar{k}_i = k - \hat{k}_i$ with $k$ a positive constant to be determined later. By (21), we have
\[
\dot{V}_{e1} = \sum_{i=1}^{N} g_i(-k_0 \epsilon_i^2 - \hat{k}_i \epsilon_i \zeta_i + \epsilon_i \dot{z}_{i,1} + \epsilon_i \psi_{i,y} e_i + e_i \psi_{i,y} \epsilon_i + \epsilon_i \psi_{i,y} e_i
\]
\[
+ k w_{0i}^T \dot{w}_{0i} + \bar{w}_i^T \bar{w}_i - (k - k_0) \epsilon_i \tag{28}
\]
where we have used the adaptive laws for $\bar{k}_i$ and $\hat{w}_i$ and the fact that $\bar{w}_i^T S \bar{w}_i = 0$, because $S$ is skew-symmetric. Substituting $\epsilon_i = e_i + (1 - \delta_i) h^T \dot{\hat{w}}_{0i}$ into (28), we have
\[
\dot{V}_{e1} = \sum_{i=1}^{N} g_i(-k_0 \epsilon_i^2 - k_0 \epsilon_i \zeta_i + (1 - \delta_i) h^T \dot{\hat{w}}_{0i} \zeta_i + e_i \dot{z}_{i,1} + e_i \psi_{i,y} \epsilon_i + k \bar{w}_i^T \bar{w}_i).
\]

Note that
\[
\sum_{i=1}^{N} g_i e_i \zeta_i \geq \frac{1}{2} e^T (GQ + Q^T G)e \geq 2 \frac{1}{2} k_{00} \|e\|^2
\]
by Lemma 3.2. It follows that
\[
\dot{V}_{e} \leq -\frac{1}{2} k_{00} \|e\|^2 + \sum_{i=1}^{N} g_i (\nu_i - (k_0 - 2k) \epsilon_i^2 + \frac{1}{4k} \|\dot{\bar{u}}_i\|^2 + \frac{\dot{\psi}_{i,y}^2}{4k}) \tag{30}
\]
\[
\leq -\frac{1}{2} k_{00} \|\tilde{z}_i\|^2 + \frac{\dot{\psi}_{i,y}^2}{4k} \sum_{i=1}^{N} \|\bar{z}_i\|^2
\]
where $\kappa$ is a positive constant that satisfies $\kappa < \frac{1}{2} \min \{k_{00}\}, \tilde{g} := \max_i \{g_i\}$, and $\dot{\psi} := \max_i \{\dot{\psi}_{i,y}\}$.

Since $D_i$ is Hurwitz, there exists a positive definite matrix $P_i$ such that $P_i D_i + D_i^T P_i = -3I$. Let
\[
V_{z} = \sum_{i=1}^{N} z_i^TP_i \tilde{z}_i. \tag{31}
\]

From (15), it can be obtained that
\[
\dot{V}_{z} = -3 \sum_{i=1}^{N} \|\tilde{z}_i\|^2 + 2 \sum_{i=1}^{N} \bar{z}_i^T P_i \tilde{g}_i e_i \tag{32}
\]
\[
\leq -2 \sum_{i=1}^{N} \|\tilde{z}_i\|^2 + \bar{P}_d \|e\|^2
\]
where $\hat{p}_d := \max\{\|P_l \psi_i\|^2\}$. Let $V_1 = V_{e1} + \frac{q}{4\kappa} V_{a}$. From (30) and (32), we have

$$
\dot{V}_1 \leq -\left(\frac{1}{2} k_{r_o} - \tilde{v} - \hat{p}_d \frac{q}{4\kappa}\right)\|e\|^2 - \sum_{i=1}^{N} \|\tilde{z}_i\|^2
$$

$$
= -\kappa_0 \|e\|^2 - \frac{q}{4\kappa} \sum_{i=1}^{N} \|\tilde{z}_i\|^2
$$

by setting $k = \frac{2}{\kappa_0} (\kappa_0 \tilde{v} + \tilde{p}_d \frac{q}{4\kappa})$ with $\kappa_0 > 0$. Hence we can conclude that all the variables in the closed-loop system are bounded, $e \in L^{2} \cap L^{\infty}$, $\dot{z}_i \in L^{2} \cap L^{\infty}$, for $i = 1, \ldots, N$, and furthermore from Balabal’s lemma, that $\lim_{t \to \infty} e(t) = 0$ and $\lim_{t \to \infty} \tilde{z}_i(t) = 0$, for $i = 1, \ldots, N$.

**Remark 1.** For the case $\rho = 1$, the only exchange of information through the network is due to the variable $\zeta_i$ in the control input and the adaptive laws. Other variables used in the control design are locally generated, i.e., they are generated in the subsystem.

### V. Control Design, $\rho > 1$

For the case of $\rho > 1$, the subsystem dynamics can be written as

$$
\dot{z}_i = D_{i} \dot{z}_i + \psi_i e_i,
$$

$$
\dot{e}_i = \tilde{z}_i + \psi_i, y e_i + b_{i, \rho} (\hat{\xi}_i - \eta_i).
$$

(33)

Comparing (33) with (15), the only difference is that $u_i$ is replaced by $\hat{\xi}_i$. With $\rho > 1$, we cannot assign values to $\xi_{i,1}$, but a desired value of $\xi_{i,1}$, denoted by $\hat{\xi}_i$, can be determined in a similar way to the control design for the case of $\rho = 1$ shown in the previous section. The final control $u_i$ can be obtained by adaptive backstepping, following the dynamics of the filters shown in (4) in $\rho - 1$ steps.

**Assumption 4.** All the subsystems have the known high-frequency gains.

**Remark 2.** This assumption is not needed for the case of $\rho = 1$. It is introduced here to ease the control design in dealing with the propagation of adaptive parameters that may happen among the subsystems. It is fairly common to assume some knowledge of the high-frequency gains in adaptive control design [17], [18].

From (33) with (17), the dynamics of the estimated regulation error can be written as

$$
\dot{e}_i = \tilde{z}_i + \psi_i, y e_i - (1 - \delta_i) h^T \hat{w}_{i0} + h^T \hat{w}_{i1} + h^T \hat{w}_{i2}
$$

$$
+ b_{i, \rho} \hat{\xi}_i.
$$

(34)

where $(1 - \delta_i) h^T S w_0 := h^T \hat{w}_{i1},$ with $\hat{w}_{i1} = S w_{i1},$ and $-b_{i, \rho} \eta_i := h^T \hat{w}_{i2},$ with $\hat{w}_{i2} = S w_{i2},$ by Lemma 3.1. Let

$$
\hat{\xi}_{i,1} = \frac{1}{b_{i, \rho}} \left( -k_{\rho} e_i - \hat{k}_i \zeta_i + (1 - \delta_i) h^T \hat{w}_{i0} - h^T \hat{w}_{i1} - h^T \hat{w}_{i2} \right)
$$

(35)

where $\hat{w}_{i1}$ and $\hat{w}_{i2}$ are estimates of $w_{i1}$ and $w_{i2}$ respectively, and the resultant dynamics of $e_i$ is given by

$$
\dot{e}_i = \tilde{z}_i + \psi_i, y e_i - k_{\rho} e_i - \hat{k}_i \zeta_i + h^T \hat{w}_{i1} + h^T \hat{w}_{i2}
$$

$$
+ b_{i, \rho} \hat{\xi}_{i,1},
$$

(36)

where $\hat{\xi}_{i,1} = \xi_{i,1} - \hat{\xi}_{i,1}, \hat{w}_{i1} = w_{i1} - \hat{w}_{i1}, \hat{w}_{i2} = w_{i2} - \hat{w}_{i2}.$

In the second step of the adaptive backstepping, we start with

$$
\dot{\hat{\xi}}_{i,1} = -\lambda_1 \hat{\xi}_{i,1} + \hat{\xi}_{i,2} - \hat{\xi}_{i,1}.
$$

(37)

Note that $\hat{\xi}_{i,1}$ is a function of $e_i, \xi_i, \hat{k}_i, w_{i0}, \hat{w}_{i1},$ and $\hat{w}_{i2}.$ Hence, we have

$$
\dot{\hat{\xi}}_{i,1} = -\lambda_1 \hat{\xi}_{i,1} + \hat{\xi}_{i,2} - \hat{\xi}_{i,1}
$$

$$
- \frac{\partial \hat{\xi}_{i,1}}{\partial \hat{w}_{i2}} + \frac{\partial \hat{\xi}_{i,1}}{\partial \hat{w}_{i1}} (1 - \delta_i) h^T \hat{w}_{i0} + \hat{z}_i, + \psi_i, y e_i + h^T \hat{w}_{i1} + h^T \hat{w}_{i2}
$$

$$
+ b_{i, \rho} \hat{\xi}_{i,1}.
$$

(38)

Based on (38), we design $\hat{\xi}_{i,2}$ for $\rho = 2$ as

$$
\dot{\hat{\xi}}_{i,2} = \lambda_1 \hat{\xi}_{i,1} + \hat{\xi}_{i,2} - \frac{\partial \hat{\xi}_{i,1}}{\partial \hat{w}_{i1}} (1 - \delta_i) h^T \hat{w}_{i0} + \hat{z}_i, + \psi_i, y e_i + h^T \hat{w}_{i1} + h^T \hat{w}_{i2}
$$

$$
+ b_{i, \rho} \hat{\xi}_{i,1}.
$$

(39)

where $k_{2,1}, k_{2,2}$ and $k_{2,3}$ are positive constant design parameters, and $\hat{w}_{j,2}$ is an estimate of $w_{j,2}$ that is kept in ith subsystem, and subsequently we denote $\hat{w}_{j,2} = w_{i2} - \hat{w}_{j,2}$. The resultant dynamics of $\hat{\xi}_{i,2}$ are obtained as

$$
\dot{\hat{\xi}}_{i,2} = -b_{i, \rho} e_i - k_{2,1} \zeta_i + \hat{\xi}_{i,2}
$$

$$
- k_{2,2} \frac{\partial \hat{\xi}_{i,1}}{\partial \hat{w}_{i1}} (1 - \delta_i) h^T \hat{w}_{i0} + \hat{z}_i, + \psi_i, y e_i + h^T \hat{w}_{i1} + h^T \hat{w}_{i2},
$$

$$
\frac{\partial \hat{\xi}_{i,2}}{\partial \hat{w}_{i1}} (1 - \delta_i) h^T \hat{w}_{i0} + \hat{z}_i, + \psi_i, y e_i + h^T \hat{w}_{i1} + h^T \hat{w}_{i2}
$$

$$
+ b_{i, \rho} \hat{\xi}_{i,1}.
$$

(40)

If $\rho = 2$, we have $\hat{\xi}_{i,2} = 0$ and we can set

$$
u_i = \hat{\xi}_{i,2}.
$$

(41)

Then the adaptive laws are given by

$$
k_{i} = \epsilon_i, \hat{\xi}_{i,1} = \hat{\xi}_{i,1} + \hat{\xi}_{i,2} + \hat{\xi}_{i,1}
$$

$$
\hat{w}_{i0} = S \hat{w}_{i0} - (1 - \delta_i) \zeta_i h, \hat{w}_{i1} = S \hat{w}_{i1} + \epsilon_i h - \hat{\xi}_{i,1} \frac{\partial \hat{\xi}_{i,1}}{\partial \hat{w}_{i1}} h, \hat{w}_{i2} = S \hat{w}_{i2} + \epsilon_i h - \hat{\xi}_{i,1} \frac{\partial \hat{\xi}_{i,1}}{\partial \hat{w}_{i2}} h, \hat{w}_{j,2} = S \hat{w}_{j,2} - \hat{\xi}_{i,1} \frac{\partial \hat{\xi}_{i,1}}{\partial \hat{w}_{i2}} h, j = 1, \ldots, N.
$$

(42)

Note that the control inputs shown in (41) and the adaptive laws shown above are still distributed. This means the control and adaptive laws of the ith subsystem use the information of the subsystems that are connected the ith subsystem.

From the design procedures shown for $\rho = 2$, it is expected that control design can be carried out for $\rho > 2$ using adaptive backstepping, but more tedious. We show the stability analysis for the case of $\rho = 2$ first.

**Theorem 5.1** For the network connected heterogeneous unknown linear subsystems (1) with relative degree $\rho = 2$, the distributed
control input specified in (41) and (39) together with the adaptive laws (42), (43), (44), (45) and (46) solve the consensus output tracking problem under Assumptions 1, 2, 3, and 4, in the sense that the regulation error \( e_i \) converges to zero asymptotically for \( i = 1, \ldots, N \).

**Proof.** Let

\[
V_{i2} = \frac{1}{2} \sum_{i=1}^{N} g_i (e_i^2 + \dot{\xi}_{i,1}^2 + k \dot{w}_0 \dot{\bar{w}}_{0i} + \bar{w}_{i,1}^2 + \dot{\bar{w}}_{i,2}^2 + 2 \bar{q}_i^2).
\]

By (36), (40), and the adaptive laws (44), (45) and (46), we have

\[
\dot{V}_{i2} = \sum_{i=1}^{N} g_i \left( - (k_0 - 2 \kappa_1) e_i^2 + \frac{1}{2} \sum_{j=1}^{N} q_j ( \dot{\xi}_{i,j,1}^2 + \dot{\xi}_{i,j,2}^2 + \dot{\xi}_{i,j,3} + \dot{\xi}_{i,j,4} e_i ) \right)
\]

where we have used the property that \( S \) is skew-symmetric. Following the same procedure in the proof of Theorem 4.1 in dealing with the term \( k e_i \dot{\xi}_{i,1} \), and similar procedures in dealing with other cross terms, we can obtain that

\[
\dot{V}_{i2} \leq - \frac{1}{2} k_{r_0} \| e \|^2 + \frac{1}{2} \sum_{i=1}^{N} g_i \left( - (k_0 - 2 \kappa_1) e_i^2 + \frac{1}{4 \kappa_1} \| \dot{\bar{z}}_i \|^2 \right)
\]

where \( \kappa_i \) for \( i = 1, 2, 3 \) are positive constants with \( \kappa_1 < \frac{1}{2} \min \{ \kappa_0 \} \), \( \kappa_2 < \frac{1}{2} k_{r_2} \), \( \kappa_3 < \frac{1}{2} k_{r_3} \), and \( \check{g} := \max \{ g_i \} \) and \( \check{\psi} := \max \{ \psi_{i,1}^2 \} \) and \( \bar{q} := \max \{ \bar{q}_i^2 \} \).

As the stability analysis of \( \bar{z}_i \) has been carried out in the previous section through the Lyapunov function \( V_2 \) in (31), we define

\[
V_2 = V_{i2} + \frac{\bar{g}}{4} \left( \frac{1}{\kappa_1} + \frac{1}{\kappa_2} + \frac{N \bar{q}}{\kappa_3} \right) \| \dot{\bar{z}}_i \|^2.
\]

From (49) and (32), we have

\[
\dot{V}_2 \leq - \frac{1}{2} k_{r_0} \| e \|^2 + \frac{\bar{g}}{4} \left( \frac{1}{\kappa_1} + \frac{1}{\kappa_2} + \frac{N \bar{q}}{\kappa_3} \right) \| \dot{\bar{z}}_i \|^2
\]

by setting \( k = \frac{2}{5} (\kappa_{r_2} - \frac{\hat{g}(\check{\psi} + \check{g})}{\bar{q}^2} \left( \frac{1}{\kappa_1} + \frac{1}{\kappa_2} + \frac{N \bar{q}}{\kappa_3} \right) ) \) with \( \kappa_{r_2} > 0 \).

Hence, we have the boundedness of all the variables, \( e \in L_2 \cap L_{\infty} \), \( \bar{z}_i \in L_2 \cap L_{\infty} \), for \( i = 1, \ldots, N \), and furthermore from Babalat's lemma, and that \( \lim_{t \to \infty} e(t) = 0 \) and \( \lim_{t \to \infty} \bar{z}_i(t) = 0 \), for \( i = 1, \ldots, N \).

For the case of \( \rho > 2 \), the backstepping procedures can be carried on in a similar way to the case of \( \rho = 2 \), but, clearly more variables will be involved in the design, which is a nature of backstepping design, especially in the case of backstepping of network-connected systems. It is important to clearly check the possible propagation of design variables needed in the network communication through the backstepping design. In the design shown here, the variables in other subsystems will be involved through the variable \( \xi_i \) in the \( i \)th subsystem. As shown in the control design for the case of \( \rho = 2 \), through the derivatives of \( \xi_i \), the other variables, \( w_{j,i} \) and \( \xi_{j,i} \) are also involved. As a local copy, \( \bar{w}_{j,i} \) is used for the estimation of \( w_{j,i} \) in the \( i \)th subsystem, its derivative remains local. In the next step, for \( \rho = 3 \), their derivatives will appear in the control design. It is clear that the derivative of \( \xi_{j,i} \) does not involve the interaction with other subsystems. The derivative of \( \xi_{j,i} \) does not propagate to other subsystems. In the subsequent steps, for the control design of the \( i \)th subsystem, the involvements will be limited to the variables \( \bar{w}_{j,i} \) and \( \xi_{j,i} \), \( r = 1, \ldots, \rho - 2 \), if \( q_{ij} \neq 0 \), in addition to \( \xi_i \). Hence, we can conclude that the variables used for the control design are the variables from the neighbouring subsystems, and no further propagation in the network connection to other subsystems, because of the specific control design with the introduction of the estimated unknown trajectory. For the convenience of the subsequent presentation, we define \( N_i := \{ j | q_{ij} \neq 0 \} \), i.e., \( N_i \) is the set that contains the index of the subsystems in the neighbourliness of the \( i \)th subsystem. We also introduce a generic index \( j_i \) to represent any element in \( N_i \). For example, \( \xi_{j,i} \) represents \( \xi_{j_i}, \) for \( j \in N_i \).

For \( \rho > 2 \), we need to use backstepping for \( r \) steps with \( r = \rho \). The steps for \( r = 1, 2 \) have been shown, and the following step shows the design for \( r > 2 \). Note that the tuning functions are normally used in adaptive backstepping when \( \rho > 2 \) to avoid multiple copies of estimated parameters in backstepping. To carry on the adaptive backstepping, we need to replace \( \bar{w}_{j,i} \), \( w_{j,i} \) in \( \xi_{i,2} \) (39) by \( \tau_{i,r} \) and \( \tau_{i,j}, r \) the corresponding tuning functions for \( \bar{w}_{j,i} \) and \( w_{j,i} \).

In the \( r \)th step of the adaptive backstepping, \( r = 3, \ldots, \rho \), we start with

\[
\dot{\xi}_{i,r-1} = - \lambda_{r-1} \xi_{i,r-1} + \xi_{i,r} - \dot{\xi}_{i,r-1}.
\]

Based on the previous discussion, we know that \( \dot{\xi}_{i,1} \) is a function of \( e_i, \xi_i, \hat{\xi}_i, \bar{w}_{0i}, \bar{w}_{i,1}, \bar{w}_{i,2}, \bar{w}_{j,i,2} \) and \( \xi_{j,m} \) for \( m = 1, \ldots, r - 2 \). Hence, we have

\[
\dot{\xi}_{i,r-1} = - \lambda_{r-1} \xi_{i,r-1} + \lambda_{r-1} \xi_{i,r} + \dot{\xi}_{i,r-1}\left( \frac{\hat{g}+\check{g}}{4} \right) \left( \frac{1}{\kappa_1} + \frac{1}{\kappa_2} + \frac{N \bar{q}}{\kappa_3} \right) \| \dot{\bar{z}}_i \|^2
\]

by setting \( k = \frac{2}{5} (\kappa_{r_2} - \frac{\hat{g}(\check{\psi} + \check{g})}{\bar{q}^2} \left( \frac{1}{\kappa_1} + \frac{1}{\kappa_2} + \frac{N \bar{q}}{\kappa_3} \right) ) \) with \( \kappa_{r_2} > 0 \).

Hence, we have the boundedness of all the variables, \( e \in L_2 \cap L_{\infty} \), \( \bar{z}_i \in L_2 \cap L_{\infty} \), for \( i = 1, \ldots, N \), and furthermore from Babalat's
Based on (51), we design \( \dot{\xi}_{i,r} \) as
\[
\dot{\xi}_{i,r} = -k_{r,2}(\partial_{\xi_{i,r-1}}^2 \xi_{i,r-1} - k_{r,3}(\partial_{\xi_{i,r-1}}^3 \xi_{i,r-1}) \left\{ \right. \\
-k_{r,2}(\partial_{\xi_{i,r-1}}^2 \xi_{i,r-1} - k_{r,3}(\partial_{\xi_{i,r-1}}^3 \xi_{i,r-1}) \left\{ \right. \\
+ \frac{\partial^2 \xi_{i,r-1}}{\partial \xi_{i,r-1}} \right. \\
\right. \\
+ \frac{\partial^2 \xi_{i,r-1}}{\partial \xi_{i,r-1}} \tau_{r,2} + \beta_{1,r,2} \\
+ \frac{\partial^2 \xi_{i,r-1}}{\partial \xi_{i,r-1}} (-\lambda_m \xi_{j,m} + \xi_{j,m+1}) (52)
\]

where \( k_{r,1}, k_{r,2} \) and \( k_{r,3} \) are positive constant design parameters; \( \tau_{\rho,2} \) is the tuning function for \( \tilde{w}_{\rho,1} \); and \( \beta_1, \beta_2, \beta_2, \beta_3, \) and \( \beta_4, \) are the complementing functions for the tuning functions [18]. The resultant dynamics of \( \xi_{i,r} \) are obtained as
\[
\dot{\xi}_{i,r-1} = -k_{r,2}(\partial_{\xi_{i,r-1}}^2 \xi_{i,r-1} - k_{r,3}(\partial_{\xi_{i,r-1}}^3 \xi_{i,r-1}) \left\{ \right. \\
-k_{r,2}(\partial_{\xi_{i,r-1}}^2 \xi_{i,r-1} - k_{r,3}(\partial_{\xi_{i,r-1}}^3 \xi_{i,r-1}) \left\{ \right. \\
+ \frac{\partial^2 \xi_{i,r-1}}{\partial \xi_{i,r-1}} \right. \\
\right. \\
+ \frac{\partial^2 \xi_{i,r-1}}{\partial \xi_{i,r-1}} \tau_{r,2} + \beta_{1,r,2} \\
+ \frac{\partial^2 \xi_{i,r-1}}{\partial \xi_{i,r-1}} (-\lambda_m \xi_{j,m} + \xi_{j,m+1}) (53)
\]

The adaptive laws for \( \tilde{w}_{0,1} \) and \( \tilde{w}_{0,1} \) remain the same as for \( \rho = 2 \) and the tuning functions are designed as
\[
\tau_{\rho,2} = S \tilde{w}_{\rho,1} + \epsilon \left[ \sum_{m=1}^{\rho-1} \tilde{\xi}_{i,m} \frac{\partial \xi_{i,m}}{\partial \xi_{i,1}} \right] (54)
\]
\[
\tau_{\rho,2} = S \tilde{w}_{\rho,2} + \epsilon \left[ \sum_{m=1}^{\rho-1} \tilde{\xi}_{i,m} \frac{\partial \xi_{i,m}}{\partial \xi_{i,1}} \right] (55)
\]
\[
\tau_{\rho,2} = S \tilde{w}_{\rho,2} + \epsilon \left[ \sum_{m=1}^{\rho-1} \tilde{\xi}_{i,m} \frac{\partial \xi_{i,m}}{\partial \xi_{i,1}} \right] (56)
\]

and we set \( \tau_{\rho,2} = 0 \), for \( \rho = 1, 2 \). The complementing functions are designed as
\[
\beta_{1,r,2} = \sum_{m=2}^{\rho-1} \tilde{\xi}_{i,m} \frac{\partial \xi_{i,m}}{\partial \xi_{i,1}} \frac{\partial \xi_{i,m}}{\partial \xi_{i,1}} (57)
\]
\[
\beta_{1,r,2} = \sum_{m=2}^{\rho-1} \tilde{\xi}_{i,m} \frac{\partial \xi_{i,m}}{\partial \xi_{i,1}} \frac{\partial \xi_{i,m}}{\partial \xi_{i,1}} (58)
\]
where \( k_i \) for \( i = 1, 2, 3 \) are positive constants with the refined conditions \( k_1 < \frac{1}{4} \min \{k_{21}\} \), \( k_2 < \frac{1}{4} \min \{k_{22}\} \), \( k_3 < \frac{1}{4k} \min \{k_{23}\} \), \( \bar{g} = 1 + \frac{\bar{g} - \bar{g}_i}{\bar{g}} \), and the other notations remain the same, i.e., \( \bar{g} := \max \{g_i\} \), and \( \bar{\psi} := \max \{\bar{\psi}_i\} \).

Again, using the stability property of \( \bar{\psi} \), established through the Lyapunov function \( V_c \) in (31), we define

\[
V_\rho = V_\rho + \frac{\bar{g}}{4k} V_c.
\]

From (66) and (32), we have

\[
\dot{V}_\rho \leq -\left( \frac{1}{2} tr_0 - \bar{g}(\bar{\psi} + \bar{p}_d) \right) \|e\|^2 - \frac{\bar{g}}{4k} \sum_{i=1}^{N} \|\bar{z}_i\|^2
\]

by setting \( k = \frac{1}{2} tr_0 - \bar{g}(\bar{\psi} + \bar{p}_d) \) with \( \kappa_{22} > 0 \). Then following the same procedure as that in the proof of Theorem 5.1, we have \( \lim_{t \to \infty} e(t) = 0 \) and \( \lim_{t \to \infty} \bar{z}_i(t) = 0 \), for \( i = 1, \ldots, N \).

VI. EXAMPLE

An example is used to demonstrate the control design for adaptive consensus output regulation. Consider a network-connected system that consists of 5 subsystems in the same form as (1), of which, for \( i = 1, 3, 5 \), each subsystem is a second-order linear model, with \( \phi_i = [1, 1, 1]^T \), and \( b_i = [2, 0, 10]^T \), and for \( i = 2, 4 \), each subsystem is a third-order linear model, with \( \phi_i = [1, 1, 1]^T \) and \( b_i = [1, 8, 15]^T \). Note that the values of \( \phi_i \) and \( b_i \) are not available to the control design. The exosystem matrix is \( S = \begin{bmatrix} 0 & 1/4 \\ -1/4 & 0 \end{bmatrix} \), and the desired system output is only available to subsystem 4. The adjacency matrix \( A \) and the resultant \( Q \) are given by

\[
A = \begin{bmatrix} 0 & 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 \end{bmatrix}, \quad Q = \begin{bmatrix} 2 & 0 & 0 & -1 & -1 \\ -1 & 1 & 0 & 0 & 0 \\ 0 & -1 & 1 & 0 & 0 \\ 0 & 0 & -1 & 2 & 0 \\ 0 & 0 & 0 & -1 & 1 \end{bmatrix}.
\]

The control design follows the procedures for \( \rho = 1 \), and in the simulation study, \( \kappa_{22} = 2.5 \). The subsystem outputs under the proposed control are shown in Figure 1.

VII. CONCLUSION

We have proposed an adaptive control design for output regulation of network-connected heterogeneous unknown linear systems. The control design successfully explores the structure of the exosystem for the estimation of the regulation errors of the subsystems and the desired feedforward control inputs. The adaptive laws are based on the estimated regulation errors and the control design is fully distributed and ensures the asymptotic convergence of the regulation errors of all the subsystems.
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