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Combination of Lateral and PA View Radiographs to Study Development of Knee OA and Associated Pain

Luca Minciullo\textsuperscript{a}, Jessie Thomson\textsuperscript{a}, and Timothy F. Cootes\textsuperscript{a}

\textsuperscript{a}Centre for Imaging Sciences, The University of Manchester, Stopford Building, Manchester, UK

ABSTRACT

Knee Osteoarthritis (OA) is the most common form of arthritis, affecting millions of people around the world. The effects of the disease have been studied using the shape and texture features of bones in Posterior-Anterior (PA) and Lateral radiographs separately. In this work we compare the utility of features from each view, and evaluate whether combining features from both is advantageous. We built a fully automated system to independently locate landmark points in both radiographic images using Random Forest Constrained Local Models. We extracted discriminative features from the two bony outlines using Appearance Models. The features were used to train Random Forest classifiers to solve three specific tasks: (i) OA classification, distinguishing patients with structural signs of OA from the others; (ii) predicting future onset of the disease and (iii) predicting which patients with no current pain will have a positive pain score later in a follow-up visit. Using a subset of the MOST dataset we show that the PA view has more discriminative features to classify and predict OA, while the lateral view contains features that achieve better performance in predicting pain, and that combining the features from both views gives a small improvement in accuracy of the classification compared to the individual views.
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1. INTRODUCTION

Osteoarthritis (OA) is the most common form of arthritis, affecting millions of people around the world, the chance of developing the disease being particularly high in older people. It has been reported\textsuperscript{1} that by 2030 around 20\% of the American population will be above the age of 65, and that half of them (35 million of patients) will be at high risk of developing OA, requiring a large amount of public money\textsuperscript{2} for treatments and surgery.

The most common signs of OA are: osteophytes, bony spurs that grow on the bones of the spine or around the joints, joint space narrowing (JSN) and calcium deposits. Painkillers and lifestyle changes are the only therapies currently available and eventually most patients have to undertake a total or partial joint arthroplasty.

OA is currently assessed from radiographs using the Kellgren and Lawrence (KL)\textsuperscript{3} grades from 0 to 4, where 0 represents normality and 4 the most severe stage of OA. When a radiograph is taken clinicians assign a discrete KL grade based on features in the image. This is time consuming, subjective and there are shortages of suitably trained radiologists. There is an increasing need for reliable systems that can perform the grading automatically. Detecting knee OA and assessing its severity are crucial step for clinical decision making and a reliable prediction of the disease progression.

Current automated systems focus on the PA view, but research\textsuperscript{4} indicates the lateral knee view adds information about pain, prediction of disease and other measures. It also allows better analysis of disease by capturing features missed in the PA angle.

We have developed fully automated systems to analyse the shape and texture of bones in both lateral and PA knees. The goal of this work is to compare which view gives the most informative features for studying OA, and to explore whether better results can be achieved by combining information from both views.

\textsuperscript{1}Further author information: (Send correspondence to Luca Minciullo)
Luca Minciullo: E-mail: luca.minciullo@postgrad.manchester.ac.uk
This work follows two different ones done in automated OA diagnosis. In the first one the authors built the first automated system to classify OA using lateral knee radiographs. This system was built on the MOST dataset, the only large dataset associated to a longitudinal study where at each visit both lateral and PA radiographs are acquired. This work showed that shape features extracted from lateral radiographs have promising discriminative capabilities, but lacked of a direct comparison with PA radiograph on the same dataset. The second work studied Posterior-Anterior (PA) knee radiographs from the OAI dataset to retrieve shape and texture features. They used a RFCLM on a 74 points model and extracted features of tibial texture.

Other approaches as the ones of Shamir and Anifah, where image processing techniques are applied to PA knee radiographs: in the former the authors extracted image content descriptors and image transforms to use as features in a Nearest Neighbor setting; the latter applied the unsupervised self organizing maps based on Gabor filter to classify the K-L grades. In the work of Jin, the authors used medical infrared thermography of the PA view to extract features on which train a SVM classifier.

Our work aims at combining features from both lateral and PA knee radiographs. For both lateral and PA radiographs the method was the following: we manually annotated a few hundred images with a set of landmark points, obtaining a collection of discrete shapes, from which we built statistical shape and appearance models. We used a Random Forest Regression Voting Constrained Local Model (RFCLM) to locate points in both single bones and combinations of bones. The detection of a ROI containing the joint was done using an object detector based on Random Forests (RF) to automatically initialise the RFCLM on each image.

Once an automated annotation was found, we extracted shape, texture and appearance parameters and combined them to solve three tasks related with OA: (i) OA classification, distinguishing patients with structural signs of OA from the others; (ii) predicting future onset of the disease and (iii) predicting which patients with no current pain will have a positive pain score later in a follow-up visit.

2. METHODS

Our lateral knee model is made of four different sub-shapes: the patella (21 points), the lateral femoral condyle (24 points), the medial femoral condyle (25 points) and the tibia (32 points). We considered the lateral femur as the union of the two femoral condyles (49 points). The whole knee model is then made of 102 points (Figure 1). In this work we ignored the points of the patella because there was not a corresponding model for the PA view.

On the other hand, the PA model is made of two shapes: the femur and the tibia (37 points each, for a total of 74 points).

2.1 Appearance Model

The way we extracted features was by building an appearance model. Combined Appearance Models (CAM) are an attempt to a better use of textural information and they are based on a statistical model that uses shape
as one of its components. In this way we achieve better representation power compared to a shape model and this could bring more robustness. Such a model incorporates non redundant information of the shape and the texture of the object of interest. They are built by first retrieving a statistical shape model of the knee.

A shape model is a mathematical object that represents each shape \( x = (x_1, y_1, x_2, y_2, \ldots)^T \) in the following way

\[
x = T(\bar{x} + P_s b_s; t),
\]

where \( \bar{x} \) is a representation of the mean shape in a suitable reference frame, \( P_s \) is a matrix containing a set of modes of variation and \( T \) applies a global similarity transformation with parameters \( t \).

The shape parameters \( b_s \) can be calculated from \( x \) using

\[
b_s = P_s^T (T^{-1}(x; t) - \bar{x}).
\]

![Figure 2. The mean appearance of the lateral (left) and Posterior-Anterior (right) models.](image)

In order to build an appearance model we start by assuming that we have built a shape model of variation, as described in equation 1. Then we warp each of the training image to match the mean shape and we sample the texture information from the resulting objects. To minimise the effect of lighting variation, we normalise the samples using a scale factor \( \alpha \) and an offset parameter \( \beta \) so that the mean of the pixel values is zero and the sum of their squares is unity. After applying PCA to the set of vectors obtained we end up with the linear model that follows

\[
g = T(\bar{g} + P_h b_g; t),
\]

where \( \bar{g} \) is the mean grey-level vector, \( P_h \) is a matrix of eigenvectors, explaining the textural variation and \( b_g \) are texture parameters. The number of texture parameters was chosen to be constantly equal to 30.

An Appearance model can be calculated by concatenating the two models and then via a further PCA. This is because shape and texture are often correlated.

\[
b = \begin{pmatrix} W_s b_s \\ b_g \end{pmatrix}, \quad b = Qc,
\]

where \( W_s \) is a diagonal matrix of weights, the shape eigenvalues, for each shape parameter, \( b_g \) are the texture parameters and \( c \) are the appearance parameters with corresponding eigenvectors listed in \( Q \).

### 2.2 Object Detection and Shape Model Matching

The first step in the segmentation of the bones was to build a global searcher able to find the individual bones within each image. Our implementation used a Hough Forest approach.\(^{15}\) We defined a bounding box starting from a pair of landmark points and then sampled from each image a set of patches with different displacements, angles and scales with respect to the location of the bone of interest. We then trained a Random Forest to learn the functional relation between the pixel intensities in the image patches and the corresponding displacements. This RF is scanned over a new image at multiple scales and orientations, voting for likely knee locations. The output of the global search is a bounding box with two reference points, from which we initialise each model (Figure 3).
In the second step we improve the fitting of the model, by applying a sequence of increasingly refined Constrained Local Models. The idea is to independently train a point detector per landmark point. Each model uses regression-voting trees to predict point displacements from patches of image texture and constrains the points using a shape model. The algorithm has been used previously to find hips and knees\textsuperscript{16} from radiographs.

In the search phase we sample a set of patches around the current approximation of the point location. We feed those patches into the Random Forest, receiving a prediction per patch and tree for the location of the landmark point of interest. We combine all the predictions in a voting image $V_i()$ for each point $i$. The shape model is used to regularise the result, finding the parameters $b,t$ which maximise the total votes $Q(b,t) = \sum_{i=1}^{n} V_i(T(\bar{x}_i + P_t b_i; t))$. With regard to the lateral view, we used a different segmentation model for each of the three shapes involved. Each of those models involved a sequence of three increasingly refined CLM, with frame width equal to 50, 100 and 200 pixels. The frame widths associated to the PA radiographs were 50, 200 and 500, the first two aim to find the whole knee shape at once while the last one improving the fitting of tibia and femur separately.

The RFCLM is trained on manually annotated points placed around the shape outlines. We used 500 images from the MOST dataset to train the lateral RFCLM and 500 images from the OAI dataset for the PA model.

<table>
<thead>
<tr>
<th></th>
<th>Lateral view</th>
<th>PA view</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shape</td>
<td>Texture</td>
</tr>
<tr>
<td>Femur</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Tibia</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Knee</td>
<td>44</td>
<td>30</td>
</tr>
</tbody>
</table>

### Table 1. Number of features per each shape and feature type.

#### 2.3 Extraction and combination of the features

The approach above enables us to fully automatically segment the outlines of the bones in new images. We can find shape, texture and appearance parameters given the points from the statistical shape model.
In this work we explore how the parameters from different structures and views can be combined to most effectively classify the disease or pain status of the knee. To combine parameter vectors we simply concatenate them.

3. RESULTS

The results shown in this section are obtained performing a 5-fold cross validation. For all the classification tasks introduced above we trained a Random Forest made of 25 trees. We show the performance of our technique by giving the areas under the Receiver Operating Characteristic (ROC) curves (AUC) for each bone and view or combinations of features.

3.1 Data

The images were taken from the Multicentre Osteoarthritis Study (MOST) dataset. This is a longitudinal prospective study that collected data from 3026 participants across with a 7-year follow-up. The data used in this work only considers data up to 30 months after baseline (second visit). Lateral and PA radiographs have been collected at each time-point for both knees. For the binary classification task the grades have been split into two groups: non-OA, KL (0,1), and the OA group, KL(2-4). KL grades and reported pain within the last 30 days are used as outcomes in the experiments, and different subsets of the data are used to solve the tasks of interest: (i) OA classification, using 4628 OA (KL ≥ 2) and 6805 non-OA images; (ii) OA prediction, using 3234 baseline images with no OA (KL ≤ 1) of those 272 develop OA within 30 months and 2962 do not develop OA; (iii) pain prediction, 845 knees with no pain at baseline with 478 later developing pain and 367 not developing pain.

3.2 OA Classification

The results of the automated diagnosis are shown in Table 2. In general, features extracted from the PA view perform better than those of the Lateral view. Furthermore, in various instances by combining features of the two views achieved AUCs higher than both the individual models. However, the best overall AUC of the combined model is only as good as the best AUC of the PA model, in both cases corresponding to the appearance features of the full knee model.

Table 2. Binary OA classification. AUC for the two individual views and their concatenation.

<table>
<thead>
<tr>
<th></th>
<th>Lateral view</th>
<th>PA view</th>
<th>Lateral + PA views</th>
</tr>
</thead>
<tbody>
<tr>
<td>Femur</td>
<td>74 ± 0.1</td>
<td>80.9 ± 0.01</td>
<td>82.3 ± 0.01</td>
</tr>
<tr>
<td>Tibia</td>
<td>72.3 ± 0.01</td>
<td>79.2 ± 0.01</td>
<td>81 ± 0.2</td>
</tr>
<tr>
<td>Knee</td>
<td>81.3 ± 0.2</td>
<td>82.7 ± 0.01</td>
<td>85.3 ± 0.2</td>
</tr>
</tbody>
</table>

3.3 OA Prediction

The accuracy of predicting future onset of structural OA are, shown in the following table. Again, in most cases

Table 3. Prediction of future onset of OA. AUC for the two individual views and their concatenation.

<table>
<thead>
<tr>
<th></th>
<th>Lateral view</th>
<th>PA view</th>
<th>Lateral + PA views</th>
</tr>
</thead>
<tbody>
<tr>
<td>Femur</td>
<td>57 ± 0.6</td>
<td>57.4 ± 0.8</td>
<td>58 ± 0.8</td>
</tr>
<tr>
<td>Tibia</td>
<td>54.1 ± 1.3</td>
<td>55.2 ± 1</td>
<td>53.1 ± 0.1</td>
</tr>
<tr>
<td>Knee</td>
<td>54.8 ± 0.8</td>
<td>56.3 ± 0.5</td>
<td>56.6 ± 1.1</td>
</tr>
</tbody>
</table>
the PA view has better performance than the lateral view, though the difference is much smaller than in the previous experiments. Moreover, features from the combined model are often more discriminative than the ones of the individual models achieving the best overall result, though by a small margin.

### 3.4 Pain Prediction

Predicting future onset of knee joint pain is the most challenging of the three tasks. Pain scores are very subjective and finding patterns in the way pain develops with time has proven to be extremely difficult. Results on this task are shown in Table 4

<table>
<thead>
<tr>
<th>Lateral view</th>
<th>PA view</th>
<th>Lateral + PA views</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape</td>
<td>Texture</td>
<td>App.</td>
</tr>
<tr>
<td>Femur</td>
<td>53.6 ± 1.1</td>
<td>54.9 ± 1.7</td>
</tr>
<tr>
<td>Tibia</td>
<td>54.1 ± 0.5</td>
<td>53.5 ± 1.2</td>
</tr>
<tr>
<td>Knee</td>
<td>53.1 ± 2.6</td>
<td>54.7 ± 0.8</td>
</tr>
</tbody>
</table>

Unlike the previous experiments, features extracted from lateral knee radiographs show consistently better performance than the ones of the PA view. Furthermore, on average combining the two sets of features does not seem to increase the performance. Nevertheless, the best overall AUC 56.9 ± 0.1 is achieved by the combination of textures features of the femur.

### 4. CONCLUSIONS AND FUTURE WORK

In this work we have shown the first attempt at combining shape, texture and appearance parameters of radiographs of the knee joint acquired from different views. Our experiments show that such concatenation leads to improved accuracy in various tasks, though often by a small margin. As far as we are aware this work is the first large scale direct comparison of the two views when studying OA and its future development.

The results show that the combination of the two view contains more discriminative features, but the magnitude of the improvement in performance is not large. Future work will involve the development of alternative ways of combining features from the two views. For example, we will be investigating way of building a combined model for the appearance and apply redundancy reduction techniques. We also aim to design a deep learning architecture to merge the information coming from the radiographs.

It would also be interesting to use combined features to solve other OA related classification problems in the computer aided study of the disease such as: automated assessment of the severity of OA, detection of osteophytes severity and joint space narrowing.
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