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Abstract

Unravelling the molecular complexities of crystal nucleation from solutions is predicated on our ability to measure and interpret high quality kinetic data. This allows us to link nucleation rates to supersaturation, as well as to kinetic rate expressions and their parameters, arising from mechanistic considerations. In this context it is vital to be able to assess the reliability of measured nucleation rate data. Accordingly this contribution details a statistical approach that aims at quantifying the inherent uncertainty associated with nucleation rates obtained from induction time measurements carried out in small volumes. We investigate how uncertainties attached to nucleation rates propagate to mechanistic parameters derived from them, and make recommendations for experimental protocols, as well as data analysis strategies that minimize said uncertainty. The approach is applied to induction time measurements obtained for benzoic acid/toluene solutions in a wide range of supersaturations.

1 Introduction

The nucleation of organic crystals from solution is a well-studied1–4, but by no means fully understood, phenomenon. It remains a challenging subject to study because nuclei are so small that their direct observation is not possible even with current state of the art measurement techniques.
In recent years, studying nucleation has seen a renaissance. This has been driven by a number of key developments – an increasing awareness of the importance of nucleation with respect to polymorphic outcome of crystallization processes\(^5\), the availability of increasing computational power and improved simulation methods enabling the behaviour of larger ensembles of molecules to be studied\(^6\)–\(^9\), the availability of off-the-shelf medium-throughput reactor devices for performing multiple repeats of identical experiments and, vitally, a range of easily accessible in situ microscopic and spectroscopic techniques. The latter has enabled a comparison to be made between the extent of self-assembly or solvation of molecules in solution and the building blocks that constitute their crystal structures\(^10\)–\(^11\).

The impact of medium throughput methods for determining nucleation rates can be seen, for example, in the Crystall16 methodology of Jiang and ter Horst\(^12\). They performed multiple experimental repeats of induction time measurements at the same experimental conditions (supersaturation, temperature, etc.). Performing such experiments in small solution volumes, which is beneficial from a standpoint of material consumption, accentuates the stochasticity of nucleation. This is seen in the fact that a series of experimental repeats shows a wide distribution of induction times. Jiang and ter Horst\(^12\) developed an approach to derive nucleation rates (with further modifications and applications published later\(^13\),\(^14\)) from such stochastic data. To the same end, microfluidic devices have been used to perform multiple repeats in flowing droplet systems; also resulting in nucleation rates\(^15\). One crucial outcome of this work has been the increasing availability of kinetic data relating nucleation rates to supersaturation and to solvent choice. Such methodologies have been used to investigate the nucleation kinetics of a variety of molecules including carboxylic acids\(^11\),\(^12\),\(^15\)–\(^17\), amino acids\(^12\), amides\(^13\),\(^14\) and ketones\(^18\).

Surprisingly, the reliability of nucleation rates derived from such inherently stochastic induction time measurements has only been tested in a cursory manner in the past\(^12\),\(^14\), i.e., a level of uncertainty was estimated for a specific case, but it was not quantified how such uncertainty would change under different conditions (for example the number of experimental repeats, etc.). Furthermore, the statistical assumptions used in these works remained largely untested. Other authors did not at all quantify the uncertainty attached to either the nucleation rates\(^15\),\(^19\)–\(^21\) or the quantities derived from them\(^11\),\(^18\),\(^22\). However, without knowing how reliable nucleation rate datapoints are, it is for example impossible to say whether differences observed between two cases have any statistical
significance or whether they are coincidental. The same is true for correlations between parameters
derived from such estimates of nucleation rates as the uncertainty propagates from rates to param-
eters in rate equations. This remains true regardless of what theory has been used to derive the
nucleation rate expressions.

In this article we conduct a statistical analysis of the induction time methodology\textsuperscript{12} with the
ultimate goal of assessing the confidence levels which may be placed on nucleation rates obtained
in this way. To do this, we first revisit the critical assumptions made in developing this technique
and recall the cases where these assumptions might not be applicable. Second, we generate large
amounts of synthetic induction time data and proceed to establish an analysis approach that allows
us to quantify the uncertainty attached to estimates of nucleation rates. Furthermore, we extensively
quantify how the level of uncertainty changes with the number of measurements taken (as well as
with other factors). This allows us to give recommendations for designing experimental campaigns
and for data analysis procedures that yield optimum estimates of nucleation rates (i.e., as reliable as
they can be given a certain dataset and measurement procedure). We then show a way to connect
the uncertainty quantification obtained from such synthetic data to experimental studies. Finally,
we present an updated experimental methodology to obtain induction time data using a Crystal16,
which we have used to gather nucleation rate data for the monomorphic compound benzoic acid
(CSD refcode BENZAC01) crystallized from toluene.

2 Background

2.1 Nucleation rates from induction times

The use of induction time data for measuring nucleation kinetics has been well documented\textsuperscript{12,14,22}.
Measuring induction times in small volumes has the advantage of lower material consumption and
better uniformity of the vessel (or droplet) content, i.e., mixing is typically stronger and tempera-
ture control easier to achieve than in larger crystallizers. However, working at small volumes, the
stochastic nature of nucleation becomes more apparent than in larger vessels. Indeed, performing
many equivalent, independent experiments (same supersaturation, temperature etc.) at solution
volumes in the order of 1 mL leads to a wide distribution of observed induction times. Sorting the
individual induction times, $t_{D,i}$ in ascending order, a cumulative probability, $P_i$ can be obtained
where \( N_{\text{exp}} \) represents the total number of induction time measurements made and \( N_{\text{nuc}} \) is the number of experiments where nucleation was detected (note \( N_{\text{nuc}} \leq N_{\text{exp}} \)). In order to characterize nucleation rates from such cumulative probability distributions, a link between the stochasticity exhibited in the series of experiments and the random processes occurring in each individual experiment must be made. Usually this is done by assuming that the formation of each nucleus occurs independently from the others within a given experiment (at least until the nuclei can be observed).

If one assumes that supersaturation is generated quickly and kept constant, the probability that at least one nucleus has formed in time \( t_N \) can be expressed in the form of a Poisson distribution\(^{12,14} \):

\[
P(t_N) = 1 - \exp \left( -J V t_N \right)
\]

where \( J \) is the nucleation rate and \( V \) is the volume of the solution. This equation assumes that nuclei are detected immediately upon their formation and also before their formation changes the solution properties (supersaturation, temperature, etc.). However, since the size of nuclei falls well below the detection limit of available instruments, changes in some proxy property of the solution (e.g. turbidity, concentration) are used in practice to indicate the onset of nucleation.

In the case of detection based on microscopy or turbidimetry, crystal sizes of around a micron and/or sufficient volume fractions are required to detect particles. Clearly, if an instrument can only detect nuclei after they have grown to a considerable size or when present in large numbers, the assumption of a constant nucleation rate (i.e., constant supersaturation) in Eq. (2) is violated and the decrease of supersaturation caused by the formation of nuclei and their subsequent growth should be accounted for, as shown by Maggioni and Mazzotti\(^{23} \). While this consideration remains valid regardless of the nucleation mechanism, there are limiting cases in which a modified form of Eq. (2) represents a good approximation and its comparable simplicity is retained. In earlier work of Dugua and Simon on the nucleation of sodium perborate\(^{24} \) and Kondepudi et al.\(^{25} \) on sodium chlorate, the nucleation behaviour was rationalized on the basis of an initial low (primary) nucleation rate followed by extensive secondary nucleation. This phenomenon is referred to as the “single nucleus mechanism”\(^{12,14,26} \) where an initial nucleus forms through primary nucleation and
grows to a certain size. At this point, it becomes large enough to undergo abrasion or a complete shattering, triggering rapid secondary nucleation, which is detected via a rapid increase in, for example, turbidity. The resulting detection time may then be formulated as

$$t_D = t_N + t_g + t_e$$

(3)

where $t_D$ is the detection time, $t_N$ is the time at which the single nucleus has formed, $t_g$ is the time for the nucleus to grow to the size at which it triggers secondary nucleation and $t_e$ is the time elapsed between secondary nucleation and the detection of particles by the measurement device.

While any or all of the terms on the right hand side of Eq. (3) could be stochastic (e.g., $t_g$ could be stochastic if growth rate dispersion occurs) the prevalent assumptions made in the literature are that $t_e$ is negligible and $t_g$ is deterministic. Using these assumptions, Eq. (2) can be modified using Eq. (3) to obtain:

$$P(t_D) = 1 - \exp(-JV(t_D - t_g))$$

(4)

While there is experimental evidence supporting the single nucleus mechanism and hence allowing the use of the simple approximation, Eq. (4), we believe that it is vital to bear in mind the underlying assumptions enabling this simplification. In particular the assumption of constant supersaturation up to the point of nuclei detection might be violated for systems with a high detection threshold (instrument specific) and low solubility (solute/solvent/temperature specific). However, we deem an extensive exploration of this conundrum to be outside the scope of the present work.

The experimental cumulative probability distributions (Eq. (1)) can then be fitted with the non-linear Eq. (4) by minimizing the sum of squared differences between model and experiment, defined as:

$$\Phi_{J,NL} = \sum_{i=1}^{N_{\text{nuc}}} (P_i - P(t_{D,i}))^2$$

(5)

where $P_i$ are the points on the experimental cumulative probability curve (Eq. (1)) and $P(t_{D,i})$ are the corresponding points calculated with Eq. (4). Alternatively, the nucleation rate can be obtained by fitting a linearized version of Eq. (4), i.e.:
\[ \ln (1 - P(t_D)) = -JV(t_D - t_g) \]  \hspace{1cm} (6)
or

\[ J = A S \ln S \exp \left( - \frac{B}{\ln^2 S} \right) \]  

(9)

for interface-transfer or volume-diffusion control, respectively. The supersaturation is defined as \( S = \frac{x}{x_s} \) where \( x \) and \( x_s \) are the mole fractions of the solute in the supersaturated and the equilibrium state, respectively. The two parameters \( A \) and \( B \) are typically referred to as the “thermodynamic” parameter \( B \):

\[ B = \frac{16\pi v_0^2 \gamma^3}{3k_b^2 T^3} \]  

(10)

and the “kinetic” parameter \( A \):

\[ A = \frac{f_0 C_0}{\sqrt{12\pi B}} \]  

(11)

In Eqs. (10) and (11), \( v_0 \) is the molecule volume, \( \gamma \) the interfacial energy of the cluster/solution interface, \( k_b \) the Boltzmann constant, \( T \) the absolute temperature, \( f_0 \) the supersaturation independent part of the attachment frequency of building units to a cluster and \( C_0 \) the concentration of nucleation sites.

\( A \) and \( B \) (for interface-transfer or volume-diffusion control, respectively) may be derived either by fitting the nonlinear Eqs. (8) and (9) to the data or via the equations’ linearized forms, Eqs. (12) and (13).

\[ \ln \left( \frac{J}{S} \right) = \ln A - \frac{B}{\ln^2 S} \]  

(12)

\[ \ln \left( \frac{J}{S \ln S} \right) = \ln A - \frac{B}{\ln^2 S} \]  

(13)

In both cases, the fitting is typically conducted with a least squares approach. Additionally, we note that Dunning and Notley\textsuperscript{29} derived a further linearized form of the CNT equation in 1957:

\[ \ln J + 3 \ln(\ln S) = \ln w + \ln \left( \frac{2av_0^2 \gamma^3}{k_b^2 T^3} \right) - \frac{\pi q^2 O}{k_b^2 T^2 \ln S} - \frac{av_0^2 \gamma^3}{k_b^2 T^3 \ln^2 (S)} \]  

(14)

where \( w \) is a frequency factor, \( n \) is the number of critical nuclei, \( a \) is a geometrical factor, \( q \) is the free energy per unit length of the edge of the surface nucleus, and \( O \) is the area occupied by a molecule on the cluster surface. This form of the equation is related to the interface transfer controlled Eq. (8), but differs in that it specifically assumes nucleus growth to take place by a
surface nucleation mechanism. This introduces additional supersaturation dependent terms in the
equation, but plots of $\ln J + 3 \ln (\ln S)$ vs $\ln^{-2} S$ for the nucleation of cyclonite and sucrose showed
a good linear relationship suggesting that the last term in Eq. (14) is dominant\textsuperscript{29,30}.

3 Statistical analysis approach

The methodology employed here, i.e., using measured induction probabilities to access nucleation
rates, has found considerable use, but only limited assessment has been made\textsuperscript{12} of the reliability of
both the derived nucleation rates and the fitted values of $A$ and $B$ in the CNT equations. Here we
set out to explore more fully the impact of various data fitting methods and the relationship between
the number of measured data points and the confidence that we may place on the calculated value
of the nucleation rate (and by extension the parameters $A$ and $B$).

3.1 Generation of synthetic induction times

The following procedure was adopted: firstly, a range of supersaturations was chosen and at each
supersaturation the “true” nucleation rate was calculated using Eq. (8) together with the values of
$A$ and $B$ given in Table 1. Random numbers were then generated between 0 and 1 to represent
“synthetic” probabilities of induction, $P$. The random numbers were generated using the imple-
mentation of the Mersenne twister\textsuperscript{31} as built into MatLAB2015a. For each of these probabilities a
“synthetic” induction time was calculated by using Eq. (4) together with the “true” nucleation rate
and the growth time, $t_g$ calculated using Eqs. (15) and (16):

$$G = k (S - 1)^g$$

(15)

$$t_g = \frac{r_a}{G}$$

(16)

where $G$ is the growth rate, $g$ and $k$ are the parameters of crystal growth (Table 1), and $r_a$ is
the size of the nucleus before rapid secondary nucleation occurs, taken to be 10 $\mu$m (without loss
of generality). Nucleation rates were then obtained by fitting these data to Eq. (4) or Eq. (6)
and by using $t_g$ estimated in one of three ways: firstly by making it a parameter to be identified
during the fitting, secondly taking it to be the shortest induction time and finally using Eqs. (15) and (16). In this way, it was possible to create sets of synthetic data corresponding to any number of experimental observations ($N_{\text{exp}}$) at any supersaturation ($S$) and to repeat the “experimental campaign” as many times as desired. Thus, for the five supersaturations in Table 1, experiments were simulated in which $N_{\text{exp}} = 20, 30, 40, \ldots, 400$. By repeating each of these experimental campaigns 10,000 times large numbers of $J$ values were generated which enabled their probability density distribution and confidence intervals to be explored as functions of both $N_{\text{exp}}$ and $S$.

Table 1: Parameters used in the induction times generation process

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$8 \times 10^5$ m$^{-3}$ s$^{-1}$</td>
</tr>
<tr>
<td>$B$</td>
<td>3.5</td>
</tr>
<tr>
<td>$k$</td>
<td>$1 \times 10^{-8}$ m s$^{-1}$</td>
</tr>
<tr>
<td>$g$</td>
<td>2</td>
</tr>
<tr>
<td>$r_a$</td>
<td>$1 \times 10^{-5}$ m</td>
</tr>
<tr>
<td>$V$</td>
<td>$1.5 \times 10^{-6}$ m$^3$</td>
</tr>
<tr>
<td>$N_{\text{exp}}$</td>
<td>20, 30, \ldots, 400</td>
</tr>
<tr>
<td>$S$</td>
<td>1.6, 1.7, \ldots, 2.0</td>
</tr>
<tr>
<td>Experimental repeats</td>
<td>10,000</td>
</tr>
</tbody>
</table>

3.2 Derivation and reliability of nucleation rate values

These simulations provide, at each $S$ and $N_{\text{exp}}$, 10,000 values of $J$ for each fitting method and for each way of dealing with $t_g$. For each fitting method and set of $J$ values both the complete probability density distribution ($p$) of $J$ and the 95% confidence interval as a function of $N_{\text{exp}}$ were calculated. These computations were designed to aid an assessment of the best method for calculating $J$ from experimental data and the reliability of the obtained $J$ values (assuming the single nucleus model applies and that the supersaturation stays constant up to nuclei detection; see Section 2.1). We also highlight that for low $S$ the available experimental time (typically 5-8 hours) is insufficient for all the vials to nucleate and hence the number of measured induction times, $N_{\text{nuc}} < N_{\text{exp}}$. Consequently the largest value of $P$ inferred from the detection times is less than one. To assess the reliability of the nucleation rates in such cases, we defined a threshold value of $P = P_{\text{cutoff}}$, being the fraction of data points used in calculating $J$. $P_{\text{cutoff}}$ was assigned values between 0.1 to 1 in the data presented here. In practice, low values of $P_{\text{cutoff}}$ are the result of slow nucleation
at low supersaturations while larger values of $P_{\text{cutoff}}$ result at high supersaturations (at constant maximum experiment/observation time). Allowing more time for observation in experiments yields higher $P_{\text{cutoff}}$ values. The choice of $P_{\text{cutoff}}$ as a representative number (rather than a maximum observation time) is beneficial, because unlike the observation time, the probability is dimensionless and hence transferrable between solute/solvent systems (that exhibit different kinetics).

### 3.3 Reliability of CNT Parameters and derived properties

The above procedure allows quantitative assessment of the uncertainty of nucleation rate values obtained from a set of induction times. This uncertainty will propagate to the CNT parameters $A$ and $B$ as well as any subsequently derived parameters. To investigate this, we sample the synthetic $J$ distributions (one nucleation rate for each supersaturation; for $n$ samples) and proceed to fit the obtained data sets in a least squares sense with the linear or nonlinear version of the CNT rate equations, Eqs. (8) and (12) (or their equivalent for other mechanisms), to obtain the parameters $A$ and $B$. We minimize the sum of squares by varying $A$ and $B$, for instance in Eq. (12), to achieve this:

$$\Phi_{\text{CNT}} = \sum_{k=1}^{K} \left( \ln \left( \frac{J_k}{S_k} \right) - \ln \left( \frac{J_{\text{exp},k}}{S_k} \right) \right)^2$$  \hspace{1cm} (17)

where $K$ is the number of supersaturations for which induction time data was measured, $S_k$ the supersaturations, $J_k$ the calculated nucleation rates at the present $A$ and $B$ values, and $J_{\text{exp},k}$ the nucleation rates estimated from the experimental cumulative probability distributions. Repeating this fitting for many samples drawn from the underlying probability distributions of $J$ leads in turn to probability distributions of the CNT parameters from which confidence intervals etc. can be calculated. We then compare these results against the “real” parameter values (see Table 1) so as to decide which fitting method leads to better parameter estimates.

When estimating the CNT parameters $A$ and $B$ from real experimental data, the $J$ values at different supersaturations are often, out of necessity, determined from cumulative probability curves containing a varying number of data points $N_{\text{nuc}}$ at each supersaturation (see, e.g., Table 5). As we will show below, this translates into different levels of uncertainty (different widths of confidence intervals) in the estimated nucleation rates. We will quantify in the results section whether there is a benefit in accounting for this variability in the uncertainty attached to the data points at different
supersaturations. To this end, we define the weighted sum of squares, to be minimized by varying $A$ and $B$, as:

$$\Phi_{CNT} = \sum_{k=1}^{K} w_k \left( \ln \left( \frac{J_k}{S_k} \right) - \ln \left( \frac{J_{\text{exp},k}}{S_k} \right) \right)^2$$  \hspace{1cm} (18)

The weights $w_k$ should be chosen according to

$$w_k = \frac{1}{\sigma_k^2}$$  \hspace{1cm} (19)

where $\sigma_k^2$ is the variance of $\ln \left( \frac{J_{\text{exp},k}}{S_k} \right)$, which can be obtained from the synthetic data as briefly mentioned above and further detailed in the results section. Using such weights the values of $J$ are more heavily weighted the more data points are available (since these $j$ values carry less uncertainty). While this will always decrease the uncertainty around parameter estimates, we will quantify this effect in the results section.

4 Experimental methods

Benzoic acid (BA, Acros Organics, $\geq 99\%$) and toluene (Sigma-Aldrich, $\geq 99.9\%$) were used as-received. Solubility data of BA in toluene were measured gravimetrically and are reported in Table S1 in the supporting information.

Induction times were measured in toluene using the Crystal16 multiple reactor setup (Technobis Crystallization Systems). Each of its 16 wells can hold one standard HPLC glass screw topped vial of maximum volume approximately 1.8 mL; stirring is by small variable speed magnetic stirrers; the presence of crystals is detected turbidimetrically. The difference between the time at which the turbidity starts to increase and time zero at which supersaturation was established was taken as the detection time (Eq. (3)). To minimize the difference between the set and actual temperature in the wells, a temperature recalibration of the Crystal16 was performed. In designing an experimental protocol for these measurements, a number of issues were considered. It is known from previous work\cite{11,12,14} that the optimum combination of solubility, stirring and solution volume is essential in avoiding two major problems – crystal “crowning” around the liquid meniscus and ineffective suspension of the crystals. The former leads to inconsistency in solution composition for repeat experiments while stirring not only suspends the crystal for detection, but also—through secondary
processes—impacts the detection time in a complex fashion. To avoid introducing further variability it is therefore vital to compare data sets obtained at the same stirring rate. In the literature stirring speeds of 700 and 900 rpm have been used with solution volumes in the range 1 – 1.8 mL. While crowning may be overcome by using increased solution volumes to eliminate the meniscus, volumes in excess of 1.6 mL are to be used with care since some of the solution then lies outside the heating block of the Crystal16 (when standard HPLC vials are used). This obviously jeopardizes temperature uniformity in the vial.

Overall there is no “correct” methodology – compromise is inevitable. For example, experiments carried out in our laboratory on p-nitrobenzoic acid revealed a dependency of growth times and nucleation rates on stirring in the range (900 rpm vs. 1400 rpm). We therefore chose 900 rpm in all experiments presented here, also in order to link to previous work. We prepared stock solutions from 100 mL solvent stirred with the requisite mass of solute for one hour in a sealed, jacketed vessel held at 40°C. 1.5 mL of that solution was delivered to each vial using a micropipette. Proper sealing of the vials against evaporative losses is essential and here we found a combination of a screw top and cling film to be highly effective in preventing weight loss. The total weight of all vials including solution was recorded before placing them in the Crystal16 wells and then again at the end of each experiment. Induction times from vials with a mass variation bigger than 0.05% were rejected. Crowning was checked frequently in each cycle visually or by shaking the vials to observe any solid material falling down into the solution.

Upon placement in the instrument, the vials were heated back to the hold temperature (40°C) with a rate of 1°C/min and held there for one hour. The vials were then crash cooled at 5°C/min to 20°C and held at this temperature for 8 h in order to allow time for nucleation to occur. Five cycles were carried out, resulting in 80 data points per run. It is useful to perform a screening test to choose the minimum and maximum supersaturations ($S_{\text{min}}$ and $S_{\text{max}}$) for a particular solute/solvent system. We define $S_{\text{min}}$ as the value below which less than 50% of vials nucleate in an 8 h hold time and $S_{\text{max}}$ is that above which any detection times lower than 120 s are measured. Such short detection times could result from cases where substantial nucleation already occurred during the generation of supersaturation (i.e., during cooling). This would lead to complex effects of temperature on the results and would invalidate the constant supersaturation assumption made in Eq. (4). Note that we present a way to account for the added uncertainty in nucleation rate when
working at supersaturations smaller than $S_{\text{min}}$ in the results section (cf. Section 5.2), so that $S_{\text{min}}$
should be understood as a soft boundary, while $S_{\text{max}}$ represents a hard boundary in the context
considered here. Within the workable supersaturation range, typically at least five supersaturations
including $S_{\text{min}}$ and $S_{\text{max}}$ should be chosen for data collection. In the benzoic acid in toluene data
presented here, we carried out experiments at nine different supersaturations.

5 Results

5.1 Nucleation rates from induction times obtained with unlimited observation
time

In this section “synthetic data” is used to help address key questions in the estimation and reliability
of $J$ values obtained from experiments by considering the impact of $N_{\text{exp}}$, the evaluation method
of $t_g$ and the fitting technique used to transform the experimental probability data into nucleation
rates.

![Figure 1: Synthetic data for seven experimental campaigns with $N_{\text{exp}} = 80$, $S = 1.8$, and nucleation rate specified as in Table 1.](image)

Figure 1 shows seven typical synthetic data sets taken from the 10,000 repeats of an experimental
campaign with $N_{\text{exp}} = 80$ at $S = 1.8$. There is considerable variation in the probability curves
obtained, even though they were generated in the same Poisson process (same nucleation rate, volume, etc.). At each $S$ at which simulations were performed, we therefore have 10,000 cumulative probability curves, $P$, available. When fitting any of these probability curves using Eq. (4) or Eq. (6), a different value for the nucleation rate $J$ will be obtained. For each fitting method and means of dealing with $t_g$, this results in 10,000 calculated $J$ values. The corresponding probability density distribution of these nucleation rate values, $p(J)$, is defined such that

$$\int_0^{\infty} p(J) \, dJ = 1 \quad (20)$$

The confidence intervals can be obtained using the cumulative distribution, $P(J)$, where the values of $J$ at 2.5% and 97.5%, were used—signified by $J_{P=0.025}$ and $J_{P=0.975}$—to calculate 95% confidence intervals. Since the integral in Eq. (20) represents a dimensionless probability and $J$ has dimensions of $[m^{-3} \, s^{-1}]$, it follows that $p(J)$ has dimensions of $[m^3 \, s]$. Throughout this contribution, a probability density distribution (of any property) will be indicated with small $p$, while cumulative distributions are indicated with a capital $P$.

Figure 2(a) shows, for different $N_{\text{exp}}$, and $S = 1.8$, the frequency density distribution of $J$ values estimated using the nonlinear fitting method (Eq. (5)) and taking $t_g$ as the shortest induction time. Figure 2(b) shows, for the same data, the effect of dealing with $t_g$ by each of the above methods on the 95% confidence interval of the $J$ values. The results of the linear fitting (Eq. (7)) and frequency density distributions of $J$ with $t_g$ again treated in each of the three ways are shown in Figure S1 in the Supporting Information and are similar to the results shown in Figure 2. Some specific confidence interval values for $J$ are given in Table 2.

A number of features captured in Figure 2 are worth mentioning since they have important implications for the experimental protocol. Firstly, for all six methods, the peak values of the $J$ density distribution are around the “true” $J$ values with the distribution narrowing as $N_{\text{exp}}$ increases. This means that the most likely estimate is close to the real value and that more measured data is beneficial in increasing the certainty of this estimate. Secondly, regarding the growth time $t_g$, it is evident that for low numbers of experimental points when $t_g$ is taken as the shortest induction time, the confidence intervals of $J$ are slightly different from those when $t_g$ is regarded as a parameter or calculated from the crystal growth rate. For increasing numbers of points this
Figure 2: (a) Frequency density distribution of $J$ values calculated using Eq. (4) and taking $t_g$ as shortest induction time with $S = 1.8, N_{\text{exp}} = 20$ (blue), 80 (orange), 160 (yellow), 400 (purple); (b) the 95% confidence interval of $J$ as a function of $N_{\text{exp}}$ for $S = 1.8$ and dealing with $t_g$ using three different methods (black dash line: $t_g$ as shortest induction time, red dot line: $t_g$ as a parameter, blue solid line: $t_g$ calculated from growth rate). The grey dash dot line is the real value of $J$.

... difference disappears. It is noteworthy that—by definition—$t_g$ is a deterministic quantity and should monotonically decrease with increasing supersaturation. However, when selecting $t_g$ as the smallest induction time contained within a limited dataset, some of the stochasticity of the nucleation time is shifted onto $t_g$, such that the growth time also becomes a probabilistic quantity with its own probability density distribution. These distributions might overlap when they stem from similar supersaturations (see Fig S2 in the Supporting Information for $S = 1.7$ and $S = 1.75$). This is important to keep in mind when considering real experimental data, where $t_g$ values determined using this approach do not necessarily decrease monotonically with increasing supersaturation.

While this is an undesired (and counter-intuitive) effect, Figure 2(b) indicates that it has little impact on the estimated nucleation rates for datasets containing a reasonable number of detection times. Overall it can be seen from both Figure 2 and Table 2 that the six methods show a consistent estimation of the nucleation rate and the confidence intervals of $J$ when 80 experiment points or more are used. A method in which approximately 80 detection times are measured per supersaturation, $t_g$ is taken to be the shortest induction time, and the nucleation rates are estimated by fitting Eq. (4) to the experimental cumulative probability distribution, therefore constitutes a reasonable option...
for an experimental protocol applied to real experimental data.

Table 2: Some specific 95% confidence intervals of the nucleation rate $J$ calculated at $S = 1.8$. Parameters in Table 1 result in a $J_{\text{real}}$ of 57 m$^{-3}$s$^{-1}$; confidence intervals given in the same units.

<table>
<thead>
<tr>
<th>$N_{\text{exp}}$</th>
<th>$t_g$ calculated from growth rate</th>
<th>$t_g$ as shortest induction time</th>
<th>$t_g$ as parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>linear</td>
<td>linear</td>
<td>linear</td>
</tr>
<tr>
<td>80</td>
<td>47 – 75</td>
<td>47 – 76</td>
<td>45 – 79</td>
</tr>
<tr>
<td>160</td>
<td>50 – 69</td>
<td>49 – 70</td>
<td>48 – 72</td>
</tr>
<tr>
<td>400</td>
<td>52 – 64</td>
<td>52 – 65</td>
<td>51 – 66</td>
</tr>
<tr>
<td></td>
<td>nonlinear</td>
<td>nonlinear</td>
<td>nonlinear</td>
</tr>
<tr>
<td>46 – 76</td>
<td>47 – 78</td>
<td>46 – 76</td>
<td>46 – 76</td>
</tr>
<tr>
<td>49 – 70</td>
<td>49 – 70</td>
<td>49 – 70</td>
<td>49 – 70</td>
</tr>
<tr>
<td>52 – 65</td>
<td>52 – 65</td>
<td>52 – 65</td>
<td>52 – 65</td>
</tr>
</tbody>
</table>

Furthermore, we would like to highlight here that the relative error density distribution of $J$ for 10,000 synthetic experiments does not change with $S$, as shown in Figure 3. This means that these comparisons and the conclusions derived from them are independent of supersaturation and that $S$ is not a key factor influencing the outcome of the different methods, as long as $S_{\text{min}}$ and $S_{\text{max}}$ are chosen appropriately (see Section 4). In this context, it is worth comparing our values to the uncertainty assessment performed in the original work by Jiang and ter Horst$^{12}$. They investigated the effect of the inherent stochasticity (at $N_{\text{exp}}$), and concluded that “there is about an 80% chance that we measured a nucleation rate within 20% of the actual nucleation rate.”. Figure 3 supports that assessment. However, we present here a more extended analysis of the underlying probability distributions, extend it to other values of $N_{\text{exp}}$, and investigate the effect of further parameters (such as limited observation times) as detailed below.

### 5.2 Nucleation rates from induction time data with limited observation time

In experiments performed at low $S$ the $P_{\text{cutoff}}$ values typically reduce from 1 down to 0.1 (in extreme cases), because insufficient time is provided for every vial to nucleate. Qualitatively speaking, at a constant $N_{\text{exp}}$ and decreasing $P_{\text{cutoff}}$ the number of experiments where nucleation has been detected, $N_{\text{nuc}}$, decreases as well, therefore the nucleation rates estimated from such datasets should exhibit a higher degree of uncertainty and are therefore less reliable. Figure 4(a) shows (for $S = 1.8$ and $N_{\text{exp}} = 80, 200, 400$) how the relative confidence interval width (defined as the confidence interval width divided by the real $J$ value) widens as $P_{\text{cutoff}}$ decreases.

In Figure 4(b) the relative confidence interval width is plotted against the number of nucleated points ($N_{\text{nuc}}$) for all values of $S$ ($1.6 - 2$), $N_{\text{exp}}$ ($20 - 400$) and different $P_{\text{cutoff}}$ ($0.1 - 1$) conditions. Clearly, the relative confidence interval width decreases rapidly with increasing $N_{\text{nuc}}$ (without ever
Figure 3: The relative error density distribution of $J$ for 10,000 modelling experiments for $S = 1.6$ (black dashed line), 1.8 (red dotted line) and 2.0 (blue solid line), with $N_{\text{exp}} = 80$. The vertical dotted line corresponds to the real nucleation rate (calculated with the values in Table 1).

decreasing to zero). In addition it can be seen that, apart from minor noise caused by random sampling, all the points can be collapsed onto a single line, indicating that it is the absolute number $(N_{\text{nuc}})$ of nucleated points which determines the confidence intervals of $J$, regardless of the underlying values of $S$, $N_{\text{exp}}$ and $P_{\text{cutoff}}$. It is again noteworthy that this observation is independent of the value of supersaturation and hence of the absolute value of the nucleation rate. The confidence interval width is only one property of the underlying probability density distribution and different probability density distributions could result in the same confidence intervals. However, in Figure 4(c) we show that the probability density distributions for $(N_{\text{exp}} = 80, P_{\text{cutoff}} = 1)$, $(N_{\text{exp}} = 160, P_{\text{cutoff}} = 0.5)$ and $(N_{\text{exp}} = 400, P_{\text{cutoff}} = 0.2)$, all having $N_{\text{nuc}} = 80$, overlap with each other (blue curves). The same is true for the two additional curves generated with $(N_{\text{exp}} = 40, P_{\text{cutoff}} = 1)$ and $(N_{\text{exp}} = 80, P_{\text{cutoff}} = 0.5)$, thus both having $N_{\text{nuc}} = 40$. Our analysis in Figure 4(c) shows that for a certain value of $N_{\text{nuc}}$ the distribution of relative errors in $J$ is indeed the same, regardless of the underlying $P_{\text{cutoff}}$ and $N_{\text{exp}}$ value. We also note that the probability density distributions are not normal distributions, but instead closer to lognormal distributions (i.e., heavier tail at larger $J$ values). In fact, the probability density distribution becomes further away from a
Figure 4: (a) Confidence intervals of $J$ when reducing $P_{\text{cutoff}}$ values from 1 down to 0.1 for $S = 1.8$, $N_{\text{exp}} = 80$ (black dash line), 200 (red dotted line) and 400 (blue solid line). (b) Relative confidence interval width (defined as 95% confidence interval width divided by the real $J$ values) vs. the number of nucleated vials ($N_{\text{nuc}}$) for all values of $S$ (1.6 – 2), $N_{\text{exp}}$ (20 – 400) and different $P_{\text{cutoff}}$ (0.1 – 1) conditions. (c) The relative error density distribution of $J$ for 10,000 modelling experiments for $S = 1.8$, blue lines: $N_{\text{exp}} = 80$, $P_{\text{cutoff}} = 1$, $N_{\text{exp}} = 160$, $P_{\text{cutoff}} = 0.5$, $N_{\text{exp}} = 400$, $P_{\text{cutoff}} = 0.2$, red lines: $N_{\text{exp}} = 40$, $P_{\text{cutoff}} = 1$, $N_{\text{exp}} = 80$, $P_{\text{cutoff}} = 0.5$.

A normal distribution with decreasing $N_{\text{nuc}}$. We believe that this behaviour has not previously been discussed in the literature and symmetric confidence intervals reported around nucleation rates should therefore be treated with caution – especially at low values of $N_{\text{nuc}}$. Crucially, these findings indicate that the reliability (or uncertainty) of nucleation rates estimated from a set of detection times can be assessed quantitatively regardless of the underlying nucleation rate without introducing further assumptions (apart from those already outlined in Section 2.1).

In real experiments only one $P(t_D)$ curve is measured for each supersaturation and temperature value, rather than the 10,000 simulated here. Therefore, it is not possible to generate equivalent probability density distributions $p(J)$ directly from experimental data. However, this analysis shows that the shape of the synthetic $p(J)$ distribution, due to its independence from the absolute value of the nucleation rate, can be used to generate the $p(J)$ distribution for experimental data as long as $N_{\text{nuc}}$ is known. To accomplish this, one must realize that the nucleation rate estimated from one set of detection times corresponds to one position (not necessarily the peak – although it represents the most likely position) on the distribution shown in Figure 4(c). Since we have performed the simulations for a variety of $N_{\text{nuc}}$ values, c.f. Figure 4(b), we know all these distributions. For each position of the experimental $J$ value on this curve (which is associated with a known probability),
a re-scaled probability distribution can be calculated. By weighting and summing these re-scaled
distributions, one obtains an approximation of the sought after probability density distribution for
the experimental $J$ values. This procedure would result in Student’s $t$-distribution if the underlying
probability distributions were normal. However, as shown in Figure 4(c), they are not normal
distributions when $N_{\text{nuc}}$ is small. The approach detailed here nonetheless gives consistent estimates
of probability density distributions and hence of confidence intervals. In summary: knowing the
value of $N_{\text{nuc}}$ of each real experiment, the distributions of $J$ values or the 95% confidence intervals
can be calculated using the distributions of relative error of $J$ (examples shown in Figure 4(c))
obtained from the modelling results.

5.3 Estimation of CNT parameters

In this section, we investigate the influence of the chosen fitting method on the reliability of the
estimated CNT parameters. Figure 5 shows the synthetic data plotted in nonlinear and linearized
fashions according to Eq. (8) and Eq. (12). It is apparent that while the width of the confidence
interval around $J$ increases with $S$ in the non-linear plot (Figure 5(a)), the confidence intervals in the
linearized version (Figure 5(b)), show similar widths at each $S$. This indicates that the data exhibit
considerable heteroscedasticity (changes in the variance of the nucleation rate with the independent
variable (supersaturation)). The peak points of the distribution for both $J$ and $\ln(J/S)$ are around
the “true” values, as shown for one supersaturation in the insets in the respective figure. From the
insets, it is also apparent that the probability density distribution appears lognormal in Figure 5(a)
and (approximately) normal in Figure 5(b).

We can explore the effect of such heteroscedasticity on the estimated values for $A$ and $B$ by
randomly selecting values of $J$ for each of the five $S$ (at each supersaturation, there are 10,000
values to choose from) and then minimizing the sum of squared residuals between the set of selected
$J$ values and Eq. (8) or Eq. (12). In this way 10,000 sets of $A$ and $B$ were obtained for both
fitting methods. This provided distributions of the parameters, shown in Figure 6. The distribution
density of $A$, $p(A)$ (similarly defined as $p(J)$, see Eq. (20)), from nonlinear fitting is much wider
than from linear fitting, does not show a normal distribution and the peak is not at the “true” $A$
value (Table 1). $A$ values derived by fitting the linearized Eq. (12), on the other hand, are normally
distributed and show a narrow distribution centred on the “true” value. The distribution of $B$
Figure 5: Synthetic nucleation rate data for different supersaturations plotted in nonlinear and linearized form: (a) $J(S)$ vs. $S$ and (b) $\ln(J/S)$ vs. $1/\ln^2(S)$. The squares in both plots represent the peak values with 95% confidence intervals around them. The probability density distribution of $J$ and $\ln(J/S)$ for $S = 2$, respectively, are shown in the inserted figures, in which the dash dot lines show the corresponding “true” values.

values is likewise much wider in the nonlinear fitting than that from the linear fitting. Therefore, as expected, one would have to account for the presence of heteroscedasticity when using a least squares fitting approach. From Figure 6 we conclude that an estimation of $A$ and $B$ is best done by fitting Eq. (12) (or its equivalent for other mechanisms) to the data in a least squares sense (in contrast to using Eq. (8)). While this is common practice in the literature, we have substantiated the reason for this choice here.

We now focus on the case when $J$ values at different supersaturations stem from cumulative probability curves containing a varying number of data points $N_{\text{nuc}}$ at each supersaturation (see, e.g., our dataset on benzoic acid shown in Table 5). We have shown that such variations translate into different levels of uncertainty (different widths of confidence intervals, cf. Figure 4(b)) in the estimated nucleation rates. In short such datasets exhibit heteroscedasticity so that applying an unweighted least squares method to estimate $A$ and $B$ is ill-advised. Admittedly, we\textsuperscript{11} and others\textsuperscript{12,13} have done so in the past, however, this is no reason not to make improvements. We therefore use the weighted least squares approach introduced in Eq. (18) on the synthetic datasets listed in
Figure 6: Probability density distributions of parameters (a) $A$ and (b) $B$ estimated from synthetic data either by fitting Eq. (8) (blue lines) or Eq. (12) (red lines). The dash dot lines show the corresponding real values.

Table 3. In this table, case 1 represents the base case with equal $N_{\text{mic}}$ measured for all supersaturations. Case 2 with low $P_{\text{cutoff}}$ values at low supersaturations might stem from an experimental study where a maximum observation time has been set rather low, so that not all vials nucleated at lower supersaturations due to the inherently slower kinetics. Case 3 represents the reverse and case 4 closely mirrors the situation of our experimental dataset on benzoic acid (c.f. Table 5).

Figure 7 shows the probability density distributions for parameters $A$ and $B$ when the uncertainty on the nucleation rates at each supersaturation is propagated using the methodology detailed in Section 3.3. In both subfigures ($A$ shown in Figure 7(a), $B$ shown in Figure 7(b)) the dashed lines represent the weighted sum of squares approach, while the solid lines represent the regular sum of squares approach. The weighted least squares approach performs slightly better than the regular least squares approach for in cases 2, 3 and 4, as shown by the narrower probability density distributions that are better centered around the true parameter values (shown as the vertical dotted lines). For a more quantitative comparison, we also report the 95% confidence intervals that can be obtained from these probability density distributions in Table 4. While in all cases the true parameter values (c.f. Table 1) are contained within the reported confidence intervals, the intervals
Table 3: Cases analyzed to evaluate CNT parameter estimation methodologies

<table>
<thead>
<tr>
<th>Case</th>
<th>$S$</th>
<th>$N_{exp}$</th>
<th>$P_{cutoff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.60</td>
<td>80</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>1.70</td>
<td>80</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>1.80</td>
<td>80</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>1.90</td>
<td>80</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>80</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>1.60</td>
<td>80</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1.70</td>
<td>80</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>1.80</td>
<td>80</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>1.90</td>
<td>80</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>80</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>1.60</td>
<td>80</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>1.70</td>
<td>80</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>1.80</td>
<td>80</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>1.90</td>
<td>80</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>80</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>1.60</td>
<td>80</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>1.65</td>
<td>80</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>1.70</td>
<td>80</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>240</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>1.80</td>
<td>80</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>1.85</td>
<td>80</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>1.90</td>
<td>220</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>1.95</td>
<td>140</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>110</td>
<td>1.0</td>
</tr>
</tbody>
</table>

obtained from the weighted least squares approach are tighter and thus preferable. It is also worth highlighting that the statistical analysis presented here confirms our intuition that adding more datapoints (both in terms of the number of measured supersaturations, as well as in terms of overall measured nucleation points) improves the parameter estimation considerably, as one can see with the comparison of case 1 vs. case 4.

This approach can also be used in the estimation of probability density distributions for $A$ and $B$ values estimated from experimental $J$ values. This originates from the fact that an estimation of the uncertainty attached to these $J$ values (and therefore the variance around them) can be performed as detailed in Section 5.2. It is therefore possible to use the weighted sum of squares approach for such data without any further modification.
Figure 7: Comparison between regular sum of squares (Eq. (17); solid lines) and weighted sum of squares (Eq. (18); dashed lines) used to estimate CNT parameters: (a) results for parameters $A$, (b) results for parameters $B$. Red lines (overlapping): case 1; green lines: case 2; blue lines: case 3; black lines: case 4. Cases detailed in Table 3.

5.4 Application to experimental data

In this section detection time data gathered on BA/toluene solutions is analysed in detail using the methodology described in the sections above.

5.4.1 Induction time probability distributions and nucleation rates of BA in toluene

Figure 8 shows five representative induction time probability distribution curves of BA in toluene ($S = 1.38, 1.41, 1.50, 1.57, 1.63$). It is apparent that the higher $S$, the faster the cumulative probability, $P$, increases, which means a higher $J$. The $J$ values as well as $t_g$ and $N_{nuc}$ at different $S$ obtained from fitting results to all supersaturations measured are listed in Table 5. The calculated $J$ values do not always increase monotonically with $S$. This can occur despite efforts to control experimental variables, due to the inevitable uncertainty in estimating $J$ using the probability distribution method, as highlighted in Figure 1. This leads to the fact that the probability distributions of $J$ for different supersaturations might overlap. Hence, observing a non-monotonic behaviour in $J$ is entirely possible and should not (necessarily) be interpreted as erroneous. Furthermore, for reasons
Table 4: 95% confidence intervals of CNT parameters for cases detailed in Table 3†

<table>
<thead>
<tr>
<th>Case</th>
<th>$A \times 10^{-6}$ m$^3$ s$^{-1}$</th>
<th>$B$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>unweighted</td>
<td>weighted</td>
<td>unweighted</td>
</tr>
<tr>
<td>1†</td>
<td>0.55 - 1.28 (90.8%)</td>
<td>3.37 - 3.63 (7.50%)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.43 - 1.46 (129.2%)</td>
<td>0.45 - 1.39 (117.1%)</td>
<td>3.26 - 3.70 (12.5%)</td>
</tr>
<tr>
<td>3</td>
<td>0.47 - 1.76 (161.3%)</td>
<td>0.49 - 1.61 (139.3%)</td>
<td>3.34 - 3.71 (10.6%)</td>
</tr>
<tr>
<td>4</td>
<td>0.58 - 1.12 (66.9%)</td>
<td>0.59 - 1.10 (63.5%)</td>
<td>3.38 - 3.60 (6.3%)</td>
</tr>
</tbody>
</table>

† Percentage numbers are widths of confidence intervals divided by “real” parameter value (see Table 1). For case 1 weighted and unweighted approach yields the same confidence intervals.

discussed in Section 5.1 the expected monotonic decrease of $t_g$ with supersaturation can also be absent, as shown in the reported data. However, as Section 5.1 also shows, this does not affect the estimated nucleation rates. The probability density distributions of $J$ calculated for synthetic data can be used to estimate the probability density distribution of the nucleation rate values estimated from experimental data as detailed in Section 5.2. The resulting 95% confidence intervals are also reported in Table 5.

Figure 8: The measured cumulative induction time probabilities $P$ (symbols) and fitted curves $P(t_D)$ (Eqs. (4) and (5)) for BA in toluene at $S = 1.38$ (squares), 1.41 (white triangles), 1.50 (black triangles), 1.57 (pluses), 1.63 (circles).
Table 5: Values of $N_{\text{nuc}}$, $J(S)$ and $t_g$ for BA in toluene

<table>
<thead>
<tr>
<th>$S$</th>
<th>$N_{\text{nuc}}$</th>
<th>$J_{\text{†}}$ / m$^{-3}$ s$^{-1}$</th>
<th>$t_g$ / s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.38</td>
<td>57</td>
<td>17 11 – 25</td>
<td>523</td>
</tr>
<tr>
<td>1.41</td>
<td>46</td>
<td>31 19 – 50</td>
<td>195</td>
</tr>
<tr>
<td>1.44</td>
<td>53</td>
<td>31 20 – 50</td>
<td>237</td>
</tr>
<tr>
<td>1.46</td>
<td>170</td>
<td>44 33 – 56</td>
<td>130</td>
</tr>
<tr>
<td>1.50</td>
<td>71</td>
<td>56 37 – 87</td>
<td>274</td>
</tr>
<tr>
<td>1.55</td>
<td>72</td>
<td>134 91 – 197</td>
<td>100</td>
</tr>
<tr>
<td>1.57</td>
<td>206</td>
<td>107 84 – 133</td>
<td>211</td>
</tr>
<tr>
<td>1.63</td>
<td>141</td>
<td>254 187 – 337</td>
<td>122</td>
</tr>
<tr>
<td>1.69</td>
<td>109</td>
<td>587 441 – 788</td>
<td>122</td>
</tr>
</tbody>
</table>

† Single values represent the most likely nucleation rate; ranges are 95% confidence intervals.

5.4.2 Kinetic and Thermodynamic parameters of BA in toluene

With the different $J$ values and the corresponding number of nucleated vials, $N_{\text{nuc}}$, $A$ and $B$ and their confidence intervals can be estimated using the weighted least square method introduced in Section 5.3. The results for BA in toluene are reported in Table 6.

Table 6: Nucleation parameters of BA in toluene obtained using Eq. (12). Results from volume diffusion control are shown in Table S2 in the Supporting Information

<table>
<thead>
<tr>
<th>$A \times 10^{-2}$/ m$^{-3}$ s$^{-1}$</th>
<th>$B \times 10$</th>
<th>$f_0C_0/M \text{b}$/ mol$^{-1}$ s$^{-1}$</th>
<th>$\gamma$/ mJ m$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>8.7 – 18</td>
<td>5.2</td>
<td>4.6 – 5.8</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>6.5 – 15</td>
<td>4.4</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.2 – 4.6</td>
<td></td>
</tr>
</tbody>
</table>

a Single values represent the most likely parameter values; ranges are 95% confidence intervals.

For the sake of completeness, we performed linear fitting to all three forms of the CNT nucleation equations (Eqs. (12) to (14)) using the $J(S)$ data of BA in toluene. The fitting results are shown in Figure 9 where it can be seen that all three linearized fits (Figure 9(a)) are similarly satisfactory. In Figure 9(b) the same fits and data are shown in the non-linearized form. It is clear from this plot that Eq. (14) gives a flatter trend with increasing $S$ than Eq. (12) or Eq. (13) indicating the latter two to be better choices. However, all three equations significantly underestimate the nucleation rate at high supersaturations, primarily due to the fact that we provided more data at low nucleation rates (low supersaturations), hence the fits are understandably biased to that region. The fact that Eqs. (12) and (13) provide similar fits prevents us from using such data to discriminate between diffusion or interface transfer as rate limiting steps.
Figure 9: Linear fitting results of the $J(S)$ data for BA in toluene to all three forms of the CNT nucleation equations (Eqs. (12) to (14)). (a) linear fits, (b) the curves are calculated from the parameters obtained from the linear fitting results in (a). Black: Eq. (12), red: Eq. (13), blue: Eq. (14), purple: real experiment points.

6 Discussion and conclusions

An approach to quantify the reliability of nucleation rates obtained from induction time experiments performed in small volumes of solution was presented. The approach utilized millions of induction times generated in silico to achieve this. Our approach assumed that a single nucleus mechanism is valid and assumed that nucleation is a stochastic event following a Poisson distribution. Under these circumstances, our data modelling showed that 80 or more induction times should be measured in the real experiments, that setting growth time, $t_g$, as the shortest induction time is acceptable and requires no additional information about the growth rate, and that using a nonlinear fitting method to the Poisson equation is the best option for estimating the nucleation rate. The kinetic and thermodynamic parameters, $A$ and $B$, within CNT rate expressions are best obtained by linear data fitting. Surprisingly, the relative error of $J$ depends only on the number of nucleated vials, $N_{\text{nuc}}$, in the experiments and the uncertainty in $J$ can be estimated using the modelling results.

A few points are worth making regarding the above conclusions and the wider applicability of the approach presented here. First of all, this stochastic methodology could be adapted to cases where
the single nucleus mechanism does not apply, where the supersaturation does not stay constant—
either through cooling (i.e., during metastable zone width measurements) or because crystals are
only detected in a measurement device after a considerable amount of supersaturation has been
consumed by the nucleating/growing crystals. In the latter instance, a model similar to the one
presented by Maggioni and Mazzotti\textsuperscript{23} could be employed together with the approach to generate
synthetic induction time data and evaluating the uncertainty attached to the derived nucleation
rates. However, in such a case, the resulting model loses the intriguing simplicity of the limiting case
analyzed here. Second, our approach can be used whether the stochastic process of nucleation follows
a Poisson distribution (which results from assuming that each nucleation event is independent, as
long as the experimental conditions ($S$, $T$, etc.) remain constant) or one selected because it fits
experimental detection time data better (which is preferred by some authors\textsuperscript{18,21}; although some
of the selected distributions lack a theoretical basis). Finally, it should be noted that the levels
of uncertainty calculated here must be seen as optimistic, because the inherent stochasticity of
the nucleation process was assumed to be the sole contributor to uncertainty. Naturally, there
are many other sources of uncertainty that could be important, especially fluctuating experimental
conditions (temperature fluctuations, evaporating solvent through slightly untight vials, deviations
in mixing/secondary nucleation caused by stirrer) and model-experiment mismatches. However, the
effect of experimental issues can be reduced by tighter control of temperature, ensuring that vials
are tight and so on, while the inherent stochasticity of nucleation cannot be reduced other than by
measuring a more extensive data set. Even then, we have shown that the uncertainty stemming from
the stochastic process results in confidence intervals of at least 20\% relative width (cf. Figure 4(b)).

Nevertheless, the present approach can be used to characterize the impact of all these effects
on the reliability/uncertainty of nucleation rates or any derived quantity, such as parameters in
nucleation rate expressions. Only by employing such a quantitative approach can some level of
statistical significance be established, e.g., when correlating or comparing parameters obtained from
different solvents or solutes. While this method has been used here solely in the context of benzoic
acid/toluene, we have successfully applied it to a larger dataset, as reported elsewhere\textsuperscript{36} to enable
molecular insights into the nucleation of aromatic carboxylic acids from a variety of solvents.
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