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Abstract

Due to their central role in industrial formulations spanning from food packaging to smart coatings, polymer nanocomposites have been the object of a remarkable attention over the last two decades. Incorporating nanoparticles (NPs) to a polymer matrix modifies the conformation and mobility of the polymer chains at the NP-polymer interface and can potentially provide materials with enhanced properties as compared to pristine polymers. To this end, it is crucial to predict and control the ability of NPs to diffuse and achieve a good dispersion in the polymer matrix. Understanding how to control the NPs’ dispersion is a challenging task controlled by the delicate balance between enthalpic and entropic contributions, such as NP-polymer interaction, NP size and shape, and polymer chain conformation. By performing Molecular Dynamics (MD) simulations, we investigate the effect of polymer chains’ stiffness on the mobility of spherical NPs that establish weak or strong interactions with the polymer. Our results show a sound dependence of the NPs’ diffusivity on the long-range order of the polymer melt, which undergoes an isotropic-to-nematic phase transition upon increasing chain stiffness. This phase transition induces a dynamical anisotropy in the nematic phase, with the NPs preferentially diffusing along the nematic director rather than in the directions perpendicular to it. Not only does this tendency determine the NPs’ mobility and degree of dispersion in the polymer matrix, but it also influences the resistance to flow of the polymer nanocomposite when a shear is applied. In particular, to assess the role of the chains’ conformation on the macroscopic response of our model PNC, we employ reverse non-equilibrium MD to calculate the zero-shear viscosity in both the isotropic and nematic phases, and unveil a plasticizing effect at increasing chain stiffness when the shear is applied along the nematic axis.

I. Introduction

Polymer nanocomposites (PNCs) are fascinating materials comprised of nanoparticles (NPs) dispersed in a polymer matrix. The incorporation of particles with size ranging from $10^{-1}$ nm to $10^2$
nm has been shown to improve the polymer’s performance, including its electrical and thermal conductivity, viscoelasticity, and strength.\textsuperscript{1–4} These and other properties are the macroscopic evidence of mechanisms originating at the nanoscale as a result of a combination of enthalpic and entropic contributions, which control the local rearrangement of polymer chains and NPs and the subsequent formation of new (transient) microdomains. Although the genesis of these mechanisms is in the interactions established at the NP-polymer interface, their effect extends to the microscale, and has a dramatic impact on the macroscopic response of the material.\textsuperscript{5} Enthalpic interactions (generally dominant\textsuperscript{6,7}) are often controlled by modifying the NP’s surface, for instance with grafted polymeric ligands,\textsuperscript{8–10} whereas entropic interactions strongly depend on the relative size of polymer chains and NPs as well as on their intrinsic geometry. These tendencies, however, are not of general validity as revealed by the incompatible conclusions of independent experimental studies, especially when assessing the role of interactions on polymer chain and NP mobility.\textsuperscript{11–14}

Investigating the ability of NPs to diffuse in a polymer melt is especially relevant to gauge their tendency towards either dispersion or aggregation. Additionally, the NPs’ mobility can influence the dynamics of polymer chains so deeply that existing properties, such as the toughness of the material,\textsuperscript{15} are deeply changed. The connection between the dynamics of NPs and polymer chains at the nanoscale and the macroscopic behavior of a PNC is especially evident above the glass transition temperature ($T_g$), where NPs smaller than the polymer radius of gyration $R_g$, due to their enhanced mobility, are particularly effective in dissipating energy and thus toughening the material.\textsuperscript{15,16}

The dynamics at such small length scales has a remarkable effect on the macroscopic response of the material, including its rheology. The rheological properties of PNCs have been recently assessed in terms of the interactions established between NPs and polymer chains,\textsuperscript{21–24} the nature of the chain attachment to the NP’s surface,\textsuperscript{25} degree of NPs’ dispersion,\textsuperscript{26} NP’s size\textsuperscript{27} and concentration.\textsuperscript{28} In particular, in a previous study, we showed that NPs smaller than the $R_g$ can reduce the viscosity of the polymer melt and hence act as plasticizers, while particles larger than $R_g$ act as thickening agents and significantly increase it.\textsuperscript{27} Adding micrometer-sized particles to a
polymer always increases its viscosity as predicted by the Einstein law, valid in the dilute limit:
\[ \eta = \eta_p(1 + a\phi) \]
where \( \eta_p \) is the viscosity of the pure polymer, \( \phi \) the volume fraction of the particles, and the constant \( a = 2.5 \) the Einstein coefficient or intrinsic viscosity. In the semi-dilute regime, where the volume fraction of the particles is larger, a second order correction is applied:
\[ \eta = \eta_p(1 + a\phi + b\phi^2) \]
where \( 4.375 \leq b \leq 6.25 \). These simple analytical expressions cannot be applied to polymers incorporating nanosized particles, whose viscosity shows a non-trivial dependence on a number of enthalpic and entropic contributions, and a strong correlation with the specific interface area between polymer chains and NPs. Nevertheless, molecular modeling allows to switch off many of these contributions by coarse-graining the host polymer and guest NPs as well as their interactions. The coarse-grained (CG) models usually employed to describe the behavior of a polymer drastically reduce the number of its degrees of freedom (e.g. chemical details), while maintaining the main physics underpinning its structural, dynamical, and rheological properties.

In this work, we investigate the effect of chain stiffness on the NPs’ and polymer chains’ mobility as well as on the shear viscosity of the PNC. By applying simulation and theory, Yethiraj and coworkers analyzed the diffusion of tracers in a melt of frozen and mobile chains at different degrees of chain stiffness. While the tracer diffusivity results unaffected by the chain rigidity when the chains are frozen, it significantly decreases with increasing chain stiffness in a melt of mobile chains. According to these results, the authors conclude that the tracer diffusion would strongly depend on the local chain dynamics rather than on the chain conformation. We should notice that the tracer’s size, being comparable to the monomer’s size, is perhaps too small to perceive the effects of a change in chain conformational rigidity and, although it could perfectly model, for instance, molecular diffusion in a polymer, cannot straightaway be employed to reliably reproduce the dynamics of realistic NPs, whose size is usually in the order of \( R_g \) or larger. The practical relevance of understanding the effect of the chain rigidity is not limited to PNCs, but extends, for instance, to natural macromolecules, such as DNA and proteins, whose diffusion and/or self-diffusion in crowded media controls many relevant biological functions. We observe that increasing the degree
of chain stiffness favors the transition from an isotropic phase to a nematic liquid crystal phase, with the chains aligned along a preferential direction. The I/N phase transition of polymer chains attracted a relevant attention over the last twenty years. In melts of semiflexible chains, modelled as tangent hard spheres, it was observed that a minimum stiffness is required in order to stabilise the nematic phase and this threshold value would increase with increasing chain length.\textsuperscript{35} At infinitely large stiffness (rod-like chains), a I/N phase transition can be observed at large densities, but only if the chain length-to-diameter ratio, $L^*$, is not too small.\textsuperscript{36,37} For instance, short hard rod-like chains undergo isotropic-to-solid or isotropic-to-smectic phase transitions if their aspect ratio is $L^* < 3.4$ or $3.4 < L^* < 3.8$, respectively.\textsuperscript{37} These phase boundaries would dramatically change if the same rod-like chains interacted via soft rather than hard potentials, such as the Kihara potential employed by Cuetos and coworkers.\textsuperscript{38} Adding a second component, such as NPs, have also a crucial effect on the location of the I/N transition, which is affected by both NP shape and size.\textsuperscript{39,40} The isotropic-to-nematic phase transition is accompanied by a changeover from isotropic to anisotropic dynamics, promoting the diffusion along the nematic director $\hat{n}$ over that in the plane perpendicular to it. The resulting anisotropic dynamics determines a significant change in the resistance to flow of our model PNC, with the zero-shear viscosity in the direction of $\hat{n}$ decreasing down to a quarter of its value in the isotropic phase.

II. Model

To investigate the dynamics of NPs and polymer chains and the viscosity of the PNC, we employ a CG model, where several atoms are grouped together in a simplified manner to reduce the number of interaction sites and then speed up calculations. We stress that coarse-graining a polymer system by disregarding the chemical details of the polymer chains implies relevant approximations that introduce an element of uncertainty at the very small scale, that typical of chemical bond lengths. Nevertheless, CG models have a striking advantage over more sophisticated models: they are able to approach length and time scales currently inaccessible to atomistic models. Because here we investigate phenomena that develop over the nanoscale and do not aim to reproduce the behavior
of a specific polymer, we employ a CG model that is able to unveil the structure, dynamics and viscosity of a generic homopolymer consisting of linear unentangled chains. In the last fifteen years, several CG models have been developed to reproduce the properties of specific polymer systems, including poly(vinyl alcohol), polyethylene, polystyrene, and polypropylene. Although these models are very different from each other in terms of strategy and purpose, they all aim to map the atomistic system of reference into a coarser mesoscopic model that neglects the chemical characteristics of the chains. We refer the interested reader to these works for additional details or to dissipative particle dynamics in case of problems embracing larger length scales and involving hydrodynamics.

In particular, our systems contain \( N_n = 80 \) spherical NPs in a melt of \( N_c = 4000 \) linear polymer chains consisting of \( l = 10 \) beads connected to each other by bond length and bond bending energy terms. Consequently, the total number of beads in the system is \( N_t = 40080 \). The diameter and mass of the polymer beads are, respectively, \( \sigma \) and \( M \), which are the unit length and unit mass of our systems. By contrast, the NP diameter is \( \sigma_n = 3\sigma \) and its mass \( M_n = 27M \). A visual representation of the model chains and NPs employed in our simulations is given in Fig. 1.

![Figure 1: Model polymer chain made of \( l = 10 \) beads with diameter \( \sigma \). The red sphere of diameter \( \sigma_n = 3\sigma \) represents a typical NP dispersed in the polymer matrix, with the hard core highlighted in purple, and the thickness of the soft shell measuring \( \sigma/2 \).](image)

All non-bonded interactions are modeled via a modified Lennard-Jones (LJ) potential, \( U_{\alpha\beta} \), that
\[ U_{\alpha\beta}(r) = \begin{cases} 
4\epsilon_{\alpha\beta} \left( \frac{\sigma}{r-R_{\alpha\beta}} \right)^{12} - \left( \frac{\sigma}{r-R_{\alpha\beta}} \right)^6 + U^0_{\alpha\beta}(R_{\alpha\beta} + r'_{\alpha\beta}) & \text{if } r < R_{\alpha\beta} + r'_{\alpha\beta} \\
0 & \text{if } r \geq R_{\alpha\beta} + r'_{\alpha\beta} \end{cases} \]  

(1)

Here \( \alpha \) and \( \beta \) refer to chain beads or NPs and \( r \) is the bead-to-bead distance. The energy parameter, \( \epsilon_{\alpha\beta} \), depends on the specific pair of beads. In particular, the interaction between two chain beads or monomers \((m)\) is taken as the model unity energy, \( \epsilon_{mm} = \epsilon \), and employed to define the reduced temperature, \( T^* \equiv k_B T / \epsilon \), where \( k_B \) is the Boltzmann constant and \( T \) the absolute temperature. The reduced interaction strength between two NPs, \( \epsilon^*_{nn} = \epsilon_{nn} / \epsilon \), is constant and set to 1, whereas the reduced NP-monomer interaction strength, \( \epsilon^*_{mn} = \epsilon_{mn} / \epsilon \), is a simulation parameter assuming the values 1, 3, or 10. Similarly, the following units are introduced: \( t^* = t / \tau \), where \( t^* \) is the reduced time and \( \tau = \sigma \sqrt{M / \epsilon} \); and \( \eta^* = \eta \sigma^3 \tau^{-1} / \epsilon \), where \( \eta^* \) is the reduced viscosity. The above modified LJ potential is horizontally and vertically shifted by the amount \( R_{\alpha\beta} \) and \( U^0_{\alpha\beta}(R_{\alpha\beta} + r'_{\alpha\beta}) \), respectively, where \( R_{\alpha\beta} \) and \( r'_{\alpha\beta} \) depend on the bead pair, and the vertical shift cancels the potential at the cutoff.

In particular, NPs are modeled as core-shell spheres comprising a central hard core surrounded by a soft shell of thickness \( \xi_n / \sigma = 1/2 \) (Fig. 1). Polymer beads are considered soft spheres without a hard core, namely \( R_{mm} = 0 \). According to these definitions, it follows that \( R_{mn} = \sigma_n - \sigma \) and \( r^c_{mn} = 2^{1/6} \sigma \). Similarly to a Weeks-Chandler-Andersen (WCA) potential, \( r^c_{mn} \) is defined in such a way that NP-NP interactions are purely repulsive. By contrast, the interaction between monomers and NPs may or may not contain an attractive component, depending on the system studied, with \( R_{mn} = (\sigma_n - \sigma) / 2 \) in all the cases.

Bonded interactions between adjacent chain beads are described by the sum of two contributions: the LJ potential provided in Eq. (1) that prevents chain overlaps, and the Finitely Extensible Nonlinear Elastic (FENE) potential that prevents chain breaking. The FENE potential reads:

\[ V_{\text{FENE}}(r) = -\frac{1}{2} kR_0^2 \ln \left[ 1 - \left( \frac{r}{R_0} \right)^2 \right], \]

(2)

where \( k \sigma^2 / \epsilon = 30 \) and \( R_0 / \sigma = 1.5 \) are the intensity and range of the interaction, respectively.
The chain stiffness is incorporated via a harmonic potential describing the fluctuations of the bond angle:

\[ U_{\text{bending}} = K_\theta (\theta - \theta_0)^2, \]  

(3)

where \( \theta \) and \( \theta_0 = \pi \) are, respectively, the bond angle and its equilibrium value, whereas \( K_\theta \) is the interaction strength and measures the degree of chain stiffness. In particular, \( K_\theta^* = K_\theta / \epsilon \) is the reduced chain stiffness and a simulation parameter varying between 0 and 100. In summary, the complete force field employed to describe the bonded interactions is

\[ U_{\text{bonding}}(r, \theta) = V_{\text{FENE}}(r) + U_{\text{bending}}(\theta) + U_{\text{nn}}(r), \]  

(4)

with \( R_{\text{nn}} = 0 \) and \( r_{\text{nn}}^c / \sigma = 2^{1/6} \).

III. Simulation Methodology

We performed MD simulations to equilibrate the systems and analyze their structure and dynamics, and reverse non-equilibrium MD (RNEMD) simulations to determine their shear viscosity.\(^{57,58}\) All the simulations were carried out using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)\(^{42}\) with a timestep \( \delta t = 10^{-3} \tau \). Each system has been equilibrated at the same temperature \( T^* = 1 \) in cubic boxes with periodic boundaries and side length \( L = 40.776 \sigma \).

The initial configurations consisted of chains and NPs sequentially arranged as in a lattice network that were allowed to relax gradually to the desired temperature by employing a Nosé-Hoover thermostat. This produced a completely random distribution resembling an isotropic polymer melt incorporating NPs and provided the starting configuration for the production runs. Equilibrium MD simulations have been performed in the \( NVT \) (canonical) ensemble, at constant \( N_i, T \) and simulation box volume, \( V \). The interaction between chain beads and NPs has been adjusted by tuning the simulation parameters \( \epsilon_{\text{nn}} \) and \( r_{\text{nn}}^c \). In particular, four sets of parameters define these interactions, and read \((\epsilon_{\text{nn}}^*, r_{\text{nn}}^c) = (1, 2^{1/6}), (1, 2.5), (3, 2.5), \) and \((10, 2.5)\). The first set of parameters
refers to an athermal system, where monomer-monomer, monomer-NP and NP-NP interactions are identical, whereas the three remaining sets produce attractive monomer-NP interactions and will be identified by the value of $\epsilon_{mn}$. In addition, the degree of chain stiffness is adjusted by modifying the parameter $K_{\theta}$, which assumes the values $K_{\theta}^* = 0, 1, 2, 5, 10, 20, 50, \text{ and } 100$.

To assess the main structural features of the systems studied, we calculated (i) the mean-square radius of gyration, $\langle R_{g}^2 \rangle$, of the polymer chains, (ii) their mean-square end-to-end distance, $\langle R_{ee}^2 \rangle$, (iii) the pair correlation functions, $g_{\alpha\beta}(r)$, and (iv) the nematic order parameter, $S_2$. More specifically, the mean-square radius of gyration and end-to-end distance read

$$\langle R_{g}^2 \rangle = \frac{1}{l^2} \sum_{i=1}^{l} \langle (r_i - r_{cm})^2 \rangle$$

and

$$\langle R_{ee}^2 \rangle = \sum_{i=1}^{l} \sum_{j=1}^{l-1} \langle b_i \cdot b_j \rangle ,$$

where $\langle ... \rangle$ indicate ensemble average, $r_i$ and $r_{cm}$ are the position vectors of the monomer $i$ in a given chain and the center of mass of this chain, respectively, and $b_i = r_{i+1} - r_i$ is the bond vector between the chain beads $i$ and $i + 1$. The radial distribution function for a generic pair of beads $\alpha$ and $\beta$ is computed as

$$g_{\alpha\beta}(r) = \frac{1}{\rho_\beta \ V_{shell}(r)} \langle n_\beta(r) \rangle_\alpha,$$

where $\rho_\beta = n_\beta / V$ is the number density of beads $\beta$ in the simulation box; $\langle n_\beta(r) \rangle_\alpha$ is the average number of beads $\beta$ at a distance $r$ from a bead $\alpha$; and $V_{shell}(r)$ is the volume of a shell centered on $\alpha$ and inner and outer radii $r \pm \Delta r / 2$, with $\Delta r$ the shell thickness.

In order to unambiguously distinguish an isotropic from a nematic phase, we estimate the nematic order parameter, $S_2$, which quantifies the alignment of the principal molecular axis of the polymer chains with the nematic director of the bulk phase:
where $\hat{u}_i = (r_{i,l} - r_{i,1})/|r_{i,l} - r_{i,1}|$ is the unit orientation vector of chain $i$. The definition of $\hat{u}_i$ is arbitrary and such that its ensemble average is zero in an isotropic collection of chains: $\langle \hat{u}_i \rangle = 0$. In particular, $S_2$ and $\hat{n}$ are, respectively, the largest eigenvalue and the corresponding unit eigenvector of the following second-rank tensor

$$ Q = \frac{1}{N_{ch}} \sum_{i=1}^{N_c} \left( \frac{3}{2} \hat{u}_i \otimes \hat{u}_i - \frac{1}{2} I \right), $$

with $\otimes$ the dyadic product and $I$ the unit second-rank tensor. All the above properties have been averaged over $2 \cdot 10^3$ configurations and every $5 \cdot 10^3$ timesteps.

To assess the mobility of polymer chains and NPs, we estimate the diffusion coefficients from the slope of the mean squared displacement (MSD) at long times. As far as the polymer is concerned, both the MSD of the chains’ center of mass and that of the chain beads are calculated in order to assess their relative mobility and separately compare it to that of NPs. In the isotropic phase, the MSD is calculated as

$$ \langle (\Delta r_\alpha^2) \rangle = \langle (r_\alpha(t) - r_\alpha(t_0))^2 \rangle, $$

with $t_0$ the initial time of the trajectory of bead $\alpha$. The resulting diffusion coefficient reads

$$ D = \frac{1}{6} \lim_{t \to \infty} \frac{\partial \langle (\Delta r_\alpha^2) \rangle}{\partial t}. $$

By contrast, in the nematic phase, we separately estimate the MSD along $\hat{n}$ and in the plane perpendicular to $\hat{n}$ by evaluating the projections $r_{\alpha,\parallel} = r_\alpha \cdot \hat{n}$ and $r_{\alpha,\perp} = \sqrt{r_\alpha^2 - r_{\alpha,\parallel}^2}$. Consequently, the parallel, $D_{\parallel}$, and perpendicular, $D_{\perp}$, diffusion coefficients read:

$$ D_{\parallel} = \frac{1}{2} \lim_{t \to \infty} \frac{\partial \langle (\Delta r_{\alpha,\parallel}^2) \rangle}{\partial t}, $$

$$ D_{\perp} = \frac{1}{2} \lim_{t \to \infty} \frac{\partial \langle (\Delta r_{\alpha,\perp}^2) \rangle}{\partial t}. $$
and

$$D_\perp = \frac{1}{4} \lim_{t \to \infty} \frac{\partial \langle \Delta r_{\sigma,\perp}^2 \rangle}{\partial t}. \quad (13)$$

The shear viscosity of our model PNCs is estimated by employing the RNEMD method originally proposed by Müller-Plathe for LJ fluids$^{57,58}$ and later extended to polymers$^{60}$. Here we review the main features of this method and refer the interested reader to these works for details. The shear viscosity, $\eta$, links the transverse momentum flux, say, in the $z$ direction, $J_z(p_x)$, to the velocity gradient $\partial v_x/\partial z$, according to the following equation:

$$J_z(p_x) = -\eta \frac{\partial v_x}{\partial z}, \quad (14)$$

where $p_x$ is the momentum in the $x$ direction, with $\hat{e}_x \perp \hat{e}_z$. In RNEMD, the flux is generated by an unphysical momentum transfer across the system. More specifically, a given equilibrated system is first replicated in one direction, say $z$, to obtain an elongated orthorhombic simulation box and then relaxed to level out the density fluctuations. The box is then divided in 20 slabs along the largest dimension $z$. The chain bead with the largest negative momentum in the $x$ direction is selected from the top slab, and the chain bead with the largest positive momentum in the $x$ direction is selected from the central slab. The velocities of the two beads in the $x$ direction are swapped and, as a consequence, momentum is transferred across the slabs. Because the selected beads have the same mass, this velocity swap will not alter the total momentum and kinetic energy, both of which are conserved. It should be noticed that, due to their relative low concentration in the system as compared to the chain beads, pairs of NP beads are never selected, although the momentum transfer will still affect their velocities. The resulting momentum flux can be calculated as

$$J_z(p_x) = \frac{p_x}{2tA}, \quad (15)$$

where $t$ is the length of the simulation, $A$ the area of each slab, and the factor 2 arises because the momentum transfer occurs from one slab to the other along two possible directions. This flux
generates a velocity gradient $\partial v_x/\partial z$ that can be considered linear if the flux, controlled by the period, $W\dot{\delta}t$, of the velocity swap, is not too large. The flow velocity in each slab is determined by averaging over the velocities of all the beads in that slab and the final slope $-\langle \partial v_x/\partial z \rangle$ equals the shear rate $\dot{\gamma}$. By increasing the velocity swap period, the shear rate decreases. The shear viscosity is then calculated as

$$\eta = \frac{p_0}{2tA\dot{\gamma}}.$$  

(16)

As far as the isotropic systems are concerned, the shear viscosity can be evaluated by averaging out six contributions to the momentum flux:

$$\eta_{iso} = -\frac{1}{6} \left( \frac{J_x(p_x)}{\langle \partial v_x/\partial x \rangle} + \frac{J_y(p_x)}{\langle \partial v_x/\partial y \rangle} + \frac{J_z(p_x)}{\langle \partial v_x/\partial z \rangle} + \frac{J_x(p_y)}{\langle \partial v_y/\partial x \rangle} + \frac{J_y(p_y)}{\langle \partial v_y/\partial y \rangle} + \frac{J_z(p_y)}{\langle \partial v_y/\partial z \rangle} \right).$$  

(17)

By contrast, nematic systems are aligned in the direction of $\hat{n}$ and therefore the value of $\eta$ is not unique, but depends on the orientation of the nematic director. In particular, we can define three independent viscosity coefficients when the nematic director is: 1) parallel to the shear flow, 2) parallel to the velocity gradient, and 3) perpendicular to both. As a consequence, assuming that $\hat{n} \parallel \hat{e}_z$, these terms are determined by:

$$\eta_1 = -\frac{1}{2} \left( \frac{J_x(p_z)}{\langle \partial v_z/\partial x \rangle} + \frac{J_y(p_z)}{\langle \partial v_z/\partial y \rangle} \right),$$

$$\eta_2 = -\frac{1}{2} \left( \frac{J_x(p_y)}{\langle \partial v_y/\partial z \rangle} + \frac{J_z(p_y)}{\langle \partial v_y/\partial y \rangle} \right),$$

$$\eta_3 = -\frac{1}{2} \left( \frac{J_x(p_y)}{\langle \partial v_x/\partial z \rangle} + \frac{J_z(p_y)}{\langle \partial v_x/\partial y \rangle} \right).$$  

(18)
IV. Results

Due to its effect on the translational entropy of the polymer chains, the degree of chain stiffness is expected to have a relevant impact on the distribution of the NPs in the polymer melt and on their mobility, being both aspects determinant for the macroscopic response of a PNC. In this section, we investigate how changing chain flexibility can induce an isotropic-to-nematic (I/N) phase transition, which provokes an intriguing anisotropic NP’s diffusion and influences the rheological behavior of the systems studied. The I/N phase transition, visually portrayed in Fig. 2 and determined by mapping the nematic order parameter $S_2$, is characterized by a chain reorientation along a common nematic director, $\hat{n}$.

Figure 2: Equilibrium configurations of polymer melts incorporating spherical NPs at degree of chain stiffness $K^*_\theta = 1$ (left) and $K^*_\theta = 100$ (right), with $\epsilon^*_mn = 1$. Polymer beads are in green, with some chains highlighted in blue to better appreciate their conformation, and NPs are in red, with their hard cores highlighted in purple.

The degree of dispersion of NPs within the polymer matrix has been analyzed by estimating the monomer-monomer, chains’ center of mass-center of mass, monomer-NP, and NP-NP radial distribution functions (RDFs), or equivalently, $g_{mm}$, $g_{cc}$, $g_{mn}$, and $g_{nn}$, respectively. Both $\epsilon_{mn}$ and $K_{\theta}$ do not display any remarkable effect on the distribution of the polymer chain beads, with the $g_{mm}$ functions (not shown here) exhibiting the typical behavior of a dense fluid with relatively strong correlations at short distances and fast decay to 1. Similarly, the distribution of the centers of mass of the chains (Fig. 3) is not significantly affected by $\epsilon_{mn}$, but can locate the isotropic to nematic...
phase transition, which can be appreciated from the appearance of a clear peak at $r/\sigma \approx 1.4$ and $K_\theta^* > 10$. The functions $g_{cc}$ at $K_\theta^* = 0$ (blue dotted lines in Fig. 3) show that fully flexible chains are folded, implying that their center of mass is mostly surrounded by beads of the same chain. Therefore, we conclude that the most probable distance between two centers of mass is $r \approx 2R_g$. At increasing degrees of stiffness, but still in the isotropic phase, the polymer chains start to arrange into unfolded configurations with their center of mass lying outside the chain contour length and potentially overlapping with the center of mass of neighboring chains. This picture is supported by the larger values displayed by $g_{cc}(r/\sigma < 1)$ at $K_\theta^* = 1$ (solid black lines in Fig. 3) as compared to those obtained at $K_\theta^* = 0$ (blue dotted lines in the same figure). At $K_\theta^* \geq 10$, with the chains completely unfolded and their monomers roughly aligned to each other along a common direction, the probability to observe the chains’ center of mass at a mutual distance $r/\sigma < 1$ decreases again and becomes negligible at $K_\theta^* = 100$ (red dashed lines in Fig. 3). The latter condition implies that the chains’ center of mass are aligned with the same chain beads, and the monomer-monomer interactions prevent them from approaching each other at a distance smaller than $r/\sigma = 1$. The monomer-NP RDFs (Fig. 4) show a non-negligible dependence on the interaction strength as the increasing height of the first peak with $\epsilon_{mn}$ indicates (note the different scale in the vertical axis). In this case, the stronger attraction between NPs and chain beads results into an enhanced local chain adsorption on the NP’s surface, especially evident at $K_\theta^* = 1$ as flexible chains better adapt to the the NP’s curvature.

As far as the NP-NP RDFs are concerned (Fig. 5), both $K_\theta$ and $\epsilon_{mn}$ have an important effect on the degree of dispersion of NPs. Specifically, under athermal conditions (Fig. 5a) the polymer chains are less likely to be found in the interparticle space, thus promoting a partial NP’s clustering that is favored at larger degrees of chain stiffness (red dashed line in Fig. 5a). The clusters observed in these systems are generally elongated and approximately oriented along the nematic director (inset in Fig. 5a). At slightly attractive interactions ($\epsilon_{mn}^* = 1$), this effect is much weaker than under athermal conditions, with the main peak of $g_{nn}(r)$ reducing significantly and a second peak forming at $r/\sigma \approx 4.1$. While the former peak disappears at increasing NP-monomer interactions,
Figure 3: Chains’ center of mass-center of mass radial distribution functions under athermal conditions (a) and at $\epsilon_{mn}^* = 1$ (b), 3 (c), and 10 (d). In each frame, dotted blue, solid black, dash-dotted green, and dashed red curves refer to degrees of chain stiffness $K_{\theta}^* = 0, 1, 10$ and 100, respectively. Note the different scale in the vertical axis of frame (d).

Figure 4: Monomer-NP radial distribution functions under athermal conditions (a) and at $\epsilon_{mn}^* = 1$ (b), 3 (c), and 10 (d). In each frame, solid black and dashed red curves refer to degrees of chain stiffness $K_{\theta}^* = 1$ and 100, respectively.

the latter becomes more and more relevant, establishing a transition from string-like clusters of NPs to a homogeneous dispersion of NPs. In particular, larger monomer-NP attractions promote the presence of polymer chains on the NP surface, thus favoring the homogeneous dispersion of NPs, as observed at $\epsilon_{mn}^* = 1$ and $\epsilon_{mn}^* = 3$, in Figs. 5b and 5c, respectively. By further increasing the attraction between chains and NPs, the formation of binary clusters, consisting of polymer chains intercalating between close neighboring NPs, is promoted (Fig. 5d). Because flexible chains can better adapt to the NP’s curvature, this tendency is more clearly detected at small degrees of chain stiffness.
stiffness, where the binary clusters are roughly spherical (see inset in Fig. 5d). Therefore, by tuning the strength of the NP-monomer interactions and degree of chain stiffness, we are able to observe a spectrum of local structures spanning from string-like clusters of NPs to chain-NP binary aggregates. We stress that only at moderate values of $\epsilon_{mn}^*$ (for instance, at $\epsilon_{mn}^* = 3$) a homogeneous distribution of NPs, not particularly influenced by the degree of chain stiffness, can be achieved.

The local morphology of the polymer at the bead-scale can be assessed by estimating the polymer chain’s characteristic lengths, for instance the radius of gyration, $R_g$, and end-to-end distance, $R_{ee}$. Both parameters are reported in Fig. 6 as a function of $K_\theta$ and $\epsilon_{mn}$. While the strength of monomer-NP interaction has practically no effect on $R_g$ and $R_{ee}$, the constant regulating the chain stiffness deeply affects the conformation of the polymer chains especially up to $K_\theta^* = 10$, above which $R_g$ and $R_{ee}$ saturate to the steady value of $2.8\sigma$ and $8.7\sigma$, respectively. Moreover, the standard deviations of $R_g$ and $R_{ee}$, indicated by the vertical bars in Fig. 6, show that the distribution of the polymer chains’ conformation is very narrow at large $K_\theta$, but increasingly wider at small $K_\theta$, and it is not affected by $\epsilon_{mn}$.

It is convenient to calculate the persistence length of the polymer chains at different degrees of chain stiffness. The persistence length, $p$, is defined as the length over which the correlations along the tangent to the chain bonds are lost. From the ideal chain model, the persistence length is
Figure 6: Polymer radius of gyration, $\langle R_g^2 \rangle^{1/2}$ (top frame), and end-to-end distance, $\langle R_{ee}^2 \rangle^{1/2}$ (bottom frame), as a function of the polymer chain degree of stiffness, $K_\theta^*$, at different NP-monomer interaction strengths: athermal (▼), $\epsilon_{mn}=1$ (●), 3 (■), and 10 (▲). Vertical bars represent standard deviations.

defined as:

$$p = \frac{1}{\ln(\cos \theta)},$$

(19)

where $\theta$ is the bond angle defined in Section II to measure the bending potential. It should be noticed that this definition assumes that the correlation decay of the chain angles is an exponential function of their distance along the chain. This assumption is strictly true only for ideal chains as such orientational autocorrelation function has been reported to follow a power law in self avoiding chain models.\textsuperscript{62,63} Therefore, the results reported in Fig. 7 should be considered on a mere qualitative basis to address how the rigidity of the chain is influenced by the isotropic-nematic transition. Nevertheless, the above mentioned definition of the persistence length can be still applied to characterize the local chain rigidity.\textsuperscript{64} The dependence of the persistence length on the chain stiffness is shown in Fig. 7. Although we estimated $p$ at the chain ends and central
segments, its values were practically independent of the position in the chain, most likely because our chains are relatively short, as well as of the monomer-NP interaction. When plotting \( p = p(K_\theta^*) \) in Fig. 7, we identify two distinct sets of values that can be fitted by a power law of the type \( p = A K_\theta^\lambda \), with reduced parameters \( A^* = 1.98 \) and \( \lambda = 1.02 \) at \( K_\theta^* \leq 5 \) (isotropic phase) and \( A^* = 2.38 \) and \( \lambda = 0.97 \) at \( K_\theta^* \geq 20 \) (nematic phase). The point \( p(K_\theta^* = 10) \) lies in between the two power laws.

![Figure 7: Persistence length of the polymer chains at different degrees of chain stiffness. The dashed and dashed-dotted lines are power law fittings to the isotropic and nematic phases, respectively. The solid line is a guide for the eyes. Error bars are smaller than the symbol size.](image)

Such a substantial change in the flexibility of the polymer chains drives the transition from the isotropic to the nematic phase, which can be located by calculating the nematic order parameter, \( S_2 \), given in Fig. 8 as a function of \( K_\theta \). The nematic order parameter varies in the range \([0,1]\), with \( S_2 = 0 \) in a fully disordered (isotropic) phase, and \( S_2 = 1 \) in a perfectly aligned nematic phase. Flexible chains are weakly ordered, their segments do not show any relevant orientation, and, consequently, the corresponding order parameter remains very low, as generally observed in an isotropic fluid. By contrast, at \( K_\theta^* > 5 \), the polymer chains start to orient along a common nematic director and \( S_2 \) increases up to approximately 0.9, a value that is consistent with the
theoretical predictions for systems of semiflexible polymer chains. More generally, the I/N phase transition has been reported to be intimately related to the ratio $l/p$. Consequently, the value of $K_\theta$ at which we observe the I/N phase transition, would not be conserved after modifying the length or the density of chains in the system. We also notice that stiff rod-like chains might not form a nematic phase if their length-to-diameter ratio is not large enough, regardless of the value of $K_\theta$, and an isotropic-to-smectic phase transition would be rather observed.

![Figure 8: Nematic order parameter as a function of the degree of polymer chain stiffness at different monomer-NP interaction strengths: athermal (▼), $\epsilon_{mn}^*=1$ (●), 3 (■), and 10 (▲). Solid lines are a guide for the eye and vertical bars represent standard deviations.](image)

Not only does the increase of chain stiffness induce the isotropic-to-nematic phase transition, but it also significantly influences the mobility of both polymer chains and NPs. To appreciate these effects, it is convenient to decouple the MSD of chains and NPs along the parallel and perpendicular directions to the nematic director $\hat{n}$, here indicated as $\langle \Delta r^2_{||} \rangle$ and $\langle \Delta r^2_{\perp} \rangle$, respectively. In Figs. 9 and 10, we show the MSDs of chain monomers and chains’ center of mass, respectively, at $K_\theta^*=10$ and 100, and $\epsilon_{mn}^*=3$. At these values of chain stiffness, the system is in the nematic phase. For comparison, we also show the MSDs at $K_\theta^*=1$, where the system is isotropic as well as the dynamics therein. As a general tendency, the long-time diffusive dynamics of chains and
Figure 9: MSD of chain monomers at $\epsilon_{nm}^* = 3$ and degrees of chain stiffness $K_\theta^* = 1$ (bottom frame), 10 (middle frame), and 100 (top frame). Squares refer to the total MSD calculated in the isotropic phase, whereas circles and triangles to the MSD parallel and perpendicular to the nematic director, respectively. Dashed lines indicate the dependence of the MSD on time at short and long timescales.

beads is very similar, especially for particularly stiff chains, whose segmental motion is strongly correlated to the mobility of its center of mass. Both in the isotropic and nematic phases, the beads move generally faster than the whole chain in the ballistic regime, where $\langle \Delta r^2 \rangle \propto t^2$, but this difference becomes almost negligible at long times. The alignment of the chains at $K_\theta^* > 5$ determines substantial differences in the dynamics along $\hat{\mathbf{n}}$ and perpendicularly to it. More specifically, in systems with high degrees of stiffness, $\langle \Delta r_\parallel^2 \rangle$ shows a very smooth crossover from the ballistic to the diffusive regime, whereas $\langle \Delta r_\perp^2 \rangle$ displays a subdiffusive dynamics at intermediate times as a result of the cage effect hampering the transverse displacement of monomers and chains. The slowing down of the transverse dynamics, being more evident at increasing $K_\theta^*$, produces a crossover between $\langle \Delta r_\parallel^2 \rangle$ and $\langle \Delta r_\perp^2 \rangle$ at $t^* \approx 4$ for the chain monomers (Fig. 9) and $t^* \approx 1$ for the polymer chains (Fig. 10). This crossover, which is associated to the anisotropic density distribution...
of the polymer chains, was also observed by computer simulations in colloidal suspensions of stiff rod-like and spherical particles and experimentally in suspensions of semi-flexible rod-like viruses. However, at $K_\theta^* = 10$, despite the nematic order parameter being larger than at smaller degrees of stiffness, there is no crossover between the two components of the MSD. This suggests that the polymer matrix forms a weak nematic phase, where the polymer chains are not strongly oriented and are not stiff enough to hamper the NPs’ mobility in the plane perpendicular to the nematic director. In other words, motion of NPs in planes perpendicular to $\hat{n}$ is not significantly affected by moderate degrees of chain stiffness. The dynamics of monomers and chains at $\epsilon_{mn}^* = 1$ and 10 (MSDs not shown here) are, respectively, slightly faster and slower than those shown in Figs. 9 and 10, but follow similar tendencies.

The dynamics of NPs is strongly affected by the interaction with the polymer chains as can be
Figure 11: MSD of spherical NPs in a polymer melt at three different degrees of chain stiffness: $K_\theta^* = 1$ (bottom frame), 10 (middle frame), and 100 (top frame). The NP-monomer interaction strength is athermal (▼), $\epsilon_{mn}^* = 1$ (●), 3 (■), and 10 (▲). Dashed lines indicate the dependence of the MSD on time at short and long timescales.

Inferred from Fig. 11, where the NPs’ isotropic MSDs are shown as a function of $K_\theta$ and $\epsilon_{mn}$. In particular, at a given chain stiffness, the stronger the monomer-NP interaction is, the slower the NP’s diffusion in the melt. This results in an additional time decade needed to displace a NP by its diameter when the monomer-NP interaction increases from $\epsilon_{mn}^* = 1$ (black circles in Fig. 11) to $\epsilon_{mn}^* = 10$ (green triangles in the same figure). At $t^* > 1$, the MSDs display a linear dependence on time as the NPs enter the diffusive regime for all the monomer-NP interactions studied except $\epsilon_{mn}^* = 10$, at which the diffusive regime is achieved only at much larger time scales ($t^* \gtrsim 10^4$) while a subdiffusive behavior is displayed at intermediate timescales ($1 < t^* \lesssim 10^4$). The latter interaction determines a subdiffusive regime with the NPs slowing down and $\langle \Delta r^2 \rangle \propto t^\beta$, with $\beta$ ranging from 0.7 at $K_\theta^* = 100$ to 0.8 at $K_\theta^* = 1$. This behavior is in good agreement with the structure observed in Fig. 5d, that shows a sticking effect between NPs intermediated by polymer chains.
At long time scales, we calculated the diffusion coefficients to better clarify the combined effect of $K_\theta$ and $\epsilon_{mn}$ on the NP’s mobility in the polymer matrix. The results are shown in Fig. 12 for different monomer-NP interactions and degrees of chain stiffness.

![Figure 12: Diffusion coefficient of NPs as a function of the polymer chain stiffness at different NP-monomer interaction strengths: athermal (▼), $\epsilon^*_{mn}=1$ (●), 3 (■), and 10 (▲). The inset shows the dependence of the diffusion coefficient on the NP-monomer interaction strength at $K_\theta^* = 0$.](image)

As expected from the tendency detected in the above MSDs, the NP diffusion coefficients decrease at increasing monomer-NP interaction. In particular, the average ratio between the diffusion coefficients at $\epsilon^*_{mn} = 1$ and those at $\epsilon^*_{mn} = 10$ is in the order of $10^2$. In the isotropic phase, that is at $K_\theta^* \lesssim 5$, the NP’s diffusion is faster than that in the nematic phase, especially when the interaction with the polymer chains is relatively weak. Increasing chain stiffness reduces the isotropic diffusivity by a factor of 2 at athermal interactions and $\epsilon^*_{mn} = 1$ and $\epsilon^*_{mn} = 3$. At stronger interactions, the diffusion is equally hampered over the whole range of $K_\theta^*$ studied, with $D\tau/\sigma^2 \approx 10^{-4}$. In the nematic phase, the global (isotropic) diffusion appears to be practically unaffected by the degree of chain stiffness. However, a more careful analysis, where $D_\parallel$ and $D_\perp$, rather than the isotropic diffusivity, are analyzed, reveals an intriguing scenario, with the diffusion in the direction of $\hat{n}$ significantly faster than that in the plane perpendicular to it. This tendency is observed in Fig. 13,
which gives the diffusion coefficients in the directions parallel and perpendicular to \( \hat{n} \) as a function of the chain stiffness at different NP-monomer interactions. Furthermore, it can be observed that at increasing chain stiffness, with the polymer chains acquiring a significant long-range orientational order, \( D_\parallel \) also increases by up to a factor of 3 as compared to \( D_\perp \). Similar ratios were observed by Park and Sung in polymer melts incorporating smaller NPs.\(^{70}\) Strong monomer-NP interactions drastically hamper the NP’s mobility in the transverse direction to \( \hat{n} \), but do not prevent the parallel diffusion, which is favored by the chains’ alignment. The two contributions to the NPs’ mobility is such that the isotropic diffusion coefficient, \( D = (D_\parallel + 2D_\perp)/3 \), remains basically constant over the whole range of degrees of chain stiffness studied here. We also note that the NPs diffuse with no preferential direction when the chain monomers are attracted to NPs, but show an improved mobility along the nematic axis in the athermal system. The MSDs \( \langle \Delta r_\parallel^2 \rangle \) and \( \langle \Delta r_\perp^2 \rangle \) showed the same crossover at \( K^{*}_\theta = 10 \) and at larger values of \( K_\theta \) under athermal conditions (not shown here).

By contrast, in systems with \( \epsilon_{mn}^* = 1 \) (not shown here) and \( \epsilon_{mn}^* = 3 \) (Fig. 12), the MSDs show this crossover only at \( K_\theta^* \geq 20 \). Therefore, the diffusive behavior of the NPs is strongly dependent on the monomer-NP interactions at \( K_\theta^* = 10 \), which corresponds to a weak nematic phase. As far as the systems with \( \epsilon_{mn}^* = 10 \) are concerned, their dynamics were too slow for the parallel and perpendicular components of the MSD to reach a full diffusive regime in the timescales covered by our simulations.

The analysis of the MSDs and associated diffusivities highlights the crucial role played by enthalpic and entropic contributions in determining the NPs’ distribution in a polymer melt. In particular, properly tuning the chemistry of the NP’s surface, for instance by its functionalization with ligand molecules, and the flexibility of the polymer chains, for instance by incorporating double bounds or side groups, allows one to predict and control the (anisotropic) dynamics of NPs in the polymer matrix and hence minimize their often undesired tendency towards clustering. Understanding the mechanisms that explain the structural and dynamical properties of a polymer-based material enormously contributes to shed light on the fundamental laws that govern its microscopic behavior. Nevertheless, it is likewise crucial to provide a more general picture, able to interpret
Figure 13: Parallel ($D_{∥}$, ●) and perpendicular ($D_{⊥}$, ▲) diffusion coefficients of NPs with respect to the nematic director as a function of the degree of chain stiffness. Lines are a guide for the eye.

In Fig. 14, we show the shear viscosity as a function of the shear rate $\dot{\gamma}$ at different degrees of chain stiffness. In the isotropic phase (top frame), two separate viscoelastic regimes can be observed: a linear (Newtonian) regime at shear rates $\dot{\gamma}\tau < 0.01$ and a non-linear regime at larger shear rates, where the system exhibits shear-thinning. The solid line is a fitting to the model by Daivis et al. for molecular fluids, which reads $\eta = \eta_0 - A\dot{\gamma}^2$ with $\eta_0$ and $A$ the zero-shear viscosity and a fitting parameter, respectively. In particular, the reduced values obtained for this particular system are $\eta_0^* = 2.37$ and $A^* = 501$. By contrast, nematic systems show different responses depending on the relative orientation of the nematic director, the shear flow and the velocity gradient. More specifically, three different responses are shown in the bottom frame of
Figure 14: Viscosity as a function of the shear rate for an isotropic (top frame, $\epsilon_{nn}^* = 1, K_\theta^* = 1$) and a nematic phase (bottom frame, $\epsilon_{nn}^* = 1, K_\theta^* = 100$). Squares (■), circles (●), diamonds (♦), and triangles (▲) refer to $\eta_{iso}$, $\eta_1$, $\eta_2$, and $\eta_3$, respectively. The solid lines are a fit to the function $\eta = \eta_0 - A\dot{\gamma}^2$, and the dashed line is a fit in the non-linear regime of $\eta_2$ to the function $B\dot{\gamma}^{-\alpha}$ (see text).

Fig. 14, where, at small shear rates, $\eta_2$ is one or two orders of magnitude larger than $\eta_1$ and $\eta_3$. The solid line is a fit of $\eta_3$ to Daixis model, with $\eta_0^* = 1.55$ and $A^* = 443$. By contrast, $\eta_1$ and $\eta_2$ do not fit well Daixis model, but can be very well adjusted to a power law in the non-linear regime of the type $\eta = B\dot{\gamma}^{-\alpha}$, with $B^* = 0.07$ and $\alpha = 0.72$ (dashed line). These parameters fit both $\eta_1$ and $\eta_2$ at shear rates $\dot{\gamma}\tau > 10^{-2}$ and $\dot{\gamma}\tau > 10^{-4}$, respectively. Moreover, the three curves tend to converge at larger values of $\dot{\gamma}$, which indicates that the melt is probably reoriented in the direction of the shear. A power law that is able to simultaneously fit both $\eta_1$ and $\eta_2$ is not surprising as the fitting parameter $\alpha$ is expected to increase with the polymer chain length,60,72,73 which is constant in this study. While the value of $\alpha$ obtained in these simulation studies is roughly about 0.7, reptation theory, assuming the polymer confined in a tube-like region and following a reptation dynamics, predicts a rather larger value of $\alpha = 1.5$.74 The difference is most probably due to the Rouse dynamics followed by the short chains employed in our simulations as compared to the entangled
chains described by the reptation theory.

![Figure 15: Zero-shear viscosity as a function of the degree of polymer chain stiffness for different monomer-NP interactions. Circles (●), diamonds (♦), and triangles (▲) refer to \( \eta_1 \), \( \eta_2 \), and \( \eta_3 \), respectively. Solid lines are guides for the eye.](image)

In the linear viscoelastic regime, where \( \dot{\gamma} \tau \ll 1 \), the zero-shear viscosity \( \eta_0 \) is extrapolated at \( \dot{\gamma} \to 0 \) and plotted as a function of the degree of chain stiffness in Fig. 15. In the isotropic phase \( (K_\theta^* \leq 5) \), \( \eta_0 \) displays a monotonic growth at the four monomer-NP interactions studied. This can be explained by the increase in \( R_g \) and the number of entanglements per chain with the degree of stiffness.\(^{33,75}\) At larger degrees of stiffness, the melt forms a nematic phase and the viscosity is described by three different curves,\(^{61}\) depending on the direction of the shear. While \( \eta_1 \) (●) and \( \eta_3 \) (▲) show a decreasing tendency with respect to the viscosity values in the isotropic phase, \( \eta_2 \) (♦) increases dramatically by up to almost two orders of magnitude. This behavior is qualitatively the same in all the systems studied, regardless of the monomer-NP interactions. However, only systems with \( \epsilon_{mn}^* = 10 \) display significantly larger values of \( \eta_1 \), \( \eta_2 \), and \( \eta_3 \) than the others. This quantitatively small influence of low monomer-NP interactions on the viscosity can be justified
by the low monomer-NP specific interface area, which is roughly proportional to the fraction of polymer chain beads affected by monomer-NP interactions. The larger this amount of contacts is, the more sensitive the viscosity becomes to the increase in monomer-NP interactions.33

V. Conclusions

In summary, we have performed extensive MD simulations of polymer melts incorporating spherical NPs and investigated their structure, dynamics, and viscoelastic behavior as a function of polymer chain stiffness at different monomer-NP interaction strength. Increasing the stiffness of the polymer chains promotes a phase transition from a weakly ordered (isotropic) phase to a nematic liquid crystal phase, where the orientationally ordered chains dramatically influence the dynamics and resistance to flow of the whole system. The distribution of NPs is generally homogeneous in the polymer unless the interactions between the former and the latter are relatively weak and the chains particularly stiff. In this case, the stiff chains tend to act as depletants by clustering the NPs together in order to enhance the packing of the system. By contrast, completely flexible chains can better adapt to the NPs’ curvature and, as the analysis of the radial distribution functions suggested, favor their dispersion in the polymer matrix. For similar reasons, flexible polymers act as a gluing agent and favor the concentration of particles in small areas in systems with strong monomer-NP interactions, while more rigid chains, which cannot adapt their shape to the NPs’ surface, favor the homogeneous dispersion of NPs. The effect of chain stiffness on the dynamics of NPs and polymer chains is dramatically influenced by the isotropic-to-nematic phase transition, promoting the longitudinal over the transverse diffusion of both components. This is especially evident in systems incorporating very stiff chains that establish strong monomer-NP interactions. Under these conditions, the diffusivity of NPs along the nematic director was observed to increase by up to a factor of 3 as compared to their diffusivity in the direction perpendicular to it. Not only does the chains’ stiffness determine the mobility of NPs and chains, but also the viscoelastic response of the whole system and its resistance to flow. By performing RNEMD simulations, we estimated the dependence of the shear viscosity on the shear rate and observed a linear viscoelastic regime fol-
lowed by shear thinning well described by a quadratic decay in the isotropic phase, whereas three different behaviors were obtained in the nematic phase, related to the direction of shear. In the linear regime, the zero-shear viscosity was determined and studied as a function of the degree of chain stiffness. While in the isotropic phase the zero-shear viscosity follows a monotonic growth, the full alignment of the chains in the nematic phase determines a slight reduction of the zero-shear viscosity if the shear flow is parallel to the nematic director. Similarly, if the nematic director is oriented perpendicularly to both the shear flow and the velocity gradient, the zero-shear viscosity also decreases. By contrast, a relevant increase in $\eta_0$ is observed when the nematic director is parallel to the velocity gradient.
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