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Abstract—This paper considers the optimal resource management problem for microgrids. Microgrids provide a promising approach to fulfill challenges of the integration of distributed renewable generations and energy storage systems. However, the resource management in a microgrid encounters the new difficulty, i.e. supply-demand imbalance, caused by the intermittence of renewable sources. Therefore, an optimal solution is proposed to the resource management by enhancing the communication and coordination under a multi-agent system framework. An agent is a participant, for instance, the distributed renewable generator/energy storage system of the microgrid. With this multi-agent system, the distributed optimal solution only utilizes the local information, and interacts with the neighboring agents. Thus, single-node congestion is avoided since the requirement for a central control centre is eliminated, and it is robust against single-link/node failures. The analysis will show that the proposed solution can solve the resource management problem in an initialization-free manner. Additionally, the proposed strategy can maintain the supply-demand balance under a time-varying supply-demand deviation. The simulation studies are carried out for IEEE 14-bus and 162-bus power systems to validate the effectiveness of the proposed distributed solution.
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I. INTRODUCTION

The intelligent microgrid is a promising solution to integrating various distributed renewable generators (RGs), namely wind turbine (WT) and photovoltaic (PV) power generation units, and energy storage systems (ESSs) within a distributed system to support a flexible and efficient electric network [1]. A microgrid should be able to operate in both grid-connected mode and islanded mode [2]. In the grid-connected mode, a microgrid can maintain supply-demand balance by interacting with the main grid [3]. However, in the islanded mode, the microgrid has to balance the supply-demand individually. Due to the intermittence of WTs and PVs, an islanded microgrid will face new operational and control challenges to the resource management.

A solution is to install fast response ESSs for these non-conventional and intermittent renewable sources [4], [5]. Such a hybrid system consists of load demands, distributed RGs and parallel-connected ESSs as depicted in Fig. 1 [6]. However, the integration of RGs and parallel-connected ESSs is limited by some adverse constraints [7]–[9], such as regulation problem [7] and power flow management [8]. [9]. Besides, integrating ESSs may require additional investment and increase in operation costs with strongly physical restrictions [10]. Since subventions may be restricted in the short-term future, the objective is to reduce generation costs by a proper resource management approach. A resource management problem is to coordinate and optimize the dispatch of RGs and ESSs to meet the microgrid demand. Therefore, in this paper, a distributed solution is designed to optimize the generation cost of all participants, including RGs and the parallel-connected ESSs.

The resource management problem has been widely researched in demand response, economic generation dispatch, and loss minimization with analytical methods [11], [12] or heuristic methods [13], [14]. These centralized methods work effectively for conventional power systems. However, they may lose control efficiency in a microgrid due to the high penetration of RGs. The reason is that a powerful computation centre is indispensable to process numerous collected data from RGs and ESSs in a microgrid [15]. As a result, it brings intractable computation burden, and is sensitive to single-point failures. In addition, the participants in the microgrid may be unwilling to release their local information globally such as local cost/utility function and power consumption [16]. The above problems can be avoided by solving the resource management problem in a distributed manner that only utilizes local information through a local private communication network [17]. Besides, an algorithm is proposed to solve the optimal reconfiguration problem in a distributed system [18]. Therefore, it is important to design a distributed solution that can conduct to the microgrid development in a flexible, reliable, and cost-effective way.

Recently, results in the literature have considered distributed solutions to optimal schedule generation supply and load demand [19]–[21]. In [19], the power allocation problem of distributed ESSs was solved by a consensus-based control...
strategy. An external leader is needed to collect and broadcast total supply-demand power mismatch, which makes the control strategy not fully distributed, and is sensitive to the measurement errors of actual power deviations. In [20], a distributed economic operation strategy for a microgrid was proposed to minimize the economical cost through jointly scheduling various participants without considering the single link/node failure. A fully distributed control strategy is proposed in [21]. However, this control strategy relies on a specific initialization procedure during each update step.

Multi-agent system (MAS)-based strategies [22] have been applied to a variety of power system applications, including load restoration [23], frequency regulation [24] and reactive power control [25]. However, the MAS-based solutions in those researches are rule-based designing, and lack of a rigorous stability analysis. The existing distributed solution is proposed under the undirected communication network, which requires a bi-directional communication network, in stead of a possible single-directional communication. In contrast, the scheme with directed information flow would have lower communication cost [26]. Since the of the smart grid is becoming highly scalable due to the integration of smart meters and controllable devices, the scalability of the distributed resource management will be strengthened by introducing the directed communication [27]. Additionally, in a microgrid, although the optimal dispatch problem can run according to the forecasting information, there may exist set-up errors/mismatches during the initialization process. Therefore, a proper designed distributed that can tackle errors in initialization process will be desirable and meaningful for promoting the development of the smart grid.

To address the above issues, we propose an optimal strategy for the resource management in a microgrid, which minimizes the generation cost of all participants in a distributed manner under a directed communication network. With the MAS framework, each agent only needs to exchange information with its neighbours through a directed communication network. As a result, the proposed strategy can work in a distributed manner, and the computational and communication burdens may be reduced by the MAS framework. Besides, by removing a central coordinator, the directed communication is more robust against single-point failures as long as the communication network remains connected. In this paper, by characterizing the the omega-limit set of the trajectories of our strategy, it shows that the power allocation of each RG and parallel-connected ESS can start without the specified initialization and converge to the optimization point while maintaining the supply-demand balance. Furthermore, to overcome the stochastic nature of renewable generations and demands, a simulation study is carried out under a time-varying supply-demand deviation that shows the proposed algorithm converge to the optimal solution while satisfying the equality constraint.

The remainder part of the paper is organized as follows. Section II briefly introduces basic notations and preliminaries. Section III formulates the problem to be solved. Section IV proposes a distributed control strategy to the resource management problem. Section V presents the simulation results and corresponding analysis. Finally, the conclusion is drawn in Section VI.

II. NOTATIONS AND PRELIMINARIES

In this section, we recall some notations and preliminaries that are used in this paper. For $I\in R$, we denote $H_I = {x \in I | I^ x = I}$, and $H_{0} = {x \in I | I^ x = 0}$, where $I_1 = [1,1,\ldots,1]^T \in I^n$. Also, for $B_0 \in I^{n \times n}$, $B_0 = [b_1, \ldots, b_0]^T$, where $b_0 \neq 0$ denotes $i$th agent can obtain the information of the total power demand; $b_0 = 0$ otherwise; and $I^n \in I^n$.

**Graph Theory**

Following [28], [29], we present some basic notions of a directed graph. A directed graph $G = (V, E)$, where $V = \{v_1, \ldots, v_n\}$ denotes the node set and $E \subset V \times V$ is the edge set. If $(v_i, v_j) \in E$ means node $v_i$ is a neighbour of node $v_j$. A directed graph contains a directed spanning tree if there exists a root node that has directed paths to all other nodes. A directed graph is strongly connected if there exists a directed path that connects any pair of vertices. For a directed graph $G$, its adjacency matrix $A = [a_{ij}] \in I^{n \times n}$ is defined by $a_{ii} = 0$, $a_{ij} = 1$ if $(v_i, v_j) \in E$ and $a_{ij} = 0$ otherwise.

A weighted graph $G = (V, E, A)$ consists of a digraph $(V, E)$ and an adjacency matrix $A \in I_{\geq 0}^{n \times n}$ with $a_{ij} \geq 0$ if and only if $(i, j) \in E$. The weighted in-degree and out-degree of node $i$ are defined as $d_{in}(i) = \sum_{j=1}^{n} a_{ij}$ and $d_{out}(i) = \sum_{j=1}^{n} a_{ji}$, respectively. The Laplacian matrix $L = [L_{ij}] \in I^{n \times n}$ associates with $G$ is defined as $L_{ii} = \sum_{j=1}^{n} a_{ij}$ and $L_{ij} = -a_{ij}$, $i \neq j$. $G$ is defined as weight-balanced if $d_{out}(\nu) = d_{in}(\nu)$, for all $\nu \in V$ iff $I^n T \in I^n$ is positive semi-definite. If $G$ is strongly connected and weight-balanced, zero is a simple eigenvalue zero of $L^T + L$. In this case, there is a fact that

$$x^T (L + L^T) x \geq 2 \lambda_2 (L + L^T) \left\| x - \frac{1}{n} I_n x \right\|^2,$$

where $\lambda_2 (L + L^T)$ is the smallest non-zero eigenvalue of $L^T + L$.

III. PROBLEM FORMULATION

The resource management of RGs is formulated to minimize the generation cost while satisfies the supply-demand constraint and the RGs’ constraints. In this paper, the objective function considering both RGs and parallel-connected ESSs costs is constructed as

$$\text{Min } C(P_R, P_E) = \sum_{i \in N_{RG}} \left[ f_i(P_{R,i}(t)) + \sum_{j \in N_{ESS}} g_j(P_{E,j}(t)) \right]$$

(2)

where $N_{RG}$ and $N_{ESS}$ are the sets of RGs and ESSs, respectively. $f_i(P_{R,i}(t))$ and $g_j(P_{E,j}(t))$ are the cost function for $i$th RG and $j$th ESS, for $i \in N_{RG}$ and $j \in N_{ESS}$. $P_{R,i}(t)$ and $P_{E,j}(t)$ are the output power of $i$th RG and $j$th ESS. Moreover, define $C_k(P_{R,i}, P_{E,j}) = f_i(P_{R,i}(t)) + g_j(P_{E,j}(t))$ and $C(P_R, P_E) = \sum_{k \in N_C} C_k(P_{R,i}, P_{E,j})$ with $P_R = [P_{R,i}(t), \ldots, P_{R,n}(t)]^T \in I^n$ and $P_E = [P_{E,j}(t), \ldots, P_{E,n}(t)]^T \in I^n$. 

In this paper, the RG’s objective of economic dispatch is to minimize the curtailment of renewable energy in a microgrid. To this end, the cost function of $i$th RG is expressed as

$$f_i(P_{R,i}(t)) = a_i P_{R,i}(t)^2 + b_i P_{R,i}(t) + c_i$$

where $P_{R,i}^{max}$ is the predicted maximum power generation capacity of $i$th RG, and $a_i = \frac{\varepsilon_i}{2P_{R,i}^{max}}$, $b_i = -\varepsilon_i$, and $c_i = \frac{\varepsilon_i P_{R,i}^{max}}{2}$, respectively. A trade-off factor $\varepsilon_i$ is introduced to indicate the between the capacity and generation cost, which can be selected according to the capacity required, the installation and other costs known as 'balance of system cost' for each type of renewable sources [20], [30]. The formulated objective function (3) has a similar format to the cost function in [31], [32] with different the parameter setting. Besides, (3) indicates that the lower power generation cost is realized when the deviation of actual output power $P_{R,i}(t)$ between $P_{R,i}^{max}$ is minimized. Hence, the minimization of renewable energy curtailment can be derived by minimizing generation cost of RGs [33]. Additional, the following condition is achieved when the incremental rate of each RG is equally, i.e.,

$$\frac{P_{R,i}(t)}{P_{R,i}^{max}} = \cdots = \frac{P_{R,k}(t)}{P_{R,k}^{max}}$$

which indicates the equal power sharing among RGs.

Following [34], a convex quadratic cost function is adopted to represent the power loss of ESSs during the charging/discharging process, i.e.,

$$g_j(P_{E,j}(t)) = a_j P_{E,j}(t)^2 + b_j P_{E,j}(t) + c_j$$

where $a_j$, $b_j$ and $c_j$ are the non-negative parameters of $j$th ESS, which can be selected in terms of the Amoroso and Cappuccino’s experimental results [35].

**A. Constraints**

The physical limitations on the operation of the studied system are presented as follows:

1) **Global Constraint:** Since the change of frequency within a microgrid is mainly affected by the supply-demand mismatch, the supply-demand balance should be maintained to ensure the stability of the microgrid. To this end, the active power balance in a microgrid can be expressed as

$$P_D(t) = \sum_{i \in N_{RG}} P_{R,i}(t) + \sum_{j \in N_{ESS}} P_{E,j}(t)$$

where $P_D(t)$ is the total load demand.

2) **Local Constraints:** The actual output power of each RG and ESS should belong to a feasible range, i.e.,

$$P_{R,i}^{min} \leq P_{R,i} \leq P_{R,i}^{max}$$
$$P_{E,j}^{min} \leq P_{E,j} \leq P_{E,j}^{max}$$

where $P_{R,i}^{min}$ and $P_{R,i}^{max}$ are the lower and upper bound for $i$th RG; $P_{E,j}^{min}$ and $P_{E,j}^{max}$ are the lower and upper bound for $j$th ESS.

**B. Objective Function**

Considering both the global constraints (6) and local constraints (7), the resource management problem is formulated as

$$\text{Min } C(P_R, P_E)$$

subject to

$$P_D(t) = \sum_{i \in N_{RG}} P_{R,i}(t) + \sum_{j \in N_{ESS}} P_{E,j}(t),$$
$$P_{R,i}^{min} \leq P_{R,i} \leq P_{R,i}^{max}, \text{ for } i \in N_{RG}$$
$$P_{E,j}^{min} \leq P_{E,j} \leq P_{E,j}^{max}, \text{ for } j \in N_{ESS}.$$  

**Remark 3.1:** In the formulation of the objective function, the cost function (8) is used to reflect the operation cost of the islanded microgrid. The formulated cost function consists of a generation cost of each RG and a charging/discharging cost of each BESS. The generation cost of RGs is formulated to minimize the curtailment of renewable energy when the generation cost is achieved. In the meantime, the cost function of BESSs represents the power losses during the charging/discharging process as indicated in [34], which maximizes the actual power output of BESSs while minimizing the power losses. For this reason, the total operation cost will be minimized by the proposed cost function.

The feasibility set and the solution set of the resource management problem is denoted by $F_{RM}$ and $F_{RM}^*$, respectively. Note that $F_{RM}$ is compact since $F_{RM}$ is compact. Denote $P_E = [P_{E,1}, \ldots, P_{E,n}] \in \mathbb{R}^n$ and $P_R = [P_{R,1}, \ldots, P_{R,n}] \in \mathbb{R}^n$, respectively. A useful Lemma in [36] is introduced as follows

**Lemma 3.1:** Since $C_k(P_{R,i}, P_{E,j})$ is convex, locally Lipschitz, and continuously differentiable, the optimization problem has a solution $(P_{R,i}, P_{E,j}) \in \mathbb{R}^n$ if and only if $\exists \sigma \in \mathbb{R}$ such that $\sigma_1 \in \partial_{P_R} C(P_R, P_E)$, and $\sigma_2 \in \partial_{P_E} C(P_R, P_E)$, and $\sigma_1^* + \sigma_2^* = P_D$.

**IV. DISTRIBUTED SOLUTION OF DYNAMIC ECONOMIC DISPATCH**

The formulated problem (8) is a convex optimization problem with both equality and inequality constraints. Traditional centralized strategies may have some challenges, such as computation burden and non-timely response. In this section, we develop a distributed cooperative strategy for the resource management problem to overcome these challenges, which only utilizes locally available information and interacts with its adjacent agents.

**A. Distributed Algorithm Design**

Inspired by the dynamic average consensus estimation method proposed in [37], a distributed solution is developed for the resource management, which allows the power alloca-
tion of RGS and ESSs to start from any initial condition. The distributed algorithm is formulated as

\[
\dot{P}_{R,i} = \sum_{h \in N_{RG}} a_{ih}(\partial P_{R,h}, C_i(P_{R,i}, P_{E,j})) - \partial P_{R,h} C_i(P_{R,i}, P_{E,j})),
\]

\[
\dot{P}_{E,j} = \sum_{k \in N_{ESS}} a_{jk}(\partial P_{E,k}, C_i(P_{R,i}, P_{E,j})) - \partial P_{E,k} C_i(P_{R,i}, P_{E,k})) + \gamma x_j,
\]

\[
\dot{x}_j = -\beta(x_j - (b_0^T P_D - P_{E,j} - P_{R,i})),
\]

\[
\dot{y}_j = \alpha \beta x_j,
\]

where \(\alpha, \beta, \gamma \in \mathbb{R}_{>0}\) are the parameters to be designed. \(N_{RG}\) and \(N_{ESS}\) denote the neighbour set of \(i\)th RGS and \(j\)th ESS, respectively. In addition, \(x_j\) is designed to track the difference between supply and demand, \(P_D - \tilde{P}_n^T P_E - \tilde{P}_n^T P_R\). Both RGS and ESSs are deployed through a Laplacian-gradient algorithm to explore the minimization of the generation cost. Meanwhile, we introduce a feedback term, \(\gamma x_j\) for \(j\)th ESS to meet the supply-demand equality condition.

**Remark 4.1:** Note that the renewable generation may not be considered as dispatchable if they are controlled in maximum peak power tracking (MPPT) mode because of their intermittent and irregular nature. As a result, RGSs are not used to compensate the supply-demand mismatch. Thus, only ESSs are deployed to maintain the supply-demand balance in the control design. The feedback term is only introduced for \(j\)th ESS to satisfy the supply-demand equality condition. Meanwhile, \(i\)th RGS only implements (9b) to explore the minimization of its own generation cost.

**B. Convergence Analysis**

The algorithm is rewritten in a compact form for convergence analysis as

\[
\dot{P}_E = -\mathcal{L}_E \partial P_E C(P_R, P_E) + \gamma x,
\]

\[
\dot{P}_R = -\mathcal{L}_R \partial P_{R} C(P_R, P_E),
\]

\[
\dot{x} = -\alpha \mathcal{L}_E x - \beta (x - (B_0 P_D - P_E - P_R)) - \mathcal{L}_E \eta,
\]

\[
\dot{\eta} = \alpha \beta x,
\]

where \(x, \eta\) are the column vectors containing \(x_i, \eta_i\), respectively. \(\mathcal{L}_E\) and \(\mathcal{L}_R\) denote the corresponding Laplacian matrix of network connections of ESSs and RGSs, respectively.

Let \(P_k = P_{R,i} + P_{E,j}\), and \(P = [P_1, \ldots, P_n] \in \mathbb{R}^n\). The \(\omega\)-limit set of the trajectories of (9) under any initial condition in \(\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n\) is first characterized. Then, with \(T = \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n\) and \(T_0 = \mathcal{H}_D \times \mathcal{H}_E \times \mathcal{H}_R\), the following lemma is introduced.

**Lemma 4.1:** The \(\omega\)-limit set of any trajectory of (10) with any initial condition in \((P_{k,0}, x_0, \eta_0) \in \mathbb{T}\) is contained in \(T_0\).

**Proof:** Defining \(\phi(t) = 1_n^T P_D - P_E\), one has

\[
\dot{\phi}(t) = 1_n^T \gamma x(t),
\]

and

\[
\phi(t) = 1_n^T \gamma x(t) = -1_n^T \beta \gamma x(t) + 1_n^T \beta \gamma (x - (B_0 P_D - P)) = -\beta \gamma \phi(t) - \beta \dot{\phi}(t).
\]

The system can be rewritten as a linear system \(\dot{z} = Az\) with \(z = [z_1, z_2]^T\), and \(z_1(\phi(t), z_2 = \phi(t))\). The system matrix is

\[
A = \begin{bmatrix} 0 & 1 \\ -\beta \gamma & -\beta \end{bmatrix}.
\]

Let \(R \in \mathbb{R}^{2 \times 2}\) be

\[
R = \frac{1}{2 \gamma \beta^2} \begin{bmatrix} \beta^2 + \beta \gamma + (\beta \gamma)^2 & \beta \\ \beta & 1 + \beta \gamma \end{bmatrix},
\]

which satisfies \(A^T R + RA + I = 0\). Define \(V_z = z^T R z\) as a Lyapunov function candidate, and the derivative of \(V_z\) is

\[
\dot{V}_z = -z^T R z.
\]

Therefore, it can be deduced that \(\phi(t); \dot{\phi} \to 0\). Furthermore, \(\dot{\phi} = 0\) implies that \(1_n^T P_{R}(t) + 1_n^T P_{E}(t) \to P_D\) and \(1_n^T P_{D}(t) \to 0\). Note that \(1_n^T \dot{\eta} = 0\), as \(1_n^T x(t) \to 0\).

**Remark 4.2:** The proof of Lemma 4.1 establishes the exponential stability of the demand mismatch dynamics. With the Theorem 5.4 in [38], it can ensure the input-to-state stability (ISS). Thus it is robust to arbitrary bounded perturbations. Additionally, from the Lyapunov equation \(V_z = z^T R z\), it follows Theorem 4.6. in [38] that gives the convergence rate as

\[
\|x(t)\| \leq \frac{\lambda_{\max}(R)}{\lambda_{\max}(R)} e^{-\frac{1}{\gamma \beta^2} \|x(0)\|}.
\]

The demand mismatch dynamics depends on the topology of the communication network. However, as indicated in (15), the convergence rate does not directly depend on the knowledge of the Laplacian matrix.

We are now ready to complete the convergence analysis. By applying (10), the trajectories of actual output power of RGSs and their parallel-connected ESSs converge to the solution of the optimization problem.

**Theorem 4.1:** The trajectories of (10) converge to the solution of the optimal charging problem if \(\alpha, \beta, \gamma \in \mathbb{R}_{>0}\) satisfy the following conditions, i.e.,

\[
\frac{\beta \lambda_{\max}(\mathcal{L}_E^T \mathcal{L}_E)}{2 \lambda_2 (\mathcal{L}_E^T + \mathcal{L}_E)} \geq 0,
\]

and

\[
\frac{\gamma}{\alpha \beta \lambda_2 (\mathcal{L}_E^T + \mathcal{L}_E)} + \frac{\lambda_{\max}(\mathcal{L}_E^T \mathcal{L}_E)}{2} < \lambda_2 (\mathcal{L}_E^T + \mathcal{L}_E).
\]

**Proof:** A change of coordinates is performed to shift the equilibrium point of (10) to the origin, i.e., \(\tilde{\eta} = \mathcal{L}_E - \beta (B_0 P_D - P_E - P_R)\). Then, the dynamics (10) can be transformed as

\[
\dot{P}_E = -\mathcal{L}_E \xi_1 + \gamma x,
\]

\[
\dot{P}_R = -\mathcal{L}_R \xi_2,
\]

\[
\dot{x} = -\alpha \mathcal{L}_E x - \beta (x - (B_0 P_D - P_E - P_R)) - \mathcal{L}_E \eta,
\]

\[
\dot{\eta} = \alpha \beta \mathcal{L}_E x + \gamma \mathcal{L}_E + \beta \mathcal{L}_R \xi_2.
\]
with \( \xi_1 \in \partial_{P_R} C(P_R, P_E) \) and \( \xi_2 \in \partial_{P_R} C(P_R, P_E) \).

Next step is to prove that the trajectories of (10) converge to the optimal solution of the formulated problem in the new coordinates.

Consider a candidate Lyapunov function
\[
V = C(P_R, P_E) + \frac{1}{2} \gamma \| \theta_1 \|^2 + \frac{1}{2} \| \theta_2 \|^2.
\]  
where an additional transformation is introduced to more easily identify the candidate Lyapunov function, with \( \theta_1 = x \) and \( \theta_2 = \beta x + \tilde{\eta} \).

Then the time derivative of (19) along the trajectories of (10) is given as
\[
\dot{V} = -\frac{1}{2} \xi_1^T \mathcal{L} \xi_1 + \gamma \xi_1^T \theta_1 - \frac{1}{2} \xi_2^T \mathcal{L} \xi_2 - \gamma \alpha \beta \theta_1^T \mathcal{L} \theta_1
\]
\[
- \beta \theta_1^T \theta_2 - \beta \theta_2^T \xi_1 - \beta \theta_2^T \mathcal{L} \xi_2
\]
\[
= -\frac{1}{2} \xi_1^T (\mathcal{L} + \mathcal{L}^T) \xi_1 + \gamma \xi_1^T \theta_1 - \frac{1}{2} \xi_2^T (\mathcal{L} + \mathcal{L}^T) \xi_2
\]
\[
- \frac{1}{2} \gamma \alpha \beta \theta_1^T (\mathcal{L} + \mathcal{L}^T) \theta_1 - \beta \| \theta_2 \|^2 - \beta \theta_2^T \xi_1
\]
\[
- \beta \theta_2^T \mathcal{L} \xi_2
\]
\[
= \frac{1}{2} \xi_1^T (\mathcal{L} + \mathcal{L}^T) \xi_1 - \frac{1}{2} \xi_2^T (\mathcal{L} + \mathcal{L}^T) \xi_2 - \beta \| \theta_2 \|^2.
\]
Since the directed graph \( \mathcal{G} \) is strongly connected and weight-balanced with the fact that \( \mathbf{1}_n \theta_1 = 0 \) for \( (P_R, P_E, \theta_1, \theta_2) \in \mathbb{T}_0 \), one has
\[
\dot{V} \leq -\frac{1}{2} \lambda_2 (\mathcal{L} + \mathcal{L}^T) \left| \xi_1 - \frac{1}{n} \mathbf{1}_n \xi_1 \right|^2
\]
\[
+ \gamma (\xi_1 - \frac{1}{n} \mathbf{1}_n \xi_1)^T \theta_1 - \frac{1}{2} \lambda_2 (\mathcal{L} + \mathcal{L}^T) \left| \xi_2 - \frac{1}{n} \mathbf{1}_n \xi_2 \right|^2 - \beta \left| \theta_2 \right|^2
\]
\[
- \frac{1}{2} \gamma \alpha \beta \lambda_2 (\mathcal{L} + \mathcal{L}^T) \left| \theta_1 \right|^2 - \beta \theta_2^T \mathcal{L} (\xi_1 - \frac{1}{n} \mathbf{1}_n \xi_1)
\]
\[
- \beta \theta_2^T \mathcal{L} (\xi_2 - \frac{1}{n} \mathbf{1}_n \xi_2)
\]
\[
(20)
\]
Defining \( \psi_1 = \xi_1 - \frac{1}{n} (\mathbf{1}_n \theta_1), \psi_2 = \xi_2 - \frac{1}{n} (\mathbf{1}_n \theta_2) \) and \( v_1^T = [\psi_1^T, \beta^T \psi_1^T], v_2^T = [\psi_2^T, \beta^T \psi_2^T] \), we have
\[
\dot{V} \leq v_1^T J_1 v_1 - v_2^T J_2 v_2,
\]
\[
(22)
\]
where
\[
J_1 = \begin{bmatrix}
-\frac{1}{2} \lambda_2 (\mathcal{L} + \mathcal{L}^T) I_n & M_{12}^T \\
M_{12} & M_{22}
\end{bmatrix},
\]
with \( M_{12} = \begin{bmatrix}
\frac{1}{2} \gamma I_n & -\frac{1}{2} \beta \mathcal{L}_R^T \\
\frac{1}{2} \alpha \gamma \lambda_2 (\mathcal{L} + \mathcal{L}^T) I_n & -\beta I_n
\end{bmatrix} \), and furthermore, \( M_{22} = \begin{bmatrix}
\frac{1}{2} \gamma I_n & -\frac{1}{2} \beta \mathcal{L}_R^T \\
\frac{1}{2} \alpha \gamma \lambda_2 (\mathcal{L} + \mathcal{L}^T) I_n & -\beta I_n
\end{bmatrix} \).

Resorting to the Schur complement, \( J_1 \) is negative definite if
\[
-\frac{1}{2} \lambda_2 (\mathcal{L} + \mathcal{L}^T) I_n + \frac{1}{2} \lambda_2 (\mathcal{L} + \mathcal{L}^T) I_n
\]
\[
+ \frac{1}{2} \alpha \gamma \lambda_2 (\mathcal{L} + \mathcal{L}^T) I_n + \frac{\beta \mathcal{L}_R^T \mathcal{L}_R}{4} \mathcal{L}_E
\]
is negative definite, and \( J_2 \) is positive definite if
\[
\frac{\beta \lambda_{\text{max}} (\mathcal{L}_R^T \mathcal{L}_R)}{2 \lambda_2 (\mathcal{L} + \mathcal{L}^T)} \]
is positive definite, respectively. Furthermore, we can conclude that \( \dot{V} \leq 0 \) by applying (17) and (16). Hence, with the application of LaSalle Invariance principle, we deduce that \( \dot{V} = 0 \) iff \( \psi_1 = \psi_2 = \theta_1 = \theta_2 = 0 \), which implies that \( \partial_{P_E} C(P_R, P_E) \in \{ \mathbf{1}_n \} \) and \( \partial_{P_R} C(P_R, P_E) \in \{ \mathbf{1}_n \} \). Recalling the Lemma 3.1 and the characterization of optimizers in Lemma 3.1, it indicates \( (P^*_E, P^*_R) \) is a solution of the optimization problem.

Remark 4.3: The local inequality constraints are taken into account by applying additional projection operations to each RG and ESSs. As shown in the literatures [39], [40], the projection operation does not affect the convergence analysis of the distributed optimal strategy.

Remark 4.4: The operation limits of the power network, such as voltage and line flow limits, could be able to included in the proposed algorithm with applying the projection method, which may lead to different optimization results. Additionally, the proposed method can also deal with the model of the transmission loss in [41], which assumes each agent could estimate the power loss of the line adjacent to it. With the available estimation value, each agent could add this value to the load quantity, which would lead the network to discover a new optimization result that considers the power loss.

Algorithm 1 DISTRIBUTED OPTIMAL CHARGING CONTROL ALGORITHM

Initialization:
For \( i \in \{1, \ldots, n\} \) \( j \in \{1, \ldots, n\} \)
\( P_{R,i} = P_{R,i}(0), P_{E,j} = P_{E,j}(0) \)
\( x_i = x_i(0), \eta_i = \eta_i(0) \)

Consensus Algorithm:
Select \( \alpha, \beta, \gamma \in \mathbb{R}_{>0} \)
Check If variables satisfy the inequality (16) and (17) in Theorem 4.1.
\[
\begin{cases}
\text{Yes, Flag} = 1 \rightarrow \text{Continue} \\
\text{No, Flag} = 0 \rightarrow \text{Go back to Select}
\end{cases}
(24)
\]

Coordination
RG \( i \) and ESS \( j \) communicate with its adjacent agents, and update \( (P_{E,j}, P_{R,i}, x_j, \eta_j) \) according to (10a)-(10d) in Section IV.

End if Each participant achieves the optimal operation.

C. Algorithm Implementation

The proposed algorithm can be implemented in a MAS manner, which regards each participant as an agent in the microgrid. A step-by-step algorithm for each agent is shown in Algorithm 1. Each agent equips with two level controls, i.e. top level control and bottom level control as shown in Fig. 2. As indicated in Fig.2, each agent employs both top level control and bottom level control. Since the proposed algorithm is implemented based on the MAS framework, each agent is able to exchange information with its neighbours to complete the determined objective. The proposed algorithm is implemented in the top level to generate the output reference for bottom level control based on the information from both the local measurement and its neighbour’s measurement. The proposed algorithm can guarantee the output power reference converge...
to the optimal solution as long as there exist an optimal point and communication network is connected. After the reference is generated, the bottom level control will implement the output power reference tracking of each agent. Since the communication network could be independent of the power network [42], a cost-effective communication network could be formed based on the location, convenience of a practical microgrid. While the output power reference is generated, bottom level control is then implemented to control each agent to track this reference.

V. Simulation Results and Analysis

In the following case studies, the designed parameters are chosen as $\alpha = 14$, $\beta = 0.6$, $\gamma = 3$, which satisfies the condition specified in Theorem 4.1. The parameters of RGs and ESSs are summarized in Table I. The first two cases test the proposed control strategy based on IEEE 14-bus system, and the communication topology is shown as Fig. 3. In Case 5.1, the optimal resource management problem is studied under both constant supply-demand deviation and time-varying deviation conditions. In Case 5.2, a modified five-bus model is applied to compare the effectiveness of the proposed algorithm. Case 5.3 investigates the performance of the proposed strategy under the link/node failures. To accomplish the tractability of the demonstration, it is assumed that if the single-link/node failure occurs in the communication topology, the rest of the weighted-balanced digraph should still remain connected, and thus the remaining nodes would be able to operate with their neighbouring nodes continuously [43]. Finally, the scalability analysis is validated in Case 5.4 in the IEEE 162-bus system with various RGs and ESSs, such as WTs, PVs, Solar thermal, BESSs and fuel cells. Without loss of generality, it is hypothesized that ESS1 knows the total supply-demand mismatch.

A. Case 5.1

In this case, the performance of the proposed distributed strategy for resource management is investigated in the IEEE 14-bus system. The designed communication network of agents can be independent from the physical bus connections, which is a directed network in this simulation study.

1) Constant Supply-demand Mismatch Condition: The total supply-demand mismatch is assumed as 500 p.u.. As shown in Figs. 4 and 5, the power allocations of RGs and parallel-connected ESSs quickly converge to their optimal values, while the supply-demand balance converges to zero, i.e., the optimization objective is achieved.

2) Time-varying Supply-demand Mismatch Condition: if renewable energy resources are controlled by MPPT algorithms, it may cause a time-varying supply-demand imbalance when the available renewable generation cannot meet load demands. As a result, in this subcase, the time-varying imbalance is modelled by a time-varying function, i.e., $P_D = 500 + 10\sin(0.05t)$ p.u.. The simulation results are shown in Figs. 6 and 7. The allocated actual powers converge to their optimal values, and the deviation between supply and demand power closes to zero.

In this case study, it shows the proposed strategy effectively offsets the supply-demand mismatch, which will help with frequency regulation in an islanded microgrid.
In this simulation study, the proposed algorithm is applied to a five-bus system in [39] by replacing the synchronous generator with a WT with a parallel-connected ESS in a directed communication network. The parameters of RGs and ESSs are selected according to [39]. The algorithm proposed in [39] is adopted in a network with bi-directional lines for agent’s communication. As a result, the algorithm may lose its effectiveness if one of the bi-directional line breaks down. Instead of using bi-directional communication lines, our proposed algorithm can work under the directed graph that only needs directed communication lines, and the results are shown in Fig. 8 and Fig. 9. As the results shown, the power allocations of RGs and parallel-connected ESSs quickly converge to their optimal values, while the mismatch between supply and demand converges to zero, i.e., the optimization objective is achieved for this case.

C. Case 5.3

The robustness of single link/node failure is investigated in this case. In the first subcase, it is assumed that a breakdown of the transmission line for ESS3 at 10s, and it still can communicate with its neighbours. Because RGs are not used to tackle the demand mismatch, the rest of ESSs has to undertake the supply-demand balance in a fast response time. At 30s, the emergency line is employed, and hence ESS3 is plugged-in to support the load demand. The results are shown in Figs. 10 - 12. After ESS3 is plugged-out, the power allocations of all participants converge to the new optimal values. Further, the supply-demand mismatch can be handled by the rest of ESSs. When ESS3 is connected again, all the results converge to those of the previous ones.

Next, the second subcase considers when ESS3 fails to operate at 6s and recovers at 40s. Upon failures, ESS3 loses
Fig. 9. The supply-demand mismatch update

its communication with its neighbours, and the rest of ESSs is remain connected to support the load demand. The results in Fig. 13 and Fig. 14 show that the rest of the participants can converge to a new optimal operation condition, and the supply-demand mismatch is eliminated when ESS3 fails. Moreover, the results converge to those of the previous ones after ESS3 is repaired.

It should be noted that during the single link/node fail-

ure, the supply-demand deviations are small. Therefore, the proposed strategy will cause little effect on the frequency disturbance of the system, which may be applied to isolated systems such as an autonomous microgrid.

Remark 5.1: One of the necessary conditions for the convergence of the proposed algorithm is the connectivity of the communication network. Therefore, when the single-link/node failure occurred, the optimal solution is guaranteed if the communication network remains connected. Besides, the distributed information is used in the proposed algorithm instead of global information, which is robust to the link failures if the failing does not affect the connectivity of the communication network. Also, when one node fails to communicate with other neighbours, the rest group of nodes can continue their operations if the network is connected.

D. Case 5.4

The scalability of the proposed strategy is validated. To do so, we implement the optimal control strategy to the modified IEEE 162-bus system. There are three types of RGs in this system, i.e., eight PVs, eight WTs and one solar thermal, and two types of ESSs, i.e., battery storage system and fuel cells. The cost functions of fuel cell and solar thermal are based on the cost model in [44], [45], respectively. The communication network is weight-balanced and strongly connected. The initial
The effectiveness of the proposed distributed strategy is demonstrated by the simulation using the IEEE test systems. Furthermore, the initializing procedures are no longer needed in the distributed solution design, and thus RGs and ESSs can start from any power allocation. The convergence of the proposed strategy only relies on a connected digraph, which demonstrates the robustness of single-link/node failures during the microgrid operation. In addition, the proposed distributed strategy can handle the time-varying supply-demand mismatch problem in isolated systems. To solve the resource management more realistic, practical constraints such as voltage limits, line capacities, network reconfiguration will be considered in our future work.

Fig. 14. The supply-demand mismatch update

Fig. 15. The actual power output of RGs and ESSs

condition is given by [46] with a total load demand of 18422 MW.

As shown in Fig. 15 and Fig. 16, the proposed strategy can guarantee the allocated charging powers to converge to their optimal values within 12s while the deviations of demand and supply power converge to zero, which demonstrates that the proposed algorithm is scalable.

Remark 5.2: It is noted that the proposed solution is compatible with diverse RGs and ESSs in the microgrid as long as the cost function of RGs and ESSs can be formulated to satisfy the convex condition.

VI. CONCLUSION

In this paper, a MAS-based distributed optimal strategy has been proposed to the optimal resource management in an islanded microgrid. The proposed strategy minimizes the generation cost of all participants, and meanwhile maintains the supply-demand equality condition within the microgrid system. The effectiveness of the proposed distributed strategy is demonstrated by the simulation using the IEEE test systems. Furthermore, the initializing procedures are no longer needed in the distributed solution design, and thus RGs and ESSs can start from any power allocation. The convergence of the proposed strategy only relies on a connected digraph, which demonstrates the robustness of single-link/node failures during the microgrid operation. In addition, the proposed distributed strategy can handle the time-varying supply-demand mismatch problem in isolated systems. To solve the resource management more realistic, practical constraints such as voltage limits, line capacities, network reconfiguration will be considered in our future work.
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