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Abstract: In this paper, we propose a control structure for a class of systems with Lipschitz nonlinearity and unknown time-varying input delay. This scheme considers the worst case scenario in control design with Truncated Prediction Feedback (TPF) approach, and takes into account the information of the lower bound of delay in the stability analysis. A finite-dimensional controller is constructed, requiring neither the nonlinear function nor the exact delay function. The truncated prediction deviation is minimized by employing the delay range, and then bounded by integral construction and related techniques. Within the framework of Lyapunov-Krasovskii functionals, sufficient delay-range-dependent conditions are derived for the closed-loop system to guarantee the global stability. Two numerical examples are given to validate the proposed control design.

1 Introduction

In the formulation of stabilization of time-delay systems, there are two types of feedback methods in the literature: standard (memoryless) feedback and predictor-based (memory) feedback; see, for example, [1]–[13]. Many results are related to the systems with state delays. However, it is well known that the input-delayed system is more difficult to handle in control theory [2]. For predictor-based feedback, compensation is added in the controller design to offset the adverse effect of time delay and the stabilization problems are reduced to similar problems for ordinary differential equations. The predictor-based method, also called the finite spectrum assignment technique [11] or the reduction method [12], is effective for systems with delays, especially with input delays [13]–[15]. In [16], a prediction method based on the integration of the nonlinear system function is reported for a class of nonlinear systems with time-varying input delay. However, the predictor-based controllers involve integral terms of the control input, which result in difficulties in control implementation. To avoid the use of distributed terms, asymptotic prediction or dynamic prediction method is developed in [17] for system with constant input delay and the results are then extended to time-varying delay case in [18]. An other feasible solution is to ignore the troublesome integral part, and use the prediction based on the exponential of the system matrix, which is known as the Truncated Prediction Feedback (TPF) approach [19]–[24]. The TPF approach originates from the low gain feedback technique [19]. In [21], it is shown that a TPF controller works for an arbitrarily large delay as long as the open loop linear system is not exponentially unstable. The result is then extended to general linear systems in [22], including exponentially unstable open loop poles. Within the framework of Lyapunov-Krasovskii functionals, control design for Lipschitz nonlinear systems with constant input delay is presented in [24], which generalizes the results on the truncated predictor feedback for linear systems to nonlinear systems with constant input delay.

Note that all the results above are built based on the assumption that the exact delay information is known, which may be unrealizable in many circumstances. The predictor-based feedback control methods suffer from a difficulty in practical implementation when the delay function is unknown. A Lyapunov-based adaptive control design is presented in [25] to deal with unknown constant delay for a class of linear systems. However, few results are available on stabilization for nonlinear systems with unknown time-varying input delay. The TPF control also encounters the same barrier since the prediction is based on the exact knowledge of the delay function [19]–[24].

Inspired by the above observation and based on our previous results [26]–[30], in this paper, we propose a control scheme for a class of systems with unknown time-varying input delay and Lipschitz nonlinearity. The key contributions include: (i) in contrast to [13, 16, 21–23], we propose a new control structure by merely using the delay upper bound, which greatly reduces the computation burden and improves the practical implementation; (ii) we extend the results on the truncated predictor feedback for linear systems to a class of Lipschitz nonlinear systems with unknown time-varying input delay and the derived conditions are less conservative with respect to the existing results [24]; (iii) the information of the lower bound of delay is taken into account in the stability analysis, which benefits the derived conditions.

The remainder of this paper is organized as follows. Section 2 presents the problem formulation and a few preliminary results for the stability analysis. Section 3 presents the main results on the controller design and stability analysis. Simulation results are given in Section 4. Section 5 concludes the paper.

2 Problem statement and preliminaries

We consider the system
\[ \dot{x}(t) = Ax(t) + Bu(\zeta(t)) + \phi(x(t)), \]  \hspace{1cm} (1)
where \( x(t) \in \mathbb{R}^n \) is the state, \( u(t) \in \mathbb{R}^p \) is the input, \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times p} \) are constant matrices with \( (A, B) \) being controllable, \( \zeta(t) \) is a continuously differentiable function that incorporates the actuator delay, and \( \phi : \mathbb{R}^n \to \mathbb{R}^n \), \( \phi(0) = 0 \), is a Lipschitz nonlinear function with a Lipschitz constant \( \gamma \). For any two constant vectors \( a, b \in \mathbb{R}^n \),
\[ \|\phi(a) - \phi(b)\| \leq \gamma \|a - b\|. \]  \hspace{1cm} (2)

For convenience, we define \( \zeta(t) \) in a more standard form \( \zeta(t) = t - d(t) \), where \( d(t) \geq 0 \) is an unknown time-varying input delay. In
this paper, $\zeta(t)$ or $t - d(t)$ will be used whenever necessary. Additionally, we need the following assumption for controller design.

**Assumption 1.** The function $\zeta(t)$ is a continuously differentiable function such that $0 < \zeta_0 \leq \zeta(t) < \infty$, and the unknown delay function $d(t)$ is bounded by $0 \leq D \leq d(t) \leq \mathcal{D}$.

**Remark 1.** As pointed out in [13], Assumption 1 guarantees that the function $\zeta(t)$ is strictly increasing and $\zeta^{-1}(t)$, the inverse function of $\zeta(t)$, always exists for all $t$. From Assumption 1, we also have $\bar{\tau} \zeta^{-1}(t) = \frac{1}{\zeta'(\zeta^{-1}(t))} \leq \frac{1}{\zeta_0}$. It is worth noting that there are two main cases of time-varying delays in the literature: (1) bounded and derivative-bounded time delay; (2) continuous uniformly bounded delays [3, 4]. The condition given in Assumption 1 belongs to case 1 and is stronger than that of case 2.

A couple of preliminary results are recalled, which are useful for the stability analysis.

**Lemma 1** ([11]). For a positive definite matrix $P$, and a function $x : [a, b] \rightarrow \mathbb{R}^n$, with $a, b \in \mathbb{R}$ and $b > a$, the following inequality holds

$$\left( \int_a^b x^T(\tau)d\tau \right) P \left( \int_a^b x(\tau)d\tau \right) \leq (b - a) \int_a^b x^T(\tau)Px(\tau)d\tau.$$ 

**Lemma 2** ([21, 24]). For a positive definite matrix $P$, the following identity holds

$$e^{\mathcal{A}t}Pe^\mathcal{A}t - e^{\mathcal{B}t}Pee^{\mathcal{B}t} = e^{-\mathcal{A}t}e^{\mathcal{A}t}Re^{\mathcal{A}t},$$

where $\mathcal{A} = \omega \mathcal{B}$ and $R = B^TP - PA + \omega P$. Furthermore, if $R$ is positive definite, $e^{\mathcal{A}t}Pe^\mathcal{A}t \leq e^{\mathcal{B}t}Pee^{\mathcal{B}t}$.

### 3 Main results

#### 3.1 Controller design

The state of system (1) can be calculated as

$$x(t) = e^{A(t - \zeta(t))}x(\zeta(t)) + \int_{\zeta(t)}^t e^{A(t-\tau)}\phi(x(\tau))d\tau$$

$$+ \int_{\zeta(t)}^t e^{A(t-\tau)}Bu(\zeta(\tau))d\tau = e^{A(t)}x(t-d(t)) + \int_{t-d(t)}^t e^{A(t-\tau)}\phi(x(\tau))d\tau$$

$$+ \int_{t-d(t)}^t e^{A(t-\tau)}Bu(\tau - d(\tau))d\tau.$$  \hspace{1cm} (3)

To compensate the input delay, a straightforward predictor-based controller $u(\zeta(t)) = Kx(t)$ has been widely used in [13–16] based on the theorem in (3). However, the right side of (3) is infinite-dimensional and involves online integration of the nonlinear function and control input $u(t)$, which makes the numerical computation of the prediction challenging in practice.

To avoid these problems, a finite-dimensional controller will be designed based on the truncated predictor of the system state $e^{A(t-\zeta(t))}x(\zeta(t))$. Since $\zeta(t)$ in system (1) is unknown, the worst-case scenario is taken into account and the controller takes the following structure:

$$u(t) = Ke^{\mathcal{A}T}x(t),$$  \hspace{1cm} (4)

where $K$ is a control gain matrix to be designed later. With (4), system (1) can be written as

$$\dot{x}(t) = Ax(t) + BK e^{A T}x(t - d(t)) + \phi(x)$$

$$= Ax(t) + BK e^{A\mathcal{D}(t)}e^{A\mathcal{D}(t)}x(t - d(t)) + \phi(x).$$

By (3) and $\zeta(t) = t - d(t)$, we have

$$\dot{x}(t) = \left( A + BK e^{A\mathcal{D}(t)} \right) x(t) + \lambda_1 + \lambda_2 + \phi(x),$$  \hspace{1cm} (5)

where

$$\lambda_1 = -BK e^{A\mathcal{D}(t)}\int_{t-d(t)}^t e^{A(t-\tau)}Bu(\tau - d(\tau))d\tau,$$

$$\lambda_2 = -BK e^{A\mathcal{D}(t)}\int_{t-d(t)}^t e^{A(t-\tau)}\phi(x(\tau))d\tau.$$  

**Remark 2.** For system (1) with $\phi(x(t)) = 0$, some controllers have been proposed in the existing literature, such as

$$u(t) = K e^{A(\zeta^{-1}(t)-t)}x(t)$$

$$+ \int_{\zeta(t)}^t e^{A(\zeta^{-1}(t) - \zeta^{-1}(\tau))}Bu(\zeta(\tau))d\tau,$$

in [13, and $u(t) = Ke^{A(\zeta^{-1}(t)-t)}x(t)$ in [21–23]. It can be seen that the proposed controller (4) eliminates the explicit dependence on the delay function, which is essentially different from the ones given in [13, 16, 21–24]. This avoids the online computation of the delay inverse function and thus greatly reduces the computation burden and improves the practical implementation. Furthermore, in this paper, since the actual delay is unknown, we use the upper bound of the delay to design the controller. To a certain extent, it can be considered as worst case scenario analysis.

#### 3.2 Stability analysis

In (4), the control gain $K$ is chosen as

$$K = -B^TP,$$  \hspace{1cm} (6)

where $P$ is a positive definite matrix to be designed. The following theorem presents sufficient conditions for $P$ to ensure that the controller (4) with (6) stabilizes the system at the origin asymptotically.

**Theorem 1.** For an input-delayed system (1) with Assumption 1, the global asymptotic stability can be achieved by the controller (4) with $K = -B^TP$ if there exist a positive definite matrix $P$ and constant $\rho_1 > 0$ such that

$$\rho_1 W - BB^T \geq 0,$$  \hspace{1cm} (7)

$$\begin{bmatrix} AW + WA^T - 2BB^T + Q & W \\ W & -\gamma_0^{-1} \end{bmatrix} < 0,$$  \hspace{1cm} (8)

are satisfied with $W = P^{-1}, Q = \begin{bmatrix} \kappa_0 \rho_1^2 + \kappa_1 + \kappa_2 + \kappa_3 \\ \rho_1^2 + \kappa_0 + \alpha_1 + \alpha_2 + \alpha_3 \end{bmatrix} I,$

$$\gamma_0 = \frac{\zeta_0}{\omega_0} + \alpha_1 + \alpha_2 + \alpha_3,$$

$$\alpha_1 = 2\kappa_1^{-1} \rho_1^2 \omega_0 \gamma_0^{-2}, \quad \alpha_2 = \kappa_2^{-1} \rho_1^2 \omega_0 \gamma_0^{-2},$$

where $\kappa_0, \kappa_1, \kappa_2, \kappa_3$ are any positive numbers, $\omega_0$ and $\rho_2$ are positive numbers.
such that $\omega_0 > \lambda_{\max}(A^T + A)$, $\rho_2 \geq \lambda_{\max}(A^T A)$, and $D_0 = \overline{D} - d(t)$.

Proof: To start the analysis, let us try a Lyapunov function candidate $V_0(t) = x^T(t)P_x(t)$. The derivative of $V_0$ along the dynamics of (5) can be obtained as

$$V_0(t) = x^T(t) \left( PA + AT - PBB^TP + e^{AT}D \right) x(t) + 2x^T(t)P(\lambda_1 + \lambda_2 + \phi(x)),$$

where $D = \overline{D} - d(t)$ is time-varying and unknown. To proceed the analysis, we construct the following integral term

$$\int_0^t PBB^TPAc ds = \int_0^t PBB^TPe^{AD} - PBB^TP.$$

It follows that

$$V_0(t) = x^T(t) \left( PA + AT - PBB^TP + \rho_1I \right) x(t) + 2x^T(t)P(\lambda_1 + \lambda_2 + \phi(x)).$$

By Young's Inequality, we get

$$-PBB^TP \leq \kappa_0PBB^TP - \kappa_0^{-1} \int_0^t e^{AT}sA^TdsPBB^TP \leq \kappa_0^2PBB^TP + \kappa_0^{-1} \int_0^t e^{AT}sA^Tds e^{AT}A, \quad (9)$$

where $\kappa_0$ is any positive number, $\rho_1$ is positive number such that $\rho_1I \geq p^{1/2}BB^TP^{1/2}$, and $\rho_2 \geq \lambda_{\max}(A^T A)$ is defined in Theorem 1. From Lemmas 1 and 2, we have

$$\int_0^t e^{AT}ds \leq \int_0^t e^{(A^T + AT)s}ds \leq D_0^{-1} \left( e^{\omega_0D_0} - 1 \right), \quad (10)$$

where $\omega_0 > \lambda_{\max}(A^T + A)$ is defined in Theorem 1. Then, from (9) and (10), we can obtain that

$$V_0 \leq x^T(t) \left( PA + AT - PBB^TP + \kappa_0^2PP + \omega_0I \right) x(t) + 2x^T(t)P(\lambda_1 + \lambda_2 + \phi(x)),$$

$$\leq x^T(t) \left( PA + AT - PBB^TP + \kappa_0^2PP + \omega_0I \right) x(t) + \kappa_1^2\lambda_1^2 + \kappa_2^2\lambda_2^2 + \kappa_3^2\gamma^2 \phi(x),$$

$$\leq x^T(t) \left( PA + AT - PBB^TP + \left( \alpha_0 + \kappa_3^2\gamma^2 \right) I + \kappa_2^2PP \right) x(t) + \kappa_1^2\lambda_1^2 + \kappa_2^2\lambda_2^2 + \kappa_3^2\lambda_3^2, \quad (12)$$

where $\kappa_1, \kappa_2, \kappa_3$ are positive numbers, $\kappa = \rho_1^2 + \kappa_1 + \kappa_2 + \kappa_3$, and $\alpha_0$ is defined in Theorem 1. The remaining part of the analysis is to explore the bounds of $\kappa_1^2\lambda_1^2$, $\kappa_2^2\lambda_2^2$, and $\kappa_3^2\lambda_3^2$. From Lemmas 1 and 2, we have

$$\lambda_1^2 \lambda_1 \leq \rho_1^2 \int_0^t \lambda_1^2(\tau - d(t))e^{AT}PBB^TPe^{AT}(t - \tau) \times e^{(A^T + A)D_0}PBB^TPe^{AT}(t - d(t))d\tau,$$

$$\leq \rho_1^2 \int_0^t \lambda_1^2(\tau - \tau + D_0) e^{(A^T + A)D_0}PBB^TPe^{AT}(\tau - d(t))d\tau,$$

$$\leq \rho_1^2 \int_0^t x^T(\tau)\lambda_1^2(\tau) \times \lambda_1^2(\tau) d\tau.$$

To replace the signal $x(\tau)$ with the signal $x(t)$, we introduce the change of the integration variable, $z = \zeta(\tau)$. By Assumption 1, we have $$(\tau - \tau + D_0) = 1/(\zeta(\tau) - 1),$$

$$\lambda_1^2 \lambda_1 \leq \rho_1^2 \int_0^t \lambda_1^2(\zeta(\tau)) e^{(A^T + A)D_0}PBB^TPe^{AT}(t - d(t))d\tau.$$

In a similar way, for $\lambda_2^2 \lambda_2$, we have that

$$\lambda_2^2 \lambda_2 \leq \rho_1^2 \int_0^t \lambda_2^2(\tau) e^{(A^T + A)(t - \tau + D_0) - d(t)} \phi(x)dt,$$

$$\leq \rho_1^2 \int_0^t \lambda_2^2(\tau - d(t)) e^{(A^T + A)(t - \tau + D_0 - d(t))} \phi(x)dt,$$

$$\leq \rho_1^2 \int_0^t e^{2\gamma^2 D_0^2} \lambda_2^2 \int_0^t x^T(\tau) x(\tau) d\tau.$$

Let $V = V_0(t) + W_1(x(t)) + W_2(x(t))$, where

$$W_1(x(t)) = \kappa_1^{-1} \rho_1^2 \int_0^t \lambda_1^2(\zeta(\tau)) \left( \int_0^\tau T(z) x(z) dz \right) d\tau,$$

$$W_2(x(t)) = \kappa_2^{-1} \rho_1^2 \int_0^t \lambda_2^2(\zeta(\tau)) \left( \int_0^\tau T(z) x(z) dz \right) d\tau,$$

are two Krasovskii functionals. The derivative of $V(t)$ along the dynamics of (5) can be obtained as

$$\dot{V}(t) = V_0(t) + W_1(x(t)) + W_2(x(t)),$$

$$\leq x^T(t) \left( PA + AT - PBB^TP + \kappa_0^2PP + \omega_0I \right) x(t) + \kappa_1^2\lambda_1^2 + \kappa_2^2\lambda_2^2 + \kappa_3^2\gamma^2 \phi(x),$$

$$+ \kappa_1^2\lambda_1^2 + \kappa_2^2\lambda_2^2 + \kappa_3^2\lambda_3^2, \quad (13)$$

where $\alpha_0 = \alpha_0 + \alpha_1 + \alpha_2$, $\alpha_1$ and $\alpha_2$ are defined in Theorem 1.
It can be seen that condition (10) is equivalent to the condition specified in (7). By Schur complement lemma, we know that condition (8) is sufficient for $V(t) < 0$ in (13). Hence, the stability of system (1) is guaranteed by conditions (7) and (8) in Theorem 1. This completes the proof.

**Remark 3.** In this work, we consider the time-varying delay function $\zeta(t)$, which includes the constant input delays in [24] and [26]–[29] as a special case with $\zeta(t) \equiv 1$. Furthermore, if $d(t) \equiv 0$, condition (28) in [24] degenerates to

$$WAT + AW - BB^T + (\rho_1^2 + 1)I \begin{bmatrix} W & -\frac{1}{\gamma^2} \end{bmatrix} < 0, \quad (14)$$

and condition (8) in this paper reduces to

$$AW + WAT - 2BB^T + I \begin{bmatrix} W & -\frac{1}{\gamma^2} \end{bmatrix} < 0. \quad (15)$$

Compared with (14), condition (15) is less conservative. The conditions shown in (7)-(8) can be checked by using the iterative method developed in [23]. In addition, the introduction of a set of free parameters $\kappa_0, \kappa_1, \kappa_2, \kappa_3$ provides more design degrees of freedom.

**Remark 4.** It is also worth noting that, the information of the delay lower bound $\underline{D}$ is taken into account in the stability analysis. The use of $\underline{D}$ will reduce the conservatism for the sufficient conditions in Theorem 1.

**Remark 5.** As discussed in [22], the stability of the closed-loop system (5) results from the trade-off between the magnitude of the unstable poles in the plant and the maximum delay in the input signal. When one or more open-loop poles are in the open right-half plane, the distributed term in the classical prediction feedback may not be negligible since the acceptable prediction horizon of the TPF control is limited.

### 4 Numerical examples

**Example 1 (constant delay case):** First, the performances of the method are checked with constant delay. We consider a numerical example used in [24], where

$$\dot{x}(t) = \begin{bmatrix} -0.09 & 1 \\ -1 & -0.09 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t - 0.03) + g \begin{bmatrix} \sin(x_1(t)) \\ 0 \end{bmatrix}.$$ \quad (16)

The constant delay time is 0.03 seconds, and the Lipschitz constant $\gamma = g = 0.12$. The initial condition $x(0) = [3, -5]^T$. With $\rho_1 = 0.8, \rho_2 = 0.9, \omega_0 = 0.001, \kappa_0 = \kappa_1 = \kappa_2 = 0.05, \kappa_3 = 1$, a feasible solution of the feedback gain $K$ is found to be

$$K = \begin{bmatrix} -0.1962 & -0.6830 \end{bmatrix}. \quad (17)$$

It is worth noting that $K$ in (17) does not satisfy the conditions of Theorem 3 in [24]. With the conditions of Theorem 3 in [24], we obtain a feasible solution with $K = \begin{bmatrix} -0.0065 & -0.1613 \end{bmatrix}$.

Fig. 1 shows the simulation results. Conditions (7)-(8) give better performance than those derived in [24], which verifies the observation in Remark 3.

**Example 2 (time-varying delay case):** Consider a third-order system

$$\dot{x}(t) = \begin{bmatrix} 0.01 & 0.1 & 0 \\ 0 & -0.1 & 0.01 \\ -0.01 & -0.1 & 1.2 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 0 \end{bmatrix} u(t) + g \begin{bmatrix} \sin(x_1(t)) \\ 0 \end{bmatrix}. \quad (18)$$

The linear part of the system represents an oscillator with a positive real pole, which is open-loop unstable. The initial condition $x(0) = [10, -8, 2]^T$ is set in the simulation. The Lipschitz constant $\gamma = g = 0.005$ and the delay function $d(t) = 0.4 + 0.3 \sin(t)$, which implies that $\Gamma = 0.7, \underline{D} = 0.1, \overline{D} = 0.7, \overline{D} = 0.6$. The delay function $d(t)$ is shown as Fig. 2. With $\rho_1 = 0.05, \kappa_0 = 10, \kappa_1 = 0.01, \kappa_2 = 0.01, \kappa_3 = 0.05$, feasible solutions of $W$ and $K$ are found to be

$$W = \begin{bmatrix} 28.3029 & -30.4405 & -1.1062 \\ -30.4405 & 53.1676 & -1.4045 \\ -1.1062 & -1.4043 & 68.9260 \end{bmatrix},$$

$$K = \begin{bmatrix} -0.0031 & -0.0022 & -0.0175 \\ -0.0530 & -0.0492 & -0.0019 \end{bmatrix}.$$ 

Shown in Fig. 3 is the simulation results of the closed-loop dynamic responses. From this figure, we see that the closed-loop system is stable and the states converge to zero asymptotically. In addition, to show the advantage of the use of $\underline{D}$, a comparison has been carried out by setting $\underline{D} = 0$. Solutions of $W$ and the corresponding

![Fig. 1: Closed-loop responses by Theorem 1 in this paper and Theorem 3 in [24] with $\gamma = 0.12$.](image1)

![Fig. 2: The delay function $d(t)$.](image2)

![Fig. 3: Simulation results of the closed-loop dynamic responses.](image3)
feedback gain $K$ are found to be

$$ W = \begin{bmatrix} 34.0132 & -36.1336 & -1.5963 \\ -36.1336 & 61.7054 & -0.6889 \\ -1.5963 & -0.6889 & 63.6261 \end{bmatrix}, $$

$$ K = \begin{bmatrix} -0.0029 & -0.0019 & -0.0190 \\ -0.0458 & -0.0430 & -0.0016 \end{bmatrix}. $$

The comparisons of the performance are shown in Figs. 4. The yellow line represents the norm of open-loop system state which is divergent. The orange line and the blue line represent the results of two cases: (1) $\bar{D} = 0$; (2) $\bar{D} = 0.1$. The results indicate that the use of the lower bound of delay reduces the conservatism of the derived conditions.

5 Conclusion

In this paper, we have proposed a new control structure for a class of Lipschitz nonlinear systems with unknown time-varying input delay and removed the dependence on the exact delay inverse function. This greatly reduces the computation burden and thus expands the application scenarios for TPF control methodology. Sufficient conditions for the closed-loop stability independent of the delay and nonlinear functions are derived under the framework of Lyapunov-Krasovskii functionals. Simulation results show the efficiency of the proposed design.
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