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Abstract
In pre-sell distribution, the uncertain customer demands are revealed by the company’s sales representatives who visit the customers and arrange delivery quantities on the spot, prior to physical execution of deliveries. Given a periodic base-stock of a distributed product, we consider allocation of the product to the customers in two different settings: with and without utilization of mobile communication technologies. There are two performance measures considered: the customer-average fill rate, and the sales profit under service level constraints. The mobile setting is shown to enable a generally better system-wide performance, featuring the capability of inventory pooling. To observe the magnitude of this advantage we determine the optimal allocation policies by means of stochastic dynamic programming. Computational examples for selected configurations and demand distributions are presented.
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1 Introduction
Distribution of goods is realized in many industries by means of field representatives who travel through assigned territories, discover the customer demand, and execute sales. A predominant role in such distribution practice has been traditionally played by the so called route-sell method, which assumes that a number of vehicles loaded at the depot are sent on tour to meet uncertain customer demands: each vehicle carries the goods on board and distributes (sells) them to the geographically dispersed customers as it follows its route. This distribution mode has been extensively studied in the past decades by the research community in the context of the vehicle routing problem and its stochastic extensions [4,6,19,25].

The presented research deals with an alternative distribution method designated commonly as pre-sell. In pre-sell distribution the sales are arranged with the customers by salespersons in advance, prior to the physical execution of deliveries. These advance salesmen are typically travelling through assigned territories on a regular basis and visit pre-determined customers — like manufacturers, wholesalers and retailers — in order to assess their requirements and "to sell any quantity and every item that might be appropriate" [27], [2, 20, 38]. They are often assigned to promote products to the customers, check stock on-site, negotiate the sales, and estimate delivery dates [10, 38].

Comparing to route-sales, the advance fixing of delivery quantities provides pre-sell with several potential advantages [27, 32]: (a) delivery trucks are stocked to accurately match the orders; (b) no stock-outs will occur on the trucks; (c) the trucks carry no excess stock, saving fuel costs; (d) they return empty, therefore no product unloading and handling back at the depot, what saves labor costs and reduces breakage; (e) knowing zero demands in advance means less stops; (f) the routes can be scheduled with more certainty and customers’ time windows better met; (g) fewer trucks might be needed. The well known industries that employ pre-sell are e.g. the beverage, soft drink, and consumer goods.
Though the route-sell mode had previously been dominating over pre-sell [2, 20], the evidence of the recent years shows pre-sell to win more popularity than before [18], and not least due to novel opportunities enabled by mobile communication technologies. They deliver new attractive capabilities: remote access to the CRM and ERP systems; taking customer orders on-site and transmitting them immediately to the CRM or ERP back-end; tracking roaming employees and assets; communicating customer orders, instructions and data to the right employees in the field [28]. These capabilities result in several new advantages for the enterprise [29, 32, 36]: (a) a greater speed and accuracy of data collection and transmission; (b) more efficient resource allocation by utilizing real-time data from the field; (c) performance improvements due to a better sourcing of mobile workers with the up-to-date corporate data; (d) a better job assignment.

Convinced by ever growing adoption of mobile solutions [23] and their potential impact on pre-sell distribution, we take in this paper a closer look at the above advantages (b) and (c). For that we consider a company which pre-sells a single good to a number of customers. We show that mobile technologies may act as a means of inventory pooling in pre-sell. Besides that, we let the company use an inventory rationing policy for matching its limited stock against customer demands.

Both pooling and rationing represent important dimensions in inventory management. The concept of inventory pooling has received a remarkable attention in the literature since the publication of the work by Eppen [16], who has shown how consolidation of inventories and aggregation of stochastic demands can reduce the expected holding and penalty costs. Since then many authors have studied pooling strategies in various settings. Alfaro and Corbett [1] give a recent overview for uncapacitated inventory systems. As they point out, much of the literature on such systems assumes normally distributed demands. They make then a detailed analysis of the impact of demand correlation on the value of pooling in an uncappeditated setting with a computational study for some selected non-normal demands. Corbett and Rajaram [12] generalize Eppen’s [16] results to non-normal dependent demands. Research on pooling in capacitated systems has been recently advanced by Benjaafar et al. [5]. Typically the analysis of such systems is based on considering Poisson arrivals of unit demands.

Whereas pooling is likely to be a strategic decision, inventory rationing deals with the following, rather operational, problem [13]. If one distinguishes between customer demands of different priority, then one must decide how to allocate the stock to the incoming demands when it runs low: it can sometimes be more rational to stop filling the demands of low priority classes in order to save the stock for meeting possible demands of higher priority — i.e. to ration the inventory. Much of the studies focus namely on determining stationary inventory levels \( r_1, \ldots, r_n \) such that filling the \( j \)-th class demand stops when the on-hand inventory drops to or below \( r_j \). Recent reviews of rationing research can be found in [14] and [3].

There also exists research that considers both dimensions of pooling and rationing together. However, this body of research is essentially smaller than that on pooling or rationing only. De Véricourt et al. [13] consider rationing in a production-inventory system with backorders and characterize the optimal policy. They then enable inventory pooling in a system with two demand streams and show that ignoring the stock rationing dimension can lead to wrong managerial decisions. Deshpande et al. [14] run numeric tests to figure out how well their rationing policy does perform in a pooled system with two demand streams compared to a non-pooled system, as well as to a pooled system without rationing. Zhao et al. [40] deal with a decentralized system where independent stocking locations can, besides procuring the items from the manufacturer, also share stock with each other as well as ration it against each other’s requests.

Our setting possesses some similarities as well as some distinctions from the existing approaches. Similar to Topkis [37] and Frank et al. [17], we consider an uncapacitated periodic-review base-stock system. Uncertain demands are filled at predetermined customer locations sequentially once a review period. Similar to the assumption made in [17], our policy allows partial filling of uncertain customer demands; the distinction is that we assume all demands are uncertain. The rationing policy that we employ is non-stationary and of a similar nature as in [37]. Utilizing mobile communication technologies, we pool separate stocks and fill customer demands with a rationing policy. We confirm the advantage of pooling in our setting and express it as a function of the base-stock level by means of stochastic dynamic
The company serves $K = 4$ territories. There are 6 customers in the 1st territory.

programming. As opposed to most of the studies on pooling or rationing or both, we do not stick to any particular form of demand distribution. The computational method requires the demands to be represented by a finite distribution though, what may assume a discretization of continuously distributed demands.

The rest of the paper is organized as follows. Sections 1.1 and 1.2 introduce a company which pre-sells a single good to a number of customers in two different environments: with and without utilization of mobile communication technologies. In Section 2 we model the company’s distribution operations using a stochastic programming framework. Section 3 presents the computational method. In Section 4 we observe the advantage of the mobile setting in a number of numeric examples. In Section 5 we optimize the base-stock policies and make some further comparisons. Section 6 concludes the paper.

1.1 Decision making without mobile communication technologies

Let us consider a company that delivers a single good from a central warehouse to $N$ predetermined customers on a regular basis — once a week. The individual weekly demands of the customers are uncertain and represented by random variables $\xi_i$ ($i = 1, \ldots, N$) whose joint probability distribution is known. At the beginning of the week, prior to the realisation of any customer demand, the warehouse is being replenished up to the base-stock level $s$.

The company employs $K$ sales representatives (agents) whose jobs consist in visiting the customers, revealing their demands, and arranging delivery quantities. We assume that different representatives are assigned to serve different geographical territories. At the beginning of the week each agent makes a round trip through his territory and visits the assigned customers one by one. A customer’s demand becomes first known to the agent upon arrival to this customer. Having learnt the $i$-th customer’s demand realisation the agent arranges a delivery quantity $x_i$ with him, and drives to the next customer. We assume that each individual demand not necessarily has to be met in full, but is allowed to be met partially in any fraction (e.g., due to a scarce product supply). The uncovered fraction of every individual demand is backlogged and promised for delivery in a later period, upon manufacturing/procurement of the missing merchandise.

Finally, after the delivery quantities for all company’s customers have been settled, the physical deliveries are executed.

Even though the customer demands are not known in advance, still each agent should know right before the trip what quantity of the good does he have at his disposal. To secure this the company divides the total stock (physically or virtually) between the agents according to some predefined rule, e.g. in proportion to the expected demands of the territories. Figure 1 sketches an example of such distribution system, showing the separated stock quotas of the territories and the round trips of two representatives. We will call the presented operating mode of the company non-mobile, and say as well the company operates in a non-mobile environment.

Since each agent has a limited resource supply at his command, in general not every individual demand can be fully met by the agent. What should be the decision policy for an agent to use while deciding on a product allocation for the current customer? Should he allocate to the customer as much
as she demands or should he save more for the customers not yet visited — i.e. ration the inventory? We assume that each representative makes each time such a decision that is intended to maximize the expected overall performance of the company. Let us consider the following two performance measures.

**Performance measure 1: customer-average fill rate**

Having found the individual demand realisations in this week to be \( \xi_1, \ldots, \xi_N \), and having met them in amounts \( x_1, \ldots, x_N \), respectively, the company expresses the quality of this week’s product allocation \( x = (x_1, \ldots, x_N) \) ex-post as

\[
G^1(x|\xi) = \frac{x_1}{\xi_1} + \ldots + \frac{x_N}{\xi_N}
\]

where any \( \xi_i = 0 \) implies \( x_i = 0 \) and the corresponding fraction equals 1 by definition. Note that (1), if being multiplied by the scaling factor \( 1/N \), can be interpreted as a customer-average fill rate as well as an average customer satisfaction in the given week, and as an average perceived product availability, too. So the company is striving to expose a maximal product availability with a given stock \( s \). We further omit the scaling factor for the sake of simplicity.

**Performance measure 2: the sales profit**

Here we assume that the company is striving to maximize its sales profit while guaranteeing a certain product availability to every customer, i.e. declaring that each individual demand shall be met at least to a certain fraction \( \beta \) of it, \( 0 \leq \beta \leq 1 \). Note that this guaranteed service level acts as a degree up to which inventory rationing is permissible. Since the periodic stock \( s \) may turn out to be insufficient for holding the declared service level \( \beta \), the company may resort to an urgent (emergency) procurement of the product at a higher cost. Let the ordinary stock bring a profit \( \pi_1 \) per unit delivered to the customer within this week, the extra supply a profit \( \pi_2 \), and the backlogged demand a profit \( \pi_3 \) per unit. We assume \(-\infty < \pi_2 < \pi_3 < \pi_1 \) and \( \pi_1 > 0 \). Then the overall profit expresses in the given week ex-post as

\[
G^2(x, y|\xi) = \sum_{i=1}^{N} (\pi_1 x_i + \pi_2 y_i + \pi_3 (\xi_i - x_i - y_i))
\]

where \( y_i \) denotes the quantity procured urgently for delivery to the \( i \)-th customer, \( i = 1, \ldots, N \). Note that the assumption on emergency ordering is not restricting: if this option is not available to the company then \( \pi_3 - \pi_2 \) represents just the unit penalty cost for not holding the declared service level. Also note that we currently do not count the holding costs which the unsold inventory may incur. We incorporate them in our model later in Section 5.

And we raise with respect to each of the performance criteria (1) and (2) the first research question:

**Q1:** What decision rules should the agents apply in order to deliver a maximal possible performance to the company?

### 1.2 Decision making with mobile communication technologies

Let now all agents make use of mobile computer devices (mobile facilities) able to establish a connection with the company’s central computer (the server) at any time and from any customer location. Let each representative be able to upload the information about each allocation to the server right upon its completion. This, in turn, facilitates the company to know at any time the current system state: which customers are still awaiting an allocation and what fraction of the total product supply is still available. Let the agents be also able to retrieve this up-to-date information from the server by means of their mobile devices, at any time and from any customer location.

Then, we can introduce the following mobile operating mode (mobile environment as well). The product stock \( s \) is not divided between the agents anymore. Instead, each agent retrieves upon arriving to a customer the current system state along with the log of all demands revealed so far in the system, and
makes an allocation intended to maximize the overall performance. After making a decision he uploads it immediately to the server. Hence, in the mobile environment the representatives use stock $s$ as a joint resource pool. Let us raise the following questions here:

**Q2:** What are the agents’ optimal decision rules in the mobile operating mode?

**Q3:** Which operating mode — mobile or non-mobile — is expected to enable a better performance in the sense of criteria (1), (2)? What is the magnitude of this advantage, if any?

### 1.3 Strategic behavior of customers and agents

The assumptions made so far do not preclude the customers and the agents from acting strategically:

(a) customers anticipating a scarce product supply can theoretically try to secure better allocations by reporting higher demands than they really have (what is called order inflation); (b) as long as the company delegates a task to the agent there is a certain hazard that he will act opportunistically and do the job due to his own considerations — which may conflict with the company’s objective. For example, an agent may try to arrange such favorable allocations for his customers which in effect hurt the overall performance.

The first problem has already received attention in its nature in the supply chain literature. Lee et al. [26] study the causes of the bullwhip effect and show that allocating a limited product supply in proportion to submitted orders causes the buyers to order more than they would if given an unlimited supply, what increases the order variance and should negatively impact the supplier. The authors conjecture, that a different allocation mechanism may eliminate such strategic behavior. Cachon and Lariviere [8, 9] study this problem in a capacitated setting in more detail and show that truth-inducing mechanisms exist but fail to maximize the supplier’s as well as the buyers’ profits. Quite the contrary: they find that a manipulable mechanism would be more beneficial for the supplier since order inflation means a better capacity utilization; in some cases the whole supply chain may even benefit, since more capacity can be built.

The second problem is essentially a principal-agent problem, which has been a subject of study of the agency theory for several decades and can be briefly characterized as follows: the company (principal) is concerned about hiring an employee (agent) on the conditions which would motivate him/her to perform the task in the way the company wants it. Therefore there should some incentives for the agent be created which would align his interests with the company’s ones. In this perspective, the relationship between a company and its salesmen has received a remarkable attention in the literature, see [11, 39] and references therein. As van Ackere [39] points out, with multiple agents phenomena may arise not observable in the single-agent setting.

We feel that studying the above two questions in the context of the problem given here deserves a research on its own, and we leave these issues initially out of scope of the presented work, restricting our attention to the dimensions of stock sharing and rationing. We therefore assume below that a strategic behavior of the customers and agents is not the case.

### 2 Modeling

#### 2.1 Non-mobile environment

Let $n_1, \ldots, n_K$ denote the customer counts in $K$ geographical territories of the company’s distribution system, so that $n_1 + \ldots + n_K = N$. Then, in the non-mobile environment the company divides its stock $s$ into quotas $s_1, \ldots, s_K$. Each representative visits the customers in his territory one-by-one and executes sequential product allocations out from his quota. Let us denote such non-mobile configuration of the distribution system by $C|n_1|\ldots|n_K|$. Figure 2(a) illustrates a configuration $C|2|2|2|2|$. Since the representatives work separately of each other, they can deliver a maximal possible overall performance if and only if each of them maximizes the performance in his territory. So we first turn to decision making of a single representative who has an initial product supply $s_k$ and provides service to
Figure 2: Transition from non-mobile to mobile operating mode

$n_k$ customers. We do this below with respect to each of the performance measures (1) and (2). For the sake of brevity let us use the notation $s, n$ in place of $s_k, n_k$, respectively.

### 2.1.1 Maximization of the customer-average fill rate

Thus, we consider an agent who services $n$ customers sequentially and has a resource supply $s$ at his disposal. Formally, his decision policy $x(\xi) = (x_1(\xi_1), x_2(\xi_1, \xi_2), \ldots, x_n(\xi_1, \ldots, \xi_n))$ is a tuple of functions which determine the sequential product allocations of the agent as he visits his customers one-by-one and reveals their demands. Indeed, a product allocation $x_1$ has to be made for the 1st customer upon learning the demand realisation $\xi_1$ and without knowing the demand realisations of the rest of the customers. Therefore the allocation $x_1$ can depend on $\xi_1$ only, and there has to be a rule $x_1(\xi_1)$ defined for making an allocation. An allocation $x_2$ is made while knowing the demand realisations $\xi_1, \xi_2$, hence according to some rule $x_2(\xi_1, \xi_2)$, and so on, up until the $n$-th customer. The agent looks for such a policy $x(\xi)$ which is expected to maximize his individual performance in the sense of measure (1). Such policy can be found as a solution to the following problem:

$$E_{1|n}(s) := \max_{x(\xi)} \mathbb{E}_{\xi} \left[ \frac{x_1(\xi_1)}{\xi_1} + \frac{x_2(\xi_1, \xi_2)}{\xi_2} + \ldots + \frac{x_n(\xi_1, \ldots, \xi_n)}{\xi_n} \right]$$

$$x_1(\xi_1) + x_2(\xi_1, \xi_2) + \ldots + x_n(\xi_1, \ldots, \xi_n) \leq s$$

$$0 \leq x_i(\xi_1, \ldots, \xi_i) \leq \xi_i, \quad i = 1, \ldots, n \quad (3)$$

So, in view of uncertain customer demands, we measure the quality of a decision policy as the expected performance that it delivers with respect to the probability distribution of the customer demands. The optimal objective value of the problem represents the maximal expected performance $E_{1|n}(s)$, which is a function of parameter $s$ incorporated into the model. Further in Section 3 we present a method for solving (3) and obtaining $E_{1|n}(s)$ using stochastic dynamic programming.

### 2.1.2 Maximization of the sales profit

Let us now consider decision making of an agent maximizing the sales profit in his territory, as defined by (2). As before, the agent services $n$ customers and has a resource supply $s$ at his disposal. We represent a decision policy

$$(x(\xi), y(\xi)) = (x_1(\xi_1), y_1(\xi_1), x_2(\xi_1, \xi_2), y_2(\xi_1, \xi_2), \ldots, x_n(\xi_1, \ldots, \xi_n), y_n(\xi_1, \ldots, \xi_n))$$

as a tuple of functions determining at each decision stage, what quantity $x_i$ should be allocated from the existing stock and what quantity $y_i$ should be procured additionally. Both must be decided based only on the demand data that has become available to the agent to that moment. The agent looks for such a policy
which is expected to maximize his individual performance in the sense of measure (2). Such policy can be found as a solution to the following problem:

$$\max_{x(\xi), y(\xi)} \mathbb{E}_\xi \left[ \sum_{i=1}^{n} (\pi_1 x_i(\cdot) + \pi_2 y_i(\cdot) + \pi_3 (\xi_i - x_i(\cdot) - y_i(\cdot))) \right]$$

$$x_1(\xi_1) + \ldots + x_n(\xi_1, \ldots, \xi_n) \leq s$$

$$\beta \xi_i \leq x_i(\xi_1, \ldots, \xi_i) + y_i(\xi_1, \ldots, \xi_i) \leq \xi_i, \quad i = 1, \ldots, n$$

$$x_i(\cdot), y_i(\cdot) \geq 0, \quad i = 1, \ldots, n$$

Again, in view of uncertain customer demands, we measure the quality of a decision policy as the expected performance that it delivers, with respect to the probability distribution of the customer demands. Let us perform the following trivial transformation of the objective function in the above problem. Let $g = \frac{\pi_1 - \pi_2}{\pi_1 - \pi_3}$ (note $g > 0$). Then, omitting the constant term $\mathbb{E}_\xi [\pi_3 \xi_1 + \ldots + \pi_3 \xi_n]$ in the objective function and dividing the rest by $\pi_1 - \pi_3$, we reduce the above problem to:

$$E^2[n|(s) := \max_{x(\xi), y(\xi)} \mathbb{E}_\xi \left[ x_1(\xi_1) - g y_1(\xi_1) + \ldots + x_n(\xi_1, \ldots, \xi_n) - g y_n(\xi_1, \ldots, \xi_n) \right]$$

$$x_1(\xi_1) + \ldots + x_n(\xi_1, \ldots, \xi_n) \leq s$$

$$\beta \xi_i \leq x_i(\xi_1, \ldots, \xi_i) + y_i(\xi_1, \ldots, \xi_i) \leq \xi_i, \quad i = 1, \ldots, n$$

$$x_i(\cdot), y_i(\cdot) \geq 0, \quad i = 1, \ldots, n$$

Thus, we can operate with the maximal expected sales profit performance in terms of the optimal objective value $E^2[n|(s)$ of (4). Again, this is a function of parameter $s$ incorporated into the model. We refer to solving (4) and obtaining $E^2[n|(s)$ explicitly later in Section 3.

### 2.2 The mobile environment

Now let the company utilize mobile facilities in its decision making and denote this new (mobile) configuration by $CM[n_1|\ldots|n_K]$. The company doesn’t divide the stock $s$ anymore but rather uses it as a joint resource pool for centralized product allocations, by utilizing mobile facilities. Figure 2(b) illustrates a mobile configuration $CM[2|2|2]$.

Let us assume that the customers are being visited in Figure 2 in the time sequence depicted by the dashed line. Let us imagine there was a single imaginary agent able to visit and service the customers in such sequence. Then we must conclude that this "virtual" agent, being subjected to the maximization of the overall performance, would do the same product allocations from the stock $s$ as the real representatives for the same customers in the mobile environment do, since he would have to substitute for a real agent at each customer site while having the same data for making a decision: the log of observed demands and the system state. Thus the following holds for the mobile environment in general: the representatives imitate together the work of a single virtual agent who visits $N$ customers in the same sequence as they are being serviced by the real representatives.

Let us further without loss of generality assume the above servicing sequence to be $1, \ldots, N$. What decision rules should the representatives follow while servicing the customers in their territories in the mobile environment? Obviously, their product allocations are completely defined by an optimal decision policy for the single "virtual" representative which can be found by solving either (3) or (4), depending on performance measure used, with $n = N$. Let the greatest expected overall performance to achieve in $CM[n_1|\ldots|n_K]$ be denoted by $E^p CM[n_1|\ldots|n_K|(s)$, where $P = 1, 2$ denotes the measure in use. Then, obviously, the following holds:

$$E^p CM[n_1|\ldots|n_K|(s) = E^p N|(s), \quad P = 1, 2.$$
2.3 Comparing the environments

Let us turn at first to the non-mobile environment. Let $E^P|n_1| \ldots |n_K|(s)$ denote the greatest achievable overall performance in the non-mobile configuration $C|n_1| \ldots |n_K|$, where $P = 1, 2$. Since there are $K$ separate servicing sequences, the following holds:

$$E^P|n_1| \ldots |n_K|(s) = E^P|n_1|(s_1) + \ldots + E^P|n_K|(s_K), \quad P = 1, 2. \quad (6)$$

Indeed, let us consider at first the case $P = 1$. Let the system-wide enumeration of the customers be kept as defined above in Section 2.2. Let $K$ instances of the problem (3) be written down, one for each representative. In each instance $k = 1, \ldots, K$ let us replace indices $1, \ldots, n_k$ with those ones assigned to the customers by the system-wide enumeration. Let the latter be $\{i_{k,1}, \ldots, i_{k,n_k}\} = I_k$, respectively. Then, all $K$ problems can be combined into a single aggregate one: we unify the constraints and sum up the objective functions:

$$\max_{s(\xi)} \mathbb{E}_\xi \left[ \frac{x_1(\cdot)}{\xi_1} + \frac{x_2(\cdot)}{\xi_2} + \ldots + \frac{x_N(\cdot)}{\xi_N} \right]$$

$$\sum_{i \in I_1} x_i(\xi_j | j \leq i, j \in I_1) \leq s_1$$

$$\sum_{i \in I_K} x_i(\xi_j | j \leq i, j \in I_K) \leq s_K$$

$$0 \leq x_i(\cdot) \leq \xi_i, \quad i = 1, \ldots, N \quad (7)$$

The optimal objective value of (7) is $E^1|n_1| \ldots |n_K|(s)$ by definition, what proves (6) to hold for $P = 1$.

Let us now turn to the mobile configuration $CM|n_1| \ldots |n_K|$. As equation (5) suggests, the maximal achievable expected performance can be found as the optimal objective value $E^1|N|(s)$ of the problem (3) with $n = N$. The latter is at the same time a relaxation of problem (7) since it replaces the first $K$ constraints of (7) with just a single one. Therefore, the optimal decision policy is computed in the mobile case over a broader solution set, what in turn means that the optimal objective value in the mobile environment is at least as good as that in the non-mobile case.

The same reasoning as just given can easily be conducted for the case $P = 2$, too. This leads us finally to formulating the following proposition. We omit here its rigorous proof.

**Proposition 1.** $\forall s \geq 0 \quad \forall P = 1, 2 : \quad E^P|n_1| \ldots |n_K|(s) \leq E^P|n_1| \ldots |n_K|(s)$.

Let us briefly summarize the findings of the current Section.

Firstly, we have shown that questions Q1 and Q2 become resolved for performance measure (1) if we are able to solve problem (3) with the parameters $(n_1, s_1), \ldots, (n_K, s_K)$ and $(N, s)$, respectively. The same holds for performance measure (2) and problem (4).

Secondly, we have shown with respect to question Q3 the advantage of mobile environment in the sense of both performance measures. We could quantify this advantage for any initial resource supply $s$ if we could compute $E^P|n_1| \ldots |n_K|(s)$ and $E^P|N|(s)$ for both $P = 1, 2$, what reduces again to solving problems (3) and (4).

To observe the magnitude of this advantage for all admissible values of $s$, we need to have $E^P|n_1| \ldots |n_K|(s)$ and $E^P|N|(s)$ as functions of $s$. That is, a parametric solution of (3) and (4) comes in question.

3 Computational method

In this section we present computational procedures for solving problems (3), (4) and obtaining the functions $E^P|n|(s)$, $P = 1, 2$. Let us note first that solutions to both problems are sought in functional spaces. So if random parameters of the models have infinitely many possible realisations (as in the case of continuous demand distributions) then we face an infinite-dimensional optimization problem. This applies
to stochastic programs in general; the complexity inherent makes them (except for very simple cases) intractable analytically and not amenable to non-linear optimization techniques [21, 24, 30]. Therefore the usual approach in stochastic programming consists in approximating the underlying probability distribution with a finite discrete one [7, p. 288]. We follow this scheme in elaborating the computational method and make the following basic assumption here: we assume the customer demands to be represented by discrete random variables whose joint distribution has a finite support. This approach provides us with a method which applies equally well to any demand distribution; the trade-off is though that an approximate distribution would mean an approximate solution to the problem. The reader is referred to Duša et al. [15] for a survey of methods dealing with discrete representations of underlying random data.

The following two sections present the method for the case of independent customer demands; in Section 3.4 we show how the method can be extended to cover the case of dependent demands.

### 3.1 Performance measure 1: customer-average fill rate

We will use notation $E[n](s)$ in place of $E^1[n](s)$ in this section for the sake of brevity.

Consider decision making of an agent who has an initial resource supply $s$ and makes the 1st allocation in the sequence of $n$ customers. Thus, $\xi_1$ is deterministically known, and there has a decision $x_1$ to be made. With $\xi_1, x_1$ being deterministic we can still utilize (3) for determination of an optimal $x_1$. Alternatively, (3) can be rewritten as the following non-linear program (see also [35, pp. 19, 36], [33, pp. 93–94]):

\[
Z_n(\xi_1, s) := \max \frac{x_1}{\xi_1} + E[n - 1](s - x_1) \quad \begin{align*}
& x_1 \leq s \\
& 0 \leq x_1 \leq \xi_1
\end{align*}
\]  

Thus, making a decision $x_1$, the agent maximizes the satisfaction of the 1st customer plus the expected overall satisfaction of the rest of them with the remaining supply $s - x_1$. Obviously,

\[
E[n](s) = \mathbb{E}_{\xi_1}[Z_n(\xi_1, s)].
\]

How can we solve (8) without knowing the embedded function $E[n - 1](s)$? Obviously, the latter can be expressed recursively by applying $n := n - 1$ to (9) and (8). Resolving this recursion for all $n := n - 1, n - 2, \ldots, 2, 1$, we obtain a sequence of nested problems. The most outer problem (8) is then called a multi-stage stochastic program with recourse, namely an $n$-stage one. See more on stochastic programs in [7, 22, 34].

The nested structure of (8) suggests the idea of a backward recursive computation of $E[n](s)$ and optimal decision rules $x_i(\xi_i, s)$ by stochastic dynamic programming. Below we give a brief outline of such computational procedure; for its detailed presentation see [31, pp. 48–58].

**Iteration 1.** Start with $n = 1$. Define $E[0](s) \equiv 0$ and consider (8), which is a linear program. For each realization of random demand $\xi_1$ express the optimal decision $x_1(\xi_1, s)$ and the optimal objective value $Z_1(\xi_1, s)$ as functions of $s$. Express $E[1](s) = \mathbb{E}_{\xi_1}[Z_1(\xi_1, s)]$. It proves to be a piecewise linear, non-decreasing, concave function, becoming constant up from a certain value of $s$.

**Iteration n.** Induction step: assume $E[n - 1](s)$ to be obtained in the previous iteration as piecewise linear, non-decreasing, and concave in $s$. Consider (8). Note $E[n - 1](s - x_1)$ is a piecewise linear, non-increasing, and concave function in $x_1$. Therefore the objective function is piecewise linear and concave with slopes invariant of $s$. For each realization of random demand $\xi_1$ express the optimal decision $x_1(\xi_1, s)$ and the optimal objective value $Z_n(\xi_1, s)$ as functions of $s$. Express $E[n](s) = \mathbb{E}_{\xi_1}[Z_n(\xi_1, s)]$. It proves to be a piecewise linear, non-decreasing, concave function, becoming constant up from a certain value of $s$. 


3.2 Performance measure 2: the sales profit

Again, we will use notation $E[n|(s)$ in place of $E^2|n|(s)$ in this section for the sake of brevity. We follow here the same scheme as in the previous section.

In order to determine the 1st allocation in the sequence of $n$ customers, we can rewrite (4) as the following non-linear program:

$$Z_n(\xi_1, s) := \max x_1 - g y_1 + E[n - 1|(s - x_1)$$

\begin{align*}
x_1 &\leq s \\
\beta \xi_1 &\leq x_1 + y_1 \leq \xi_1 \\
x_1, y_1 &\geq 0
\end{align*}

(10)

So, making a decision $(x_1, y_1)$, the agent maximizes the profit earned at the 1st customer plus the profit expected to earn in the next $n - 1$ stages with the remaining supply $s - x_1$. It holds, as before,

$$E[n|(s) = \mathbb{E}_{\xi_1}[Z_n(\xi_1, s)].$$

(11)

Resolving $E[n|(s)$ for $n := n - 1, n - 2, \ldots, 2, 1$ recursively using (11) and (10), we obtain a sequence of nested problems embedded into (10) which becomes a multi-stage stochastic program.

We again exploit the nested structure of (10) in a backward recursive computation of $E[n|(s)$ and of optimal decision rules $x_i(\xi_i, s), y_i(\xi_i, s)$ for each stage of the sequence:

**Iteration 1.** Start with $n = 1$. Define $E[0|(s) \equiv 0$ and consider (10), which is a linear program. For each realization of random demand $\xi_1$ express the optimal decision $x_1(\xi_1, s), y_1(\xi_1, s)$ and the optimal objective value $Z_1(\xi_1, s)$ as functions of $s$ explicitly. Express $E[1|(s) = \mathbb{E}_{\xi_1}[Z_1(\xi_1, s)]$. It proves to be a piecewise linear, non-decreasing, concave function, becoming constant up from a certain value of $s$.

............... 

**Iteration n.** Induction step: assume $E[n - 1|(s)$ to be obtained in the previous iteration as piecewise linear, non-decreasing, and concave in $s$. Consider (10). $E[n - 1|(s - x_1)$ is a piecewise linear, non-increasing, and concave function in $x_1$. Therefore the objective function is piecewise linear and concave in both $x_1, y_1$, and its slopes are invariant of $s$. For each realization of random demand $\xi_1$ express the optimal decision $x_1(\xi_1, s), y_1(\xi_1, s)$ and the optimal objective value $Z_n(\xi_1, s)$ as functions of $s$ explicitly. Express $E[n|(s) = \mathbb{E}_{\xi_1}[Z_n(\xi_1, s)]$. It proves to be a piecewise linear, non-decreasing, concave function, becoming constant up from a certain value of $s$.

3.3 Remarks

**Remark 1.** The company can easily differentiate the priority of customer demands in the profit model by setting an individual service level $\beta$ for each customer, as well as by considering customer-specific unit profits $\pi_1, \pi_2, \pi_3$, since the method does not restrict us to all the same values of these parameters. Still, a slight adjustment of the underlying dynamic formulation (10) would be required.

**Remark 2.** The method proves the optimal allocation policies to be Markovian, since every sequential decision is only state-dependent. Therefore, keeping record of observed demand realisations is not necessary in the case of independent demands.

**Remark 3.** Since the method is implemented as a backward recursion, an optimal allocation policy for an $i$-th customer in the sequence of visits $1, \ldots, i, \ldots, n$ is determined in the iteration no. $n - i + 1$, which treats this customer as standing first in the tail $i, \ldots, n$ of the whole sequence, see Figure 3.

3.4 Accounting for dependent demands

So far we have considered the case of independently distributed demands since the model and the solution method are considerably simplified in this case. Still, our approach can be generalized to the case of
dependent demands, too. The key issue in making a decision at any stage of the sequence becomes the fact that the probabilities of demand realisations in all subsequent stages depend on the demand realisations observed so far.

Therefore, given a servicing sequence with dependent customer demands, we need to turn the expectations into conditional expectations in the recursions (8)–(9) and (10)–(11). Let \( \xi^i := (\xi_1, \ldots, \xi_i) \) denote the vector of demands realised up to the \( i \)-th stage of the sequence. Then the dynamic programming formulations, corresponding to the \( i \)-th stage decision in a sequence of \( n \) customers, take on the following form for performance measures (1) and (2), respectively:

\[
Z^n_i(\xi^i, s) := \max_{x_i} \frac{x_i}{\xi_i} + E[n - i](\xi^i, s - x_i) \quad \text{for} \quad x_i \leq s, \quad 0 \leq x_i \leq \xi_i
\]

\[
Z^n_i(\xi^i, s) := \max_{x_i} x_i - g y_i + E[n - i](\xi^i, s - x_i) \quad \text{for} \quad x_i \leq s, \quad \beta \xi_i \leq x_i + y_i \leq \xi_i, \quad x_i, y_i \geq 0
\]

Note that the optimal objective values of the above problems now depend not only on the most recent demand realisation \( \xi_i \) but on the whole history \( \xi^i \) of demand observations. Taking the expectation of the optimal objective value with respect to the random demand \( \xi_i \), we obtain — in each of the two cases — the maximal expected performance up from the \( i \)-th customer over the rest of the sequence, given the inventory level \( s \) and demands \( \xi_1, \ldots, \xi_{i-1} \) realised in all preceding stages:

\[
E[n - i + 1](\xi^{i-1}, s) = \mathbb{E}_{\xi_i}[Z^n_i(\xi^{i-1}, \xi_i, s) \mid \xi^{i-1}]
\]

By means of (13) we can resolve both objective functions in (12) recursively. Using the recursion, we, thus, can organize the backward computation of the maximal expected performance \( E[n](s) \) over the entire sequence. The computations can be aligned on the scenario tree of the underlying random demand process. Figure 4 illustrates such computation for a sequence of \( n = 3 \) customers with dependent Bernoulli demands. The tree nodes, apart from the root one, correspond to the possible demand realisations. The nodes are arranged in levels which we enumerate as 0, 1, \ldots, \( n \) from left to right so that the \( i \)-th level corresponds to the \( i \)-th stage of the sequence (\( i = 1, \ldots, n \)). Thus each path from the root to a leaf node represents one possible scenario of sequential demand realisations. The arc labels represent the probabilities of transiting from node to node.

The backward computation proceeds as follows. At each node in the \( i \)-th level of the scenario tree (\( i = n, \ldots, 1 \)) we solve an instance of problem (12) — in just the same way as we solve problems (8) and (10) in iteration \( n - i + 1 \) of the method in Sections 3.1 and 3.2, respectively. At the predecessor nodes we then obtain the maximal expected performance according to (13). Due to the space limitations we omit the presentation of iterations in full detail.

Note that Figure 4 demonstrates a converging structure of computations. Compare this with the serial structure in the case of independent demands illustrated by Figure 3. This shows clearly that the Markovian property of optimal policies — enjoyed in the case of independent demands (see Remark 2) — does not hold when demands are dependent. Therefore, keeping record of observed demands is necessary in this case.

Let us now think of a distribution system where customer demands are dependent across territories. Interestingly, in this case the advantage of the mobile setting can be split into two components: the value of stock sharing and the value of information sharing. The nature of the first component is known to us: we have discussed it in Section 2.2 and will yet observe it in Section 4. The nature of the second component can be explained in the following way: in the non-mobile setting the agents have no means to let each

![Figure 3: Backward computation of expected performance functions](image-url)
other know about the demand realisations in their territories; this information would be helpful though, to make more informed decisions in view of not yet disclosed dependent demands. Such opportunity gets first realised in the mobile environment via the centralised information exchange facilitated by mobile technologies and so creates the value of information sharing. It is interesting for both theoretical and practical reasons to figure out how large each of the two components is. We leave this analysis as an interesting opportunity for a future research and do not consider it here in more detail since it goes beyond the scope of the presented work.

4 Computational examples

We consider in this section a number of examples which illustrate the maximal expected overall performance in the non-mobile and mobile environments as functions of the base-stock level $s$. More exactly, we refer to equations (5), (6) and obtain $E^p|n_1|\ldots|n_K|(s)$ and $E^pM|n_1|\ldots|n_K|(s)$ for both performance measures $P = 1, 2$ by means of the method presented in Section 3. The difference of the corresponding functions is used then to represent the advantage of the mobile environment. We keep here all customer demands independent and identically distributed.

We prefer to display the maximal expected overall customer satisfaction $E^1$ scaled down by $1/N$ and multiplied by 100% to make it range from 0–100% and represent the customer-average expected fill rate (see Section 1.1 on performance measure 1). In other words, we perform the following transformation: $E^{fr} := E^1 \cdot 100/N$ (%), and plot the functions $E^{fr}|n_1|\ldots|n_K|(s)$ and $E^{fr}M|n_1|\ldots|n_K|(s)$. The advantage of the mobile setting is then displayed on a separate graph as the absolute difference $E^{fr}M - E^{fr}$.

Maximizing the performance in terms of profit, we stick to the following parameter values: $\beta = 0.9$ and $\pi_1 = 6, \pi_2 = -1, \pi_3 = 1$ (in $\$), what implies $g = 0.4$. The maximal expected overall profit is obtained from the function $E^2$ by means of the transformation $E^{pr} := E^2 \cdot (\pi_1 - \pi_3) + \pi_3 \mathbb{E}[\xi_1 + \ldots + \xi_N]$ (see derivation of problem (4) in Section 2.1.2). Functions $E^{pr}$ and $E^{pr}M$ are then displayed in the graph. The advantage of the mobile setting is presented as the absolute difference $E^{pr}M - E^{pr}$.

Example 1: $C[1|1]$ vs. $CM[1|1|1]$, Bernoulli demands. This is a distribution system with two territories, each containing a single customer whose demand is either 0 or 1, equally probable. Figure 5 gives the comparison of the customer-average fill rate $E^{fr}$ between the two configurations in the 1st and the 2nd graphs as described above. The overall profit $E^{pr}$ is compared in the 3rd and the 4th graphs. Note that in both cases a peak difference is attained if the stock level $s$ equals the mean total demand. If taken relative

Figure 4: Backward computation of $E[3](s)$ in the case of dependent Bernoulli demands
to the non-mobile performance, the peak difference corresponds to a 14% fill-rate improvement in terms of measure (1), and a 59% profit increase in terms of measure (2).

**Example 2:** C[1111] and C4M[1111], Bernoulli demands. See Figure 6. Here the peak difference between the mobile and non-mobile performance functions is attained in an interval around the mean total demand 1.5. The peak difference attained at the stock level \( s = 1 \) corresponds to a ca. 19% fill-rate improvement in terms of measure (1), and a 107% profit increase in terms of measure (2), if taken relative to the respective non-mobile performance.

**Example 3:** 25 customers in 5 territories, discrete uniform demand distribution \([1, 2, \ldots, 10]\), see Figure 7. Here we present only the difference \( E^m \bar{M} - E^f \bar{M} \) (graph to the left) and \( E^m \bar{M} - E^f \bar{M} \) (graph to the right). Observe that the peak performance increase is attained again when the base-stock is equal to the mean total demand. In this case the relative improvement of the average fill rate is 3.84% : 92% \( \approx 4\% \) whereas the relative profit increase is \( \$48 : \$738.8 \approx 6.5\% \). Functions \( E^1 \bar{M} \) and \( E^2 \bar{M} \) were found to consist of 251 and 2230 linear segments, respectively. The latter was computed in about 7 seconds on a computer as in the above example.

The above examples show that the greatest performance increase is realised at the moderate levels of supply/capacity. We can also observe that relative performance improvement grows in the number of territories pooled and declines in the number of customers located in one territory; this evidence, explained by the effect of risk pooling, is consistent with the existing research \([1, 16]\).

5 Determining the optimal base-stock levels

As we could see in Sections 3 and 4, the expected sales profit \( E^2 \bar{n}(s) \) is increasing in the base-stock level \( s \), what may cause an illusion that higher base-stock levels are always more preferable. In this Section we let the unsold inventory incur holding costs at the end of the week, so that an excess stock will have a negative impact on the sales profit in the given period. We then determine the optimal base-stock levels in both mobile and non-mobile environments and compare the resulting overall profits.

So, let the unsold inventory incur holding costs \( h \) per unit at the end of the week. Then the expression (2) for the period profit changes to:

\[
\Pi(x, y|\xi) = \sum_{i=1}^{N} (\pi_1 x_i + \pi_2 y_i + \pi_3 (\xi_i - x_i - y_i)) - h(s - x_1 - \ldots - x_N).
\]

(14)

The maximal expected sales profit over the sequence of \( n \) customers given an initial inventory level \( s \) is therefore the optimal objective value of the following problem:

\[
E\Pi\bar{n}(s) := \max_{x(\xi), y(\xi)} \mathbb{E}_{\xi}\left[\sum_{i=1}^{n} (\pi_1 x_i(\cdot) + \pi_2 y_i(\cdot) + \pi_3 (\xi_i - x_i(\cdot) - y_i(\cdot))) - h(s - x_1(\cdot) - \ldots - x_n(\cdot))\right]
\]

\[
x_1(\xi_1) + \ldots + x_n(\xi_1, \ldots, \xi_n) \leq s \quad (15)
\]

\[
\beta \xi_i \leq x_1(\xi_1, \ldots, \xi_i) + y_i(\xi_1, \ldots, \xi_i) \leq \xi_i, \quad i = 1, \ldots, n
\]

\[
x_i(\cdot), y_i(\cdot) \geq 0, \quad i = 1, \ldots, n
\]

Let us rearrange the terms of the objective function as follows:

\[
\mathbb{E}_{\xi}\left[\sum_{i=1}^{n} (\pi_1 - \pi_3 + h)x_i(\cdot) + (\pi_2 - \pi_3)y_i(\cdot)\right] + \pi_3 \mathbb{E}_{\xi} [\xi_1 + \ldots + \xi_n] - hs.
\]
Figure 5: Comparison of performance in $C|1|1|1$ and $CM|1|1|1|1$, Bernoulli demands

Figure 6: Comparison of performance in $C|1|1|1|1$ and $CM|1|1|1|1|1$, Bernoulli demands

Figure 7: Advantage of the mobile environment $CM|5|5|5|5|5(s)$

Figure 8: Advantage of the mobile environment $CM|11|12|13|14|15|15(s)$
Let us now redefine: $g = \frac{\pi_1 - \pi_2}{\pi_1 - \pi_3 + h}$ (note $g > 0$ still). Then the objective function of (15) expresses as:

$$ (\pi_1 - \pi_3 + h) \cdot \mathbb{E}_\xi \left[ \sum_{i=1}^{n} x_i(\cdot) - g y_i(\cdot) \right] + \pi_3 \mathbb{E}_\xi [\xi_1 + \ldots + \xi_n] - hs. \quad (16) $$

As we see, only the first term of (16) depends on the allocation policy in question. Accordingly, the optimal objective value of (15) expresses as:

$$ E \Pi|n|(s) = (\pi_1 - \pi_3 + h) \cdot E^2|n|(s) + \pi_3 \mathbb{E}_\xi [\xi_1 + \ldots + \xi_n] - hs, \quad (17) $$

where $E^2|n|(s)$ is the optimal objective value of problem (4). Note that we are able to compute function $E^2|n|(s)$ (and the corresponding optimal allocation policies) by means of the method presented in Section 3.2. Then, from (17), we immediately obtain $E \Pi|n|(s)$ which turns to be the sum of a non-decreasing piecewise linear concave function, a constant, and a decreasing linear function. This proves $E \Pi|n|(s)$ to be piecewise linear and concave. According to the properties of $E^2|n|(s)$ derived in Section 3.2, the slopes of its linear segments are non-negative and decrease monotonically down to 0. As a result, $E \Pi|n|(s)$ switches to a negative slope at some $s^*$ due to the presence of the decreasing linear term $-hs$; at this point the non-decreasing behavior of the function changes to a decreasing one. This implies that $s^*$ maximizes $E|n|(s)$ on $[0, \infty)$.

Let us now consider the entire distribution system. Due to (5),(6) and (16), the maximal expected system-wide profit expresses in the non-mobile and mobile environments, respectively, as:

$$ E \Pi|n_1| \ldots |n_K|(s) = E \Pi|n_1|(s_1) + \ldots + E \Pi|n_K|(s_K) \quad (18) $$

$$ E \Pi|n_1| \ldots |n_K|(s) = E \Pi|N|(s) \quad (19) $$

where $s$ denotes the company’s base-stock level. With the above equations we are able to optimally choose the base-stock level in each environment. Indeed, in the non-mobile environment the optimal base-stock level is $s_1^* + \ldots + s_K^*$ where $s_k^*$ is the maximizer of $E|n_k|(s_k), \; k = 1, \ldots, K$. In the mobile environment the optimal base-stock level $s^*$ is the maximizer of $E|N|(s)$.

Therefore we can compare now how well the company does perform in the mobile and non-mobile environments if the inventory policies are being chosen optimally. We do this below for the distribution systems from Examples 1–4 of the Section 4. We stick to the same parameter values $\beta = 0.9$ and $\pi_1 = 6, \pi_2 = -1, \pi_3 = 1$ (in $\$$) and choose $h = 3$.

**Example 1:** C|1|1|1 and CM|1|1|1, Bernoulli demands. Figure 9(a) depicts functions $E \Pi|1|1|1|(s)$ and $E \Pi|1|1|1|1|(s)$. The optimal base-stock levels in the non-mobile and mobile environments are found to be 2 and 1 units, delivering the maximal expected sales profits of $3$ and $3.55$, respectively. Thus, in the mobile environment the optimal base-stock level is 50% lower, providing at the same time a 18.33% average profit increase.

**Example 2:** C|1|1|1|1 and CM|1|1|1|1, Bernoulli demands. Figure 9(b) depicts functions $E \Pi|1|1|1|1|(s)$ and $E \Pi|1|1|1|1|(s)$. The optimal base-stock levels in the non-mobile and mobile environments are found to be 3 and 2 units, delivering the maximal expected sales profits of $4.5$ and $6.275$, respectively. Thus, in the mobile environment the optimal base-stock level is about 33% lower, providing at the same time an almost 40% average profit increase.

**Example 3:** 25 customers in 5 territories, discrete uniform demand distribution {1, 2, ..., 10}. Figure 9(c) depicts functions $E \Pi|5|5|5|5|5|(s)$ and $E \Pi|5|5|5|5|5|(s)$. The optimal base-stock levels in the non-mobile and mobile environments are found to be 155 and 144 units, delivering the maximal expected sales profits of about $715.56$ and $776.68$, respectively. Thus, in the mobile environment the optimal base-stock level is about 7% lower, providing at the same time an about 8.5% average profit increase.

**Example 4:** 65 customers in 5 territories, discrete uniform demand distribution {1, 2, ..., 10}. Figure 9(d) depicts functions $E \Pi|1|1|1|1|1|1|(s)$ and $E \Pi|1|1|1|1|1|1|(s)$. The optimal base-stock levels in the non-mobile and mobile environments are found to be 382 and 368 units, delivering the maximal expected sales profits of about $1970$ and $2068$, respectively. Thus, in the mobile environment the optimal base-stock level is about 4% lower, providing at the same time a 5% average profit increase.
6 Conclusion

We have considered a periodic-review base-stock system where a stock rationing strategy was used for filling customer demands. The mobile communication technologies were utilized in this system to implement inventory pooling. We have shown how to obtain optimal allocation policies and express the resulting performance for pooled and non-pooled systems. This gave us a possibility to capture the advantage of utilizing mobile facilities as a function of the base-stock level explicitly. We could observe in some numeric examples that utilizing mobile facilities is most beneficial under moderate levels of product supply. We then determined optimality conditions for the base-stock levels and have seen on some examples, how do pooled systems perform compared to their non-pooled counterparts, if their base-stock levels are set up optimally.

The presented model allows to define different customer priorities by choosing customer-individual service levels and sales profit rates without increasing the complexity of the model. Another feature of the presented approach is its capability to efficiently handle every finite probability distribution of customer demands with an option of obtaining approximate solutions in the case of continuous and infinite distributions, too.

There are several directions in which this research can be extended. We emphasize the following ones: studying the impact of demand correlation on the optimal performance; studying how much pooling and rationing each contribute to the performance improvement; incorporating the strategic behavior of customers and agents into the framework.
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