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ABSTRACT

Modern aero-engine structures typically have at least two nested rotors mounted within a flexible casing via squeeze-film damper (SFD) bearings. The inaccessibility of the HP rotor under operational conditions motivates the use of a non-invasive inverse problem procedure for identifying the unbalance. Such an inverse problem requires prior knowledge of the structure and measurements of the vibrations at the casing. Recent work by the authors reported a non-invasive inverse method for the balancing of rotordynamic systems with nonlinear squeeze-film damper (SFD) bearings, which overcomes several limitations of earlier works. However, it was not applied to a common practical configuration wherein the HP rotor is mounted on the casing via just one weak linear connection (retainer spring), with the other connections being highly nonlinear SFDs. The analysis of the present paper considers such a system. It explores the influence of the condition number and how it is affected as the number of sensors and/or measurement speeds is increased. The results show that increasing the number of measurement speeds has a far more significant impact on the conditioning of the problem than increasing the number of sensors. The balancing effectiveness is reasonably good under practical noise level conditions, but significantly lower than obtained for the previously considered simpler configurations.

1 INTRODUCTION

The airline industry increasingly demands low levels of vibration transmitted to the aircraft's fuselage, in the interests of structural integrity and passenger comfort. This is even more so in the case of business travel jets, where the aircraft engine is directly mounted on the aircraft's fuselage or wings. Over the years, the aircraft-engine design has been optimized to seek lightweight and flexible structures with very little inherent damping. The Squeeze-Film Damper (SFD) bearing provides a highly cost-effective means of introducing damping into such structures. The SFD is achieved by pumping oil into the annular clearance between the outer race of a rolling-element bearing and its housing (See Figure 1). Nonetheless, the flexible casing structure is highly sensitive to the vibration excitation emerging from the coaxial nested rotors, as illustrated in the twin-spool engine shown in Figure 1, where the (higher speed) high pressure (HP) rotor is nested inside the low pressure (LP) rotor. The unbalance estimation of these rotors is a main concern, especially since the vibration-dependent nonlinear forces from the SFD bearings may introduce undesirable phenomena into the structural response that are aggravated by increasing unbalance.

Figure 1: Schematic of a typical twin spool engine[1]

As stated in [1,2], traditional trim balancing methods [3–5] are typically applied for balancing the LP rotor. Such methods require the application of trial masses and several runs to be
conducted. However, these methods cannot be used in those applications where the source of vibration (i.e. HP rotor) is not readily accessible under operational conditions as seen in Figure 1. This motivates the use of a non-invasive inverse problem procedure for balancing the HP rotor. This approach uses measurements of the vibrations at the casing and prior knowledge of the structure to identify the unbalance, thus enabling a “right first time” corrective (balancing) action.

Most previous research on such inverse problems employed a linearized approximation of the bearing model e.g. [6,7]. This can work well for journal bearing applications, as successfully validated in [7]. However, such linearized approximations are considered unsuitable for SFD bearings used in aero-engine applications, since these require the full nonlinear model [1,2,8,9]. Pioneering work of Dicken et al. [1] considered the solution of a non-invasive inverse problem for the balancing of rotodynamic systems with nonlinear SFD bearings, focusing on a simplified model of the HP rotor-casing system. However, this work had various limitations that were overcome by the method introduced by Torres-Cedillo and Bonello in [2] that had the following advantages relative to [1]:

- No restriction on the nonlinearity of the SFDs and the ability to accommodate realistic conditions in the SFD, i.e. does not require the highly idealized assumption of circular centred SFD orbits made in [1].
- Can be equally applicable to casing vibration that has non-synchronous frequency components.
- Can be formulated in terms of the modal parameters of the linear part of the system, which is generic and is also not restricted by assumptions made in [1] like isotropy.
- Can include gyroscopic effects.
- No restriction on the number of SFD bearings.

The work in [2] proposed the Receptance Harmonic Balance Method (RHBM) as underpinning theory to generate the backward operator using vibration response at the engine casing. This method showed excellent balancing effectiveness when there is an adequately strong linear connection between the rotor and the casing, in addition to the nonlinear connections (i.e. the oil films of the SFD bearings). However, this preceding work [2] did not investigate the case when the squeeze-film damped rotor system contains only one weak linear connection between the rotor and casing. Therefore, the present study is devoted to determining the balancing effectiveness of the inverse technique when it is applied to such a rotodynamic configuration, which is used in many practical aero-engine designs (where the HP rotor is supported on the casing by a sprung SFD at one end and an unsprung SFD at the other end, as can be seen in Figure 1).

As in the previous work [2], the analysis presented in the present paper uses simulated data for the casing vibration that is corrupted by various levels of noise. The remaining part of the paper is structured as follows. Section 2 presents the details of the rotodynamic system considered. In section 3, the theory for the forward problem and the explicit inverse solution are set up. Section 4 describes the generation of simulated casing data. Section 5 presents and discusses the test cases.

2 FLEXIBLE ROTOR/CASING SFD SYSTEM

Figure 2 shows the flexible rotor/casing SFD system which is used on the current study. As in work of Dicken et al. [1], and the authors’ previous works [2,9], the LP rotor is not included, since it is assumed to be balanced by traditional balancing methods as stated in [1,2,8,9]. In contrast to preceding works [1,2,9], the HP rotor is supported on the casing by the two types of SFD bearings, one of them is a spring-supported SFD at the left-hand side and the other one is an unsupported SFD bearing at the right-hand side (see Figure 2). In the spring-supported SFD the static load is totally supported by the retainer spring, which is in parallel with the SFD (oil annulus). This spring is considered a weak linear connection rotor-casing since its stiffness is typically low for vibration isolation purposes. It is also noted that, as is customary e.g. [1,2,9–14], the rolling element bearing that is surrounded by the SFD (oil film) is regarded as rigid relative to the oil film.

Figure 2: Flexible rotor/casing SFD system (dim. in mm).

As in [2,9], the current case study also considered the elastic mounting support S2 of the casing to be anisotropic (300 MN/m, 600 MN/m in horizontal and vertical planes respectively). The retainer spring (S3) is isotropic and has stiffness of 30 MN/m. Static offset at the SFD is considered. Anisotropy of the engine mountings and static eccentricity of SFD correspond to the real situation and can be accommodated by the present inverse balancing method, in contrast to [1].

2.1 Modal parameters.

As in the ‘forward’ solution methods (determination of vibration response from known unbalance) in [2,9,13,14], the inverse method (determination of unbalance from known vibration response) employs the eigenforms and eigenfrequencies of the linear part of the system (see Figure 3) under non-rotating conditions, computed from a one-off eigenvalue analysis. The ‘linear part’ of the system is the system that results when the SFDs (oil films) are removed (i.e. replaced by gaps). In this study case, the linear part of the current HP rotor will therefore be “sprung-free”. The modal parameters in each of horizontal and vertical planes were computed from the finite element (FE) model using NASTRAN [15], where beam elements were used for the rotor shaft and cylindrical casing and concentrated inertia elements
(“disks”) for the compressor/turbine disks and couplings. The material and geometric properties were taken from [1,2,9], to enable the calculations of their modal properties. Figure 3(a, b) shows the first six modes shapes (and their eigenfrequencies) of the linear part of the flexible rotor/casing SFD system. The upper diagram (Figure 3 (a)) shows the rotor deformation and the lower diagram (Figure 3 (b)) the casing centreline deformation. It is noted that, in the current system, the first mode in each plane will be a 0 Hz mode defining rigid body pivoting motion of the “sprung-free” rotor about the left-hand sprung support, with no casing motion.

\[ \mathbf{q} + \mathbf{Aq} = \sum_{n=1}^{2} \mathbf{H}_{\mathbf{n}}^{T} \mathbf{f}_{\mathbf{n}}(t) + \mathbf{H}_{\mathbf{g}}^{T} \mathbf{g} + \mathbf{H}_{\mathbf{w}}^{T} \mathbf{w} \]

(1)

In equation (1), \( \mathbf{q} \) is the \( R \times 1 \) vector of modal coordinates, \( \mathbf{A} \) is the diagonal matrix of the squares of the eigenfrequencies \( \omega_{1}, ..., \omega_{R} \). \( \mathbf{f}_{\mathbf{n}}(t) \) contains the Cartesian components of the force on the journal at SFD \( n \) (\( n = 1,2 \)) which are non-linear functions of the instantaneous displacements and velocities of the journal centres (marked ‘\( J_{1} \) or \( J_{2} \)’ in Figure 2) relative to the centres of their housings (marked ‘\( B_{1} \) or \( B_{2} \)’ in Figure 2). The vector \( \mathbf{v}_{\mathbf{n}} \) contains the instantaneous Cartesian \( (x, y) \) displacements of \( \mathbf{f}_{\mathbf{n}} \) relative to \( B_{n} \), and can be expressed as:

\[ \mathbf{v}_{\mathbf{n}} = \mathbf{H}_{\mathbf{n}} \mathbf{q} + \mathbf{e}_{0n} \]

(2)

where the term \( \mathbf{H}_{\mathbf{n}} \) is the \( 2 \times R \) matrix whose columns are \( \mathbf{f}_{\mathbf{n}}(t) \). The vectors \( \mathbf{f}_{\mathbf{n}}(t) \) are the mass-normalised eigenvectors of defining the \( x, y \) displacements of the squeeze-film terminals \( J_{n} \), \( B_{n} \) respectively in mode \( n \) (\( r = 1 ... R \)). The term \( \mathbf{e}_{01} \) (sprung SFD) represents the static offset of the journal relative to their housing, in \( x, y \) direction. On the other hand, the vector \( \mathbf{e}_{02} = 0 \) (i.e. it is omitted) since SFD no. 2 is unsupported and the effect of the static loading on journal \( J_{2} \) in the \( x, y \) directions is considered in the \( 2 \times 1 \) vector \( \mathbf{w} \).

The vector \( \mathbf{f}_{\mathbf{u}} \) comprises the unbalance forces, which are defined as follows:

\[ \mathbf{f}_{\mathbf{u}} = [U_{x_{1}} U_{y_{1}} U_{x_{2}} U_{y_{2}} \ldots U_{x_{n_{ub}}} U_{y_{n_{ub}}} ]^{T} \]

(4)

where the unbalance forces \( U_{x_{k}}, U_{y_{k}} \) \( k = 1,2,3,\ldots,n_{ub} \) are presumed to be concentrated at disk positions \( k = 1,2,3,\ldots,n_{co} \):

\[ U_{x_{k}} = U_{k} \Omega^{2} \sin(\Omega t + \gamma + \phi_{k}) \]

(5a)

\[ U_{y_{k}} = -U_{k} \Omega^{2} \cos(\Omega t + \gamma + \phi_{k}) \]

(5b)

where the unbalance (in kg m) is denoted by \( U_{k} \) at disk no. \( k \), and \( \phi_{k} \) represents its angular location with as compared to the arbitrary reference phasor (a marker on the rotor) which is displaced by an angle \( \Omega t \) from the (stationary) phase probe, that is at an angle \( \gamma \) from the downward vertical (Figure 4(a)). Additionally, Figure 4(b) presents the unbalance distribution at ten unbalance locations over the HP rotor coinciding with the disks of the systems, comprising the couplings disks as one can see in Figure 2.

**Figure 3:** Eigenforms and eigenfrequencies for the flexible rotor/casing SFD system. (a) Horizontal plane; (b) Vertical plane.

3 THEORY

3.1 Forward problem

The forward problem is considered in this work only to generate the casing vibration data for the following purposes: (1) to provide the data required to solve the inverse problem; (2) to investigate the improvements to the unbalance response after the corrective (balancing) action that was informed by the inverse problem solution has been applied to the rotor. The data in step (1) is generated using the actual balance, that is typically distributed over several planes (10 planes in this work). The inverse problem then uses this data to identify the equivalent unbalance, which is assumed to be distributed over a limited number of prescribed planes (3 planes in this work). The data in step (2) is generated from an unbalance distribution that combines the original unbalance used in step (1) with the balancing action (which is the reverse of the equivalent unbalance distribution found from the inverse problem).

The forward problem is defined by the modal equation of motion of the flexible rotor/casing SFD system in the time domain, which are integrated for \( \mathbf{q}, \mathbf{q} \), given a known excitation \( \mathbf{f}_{\mathbf{u}} \).

3.2 Inverse problem

The data in step (2) is generated from an unbalance distribution found from the forward problem (equation (1)). The inverse problem then uses this data to identify the equivalent unbalance, which is assumed to be distributed over a limited number of prescribe planes (10 planes in this work). This unbalance is then to be applied to the rotor to investigate the improvements to the unbalance response after the corrective (balancing) action. The inverse problem is then to be solved using the data from step (2) (the actual balance).
As previously stated in [2,10,13,14], the gyroscopic effects are typically discretized at a number \( G \) of locations on the rotor. The vector \( \mathbf{g} \) comprises the gyroscopic effects, which are considered external to the non-linear part:

\[
\mathbf{g} = \mathbf{P} \mathbf{\theta}
\]  

(6)

where \( \mathbf{g} = [M_1 \hspace{0.2cm} N_1 \hspace{0.2cm} ... \hspace{0.2cm} M_G \hspace{0.2cm} N_G] \), and \( \mathbf{\theta} = [\beta_1 \hspace{0.2cm} \alpha_1 \hspace{0.2cm} \ldots \hspace{0.2cm} \beta_G \hspace{0.2cm} \alpha_G] \) (see the coordinate system of Figure 1). \( \mathbf{P} = \Omega \text{diag}\{-I_1, I_1, \ldots, -I_G, I_G\} \), where \( I_p \) is the polar moment of inertia at position \( p \) \( (p = 1, \ldots, G) \). During the implicit time domain integration of eq. (1), the vector \( \mathbf{\theta} \) is evaluated from \( \dot{\mathbf{q}} \) using modal transformation similar to Equation (2).

The columns of the modal matrices \( \mathbf{H}_u \) and \( \mathbf{H}_g \) are represented by \( \Psi_u^{(r)} \) and \( \Psi_g^{(r)} \) respectively and the eigenvectors evaluated at the locations and directions of the entries in \( \mathbf{f}_u, \mathbf{g} \).

### 3.2 Explicit inverse operator.

As mentioned in [2], equation (1) can be transposed in frequency domain and condensed to any selected physical degrees of freedom using RHBM [10]. The RHBM equations relate the Fourier coefficients of any harmonic of the response with the Fourier coefficients of the excitation forces on the linear part at that harmonic using frequency response functions (“receptances”) [16].

The operator to solve the inverse problem [2] is formulated in terms of vibration velocity readings from the casing. A detailed description of the inverse balancing method is provided in [2]. It is assumed that the vibration is periodic at a fundamental frequency equal to the rotational speed \( \Omega \)[10]. Hence, the unbalance force term only appears in that subset of the RHBM equations relating to the synchronous harmonic [2]. However, it should be emphasized that this inverse balancing method can be applied for vibration with synchronous and non-synchronous harmonics [2,9]. The synchronous subset of the RHBM equations, which describe the dynamic velocity response at the casing, are written as follows [2]:

\[
\begin{bmatrix}
\mathbf{z}_{p_S}^{(1)} \\
\mathbf{z}_{p_C}^{(1)}
\end{bmatrix} = \begin{bmatrix}
\mathbf{A}_i(\Omega) \\
\mathbf{B}_i(\Omega)
\end{bmatrix} \begin{bmatrix}
\mathbf{f}_c^{(1)} \\
\mathbf{f}_S^{(1)}
\end{bmatrix} \quad (i = 1 \ldots n_d)
\]

(7)

where:

\[
\mathbf{A}_i(\Omega) = \begin{bmatrix}
-\mathbf{M}_{p,v}(\Omega) + \mathbf{E}_i(\Omega) & -\mathbf{F}_i(\Omega) \\
\mathbf{F}_i(\Omega) & \mathbf{M}_{p,v}(\Omega) - \mathbf{E}_i(\Omega)
\end{bmatrix}
\]

(8)

\[
\mathbf{B}_i(\Omega) = \Omega^2 \begin{bmatrix}
-\mathbf{M}_{p,g}(\Omega) + \mathbf{L}_i(\Omega) & -\mathbf{Q}_i(\Omega) \\
-\mathbf{Q}_i(\Omega) & \mathbf{M}_{p,g}(\Omega) - \mathbf{L}_i(\Omega)
\end{bmatrix}
\]

(9)

where

\[
\begin{align*}
\mathbf{M}_{p,v} &= \Omega \mathbf{C}_{p,v}(\Omega), & \mathbf{M}_{p,g} &= \Omega \mathbf{C}_{p,g}(\Omega), & \mathbf{M}_{p,a} &= \Omega \mathbf{C}_{p,a}(\Omega) \\
\mathbf{E}_i(\Omega) &= \mathbf{M}_{p,a}(\Omega) \mathbf{B}(\Omega) \mathbf{C}_{p,v}(\Omega), & \mathbf{F}_i(\Omega) &= \mathbf{M}_{p,a}(\Omega) \mathbf{B}(\Omega) \mathbf{C}_{p,v}(\Omega), & \mathbf{L}_i(\Omega) &= \mathbf{M}_{p,a}(\Omega) \mathbf{B}(\Omega) \mathbf{C}_{p,a}(\Omega), & \mathbf{Q}_i(\Omega) &= \mathbf{M}_{p,a}(\Omega) \mathbf{B}(\Omega) \mathbf{C}_{p,a}(\Omega)
\end{align*}
\]

(10a, b, c)

\[
\begin{align*}
\mathbf{D}(\Omega) &= (\mathbf{1} + \mathbf{B})^{-1}, & \mathbf{B}(\Omega) &= \mathbf{C}_{p,e}(\Omega) \mathbf{\Omega} \mathbf{P}
\end{align*}
\]

(11, 15, 16)

In the above equations, the receptances matrices are defined from modal theory [16] as:

\[
\mathbf{C}_{p,v}(\Omega) = \sum_{r=1}^{R} \frac{\psi_{u}^{(r)} \psi_{g}^{(r)T}}{\omega_r^2 - \Omega^2}, \quad \mathbf{C}_{p,g}(\Omega) = \sum_{r=1}^{R} \frac{\psi_{u}^{(r)} \psi_{g}^{(r)T}}{\omega_r^2 - \Omega^2},
\]

(17a, b, c)

\[
\mathbf{C}_{p,a}(\Omega) = \sum_{r=1}^{R} \frac{\psi_{u}^{(r)} \psi_{g}^{(r)T}}{\omega_r^2 - \Omega^2}, \quad \mathbf{C}_{p,e}(\Omega) = \sum_{r=1}^{R} \frac{\psi_{u}^{(r)} \psi_{g}^{(r)T}}{\omega_r^2 - \Omega^2}
\]

(18a, b, c)

where \( \psi_{u}^{(r)}, \psi_{u}^{(r)}, \psi_{g}^{(r)}, \psi_{g}^{(r)}, \psi_{v}^{(r)} \) are the eigenvectors evaluated at the degrees of freedom corresponding to the entries in \( \mathbf{x}_{p,i}, \mathbf{f}_u, \mathbf{g}, \mathbf{\theta} \) and \( \mathbf{f}_v \) respectively in mode no. \( r (r = 1 \ldots R) \).

Equation (7) constitutes the dynamic block of the RHBM equations from the engine casing. The vector

\[
\begin{bmatrix}
\mathbf{z}_{p_S}^{(1)} \\
\mathbf{z}_{p_C}^{(1)}
\end{bmatrix}^T
\]

comprises the synchronous Fourier coefficients extracted from the velocity readings at each location sensor over the casing. As noted in [2], it is possible to obtain the vector

\[
\begin{bmatrix}
\mathbf{f}_c^{(1)} \\
\mathbf{f}_{S}^{(1)}
\end{bmatrix}^T
\]

which contains the synchronous Fourier
coefficients of the SFD forces at each SDF terminal. The subscripts S and C correspond to Fourier Cosine and Sine coefficients, respectively. Figure 5 shows the sensor locations, which are evenly distributed along the casing. Hence, the sensors located at each SFD terminal (P_{SFD1} and P_{SFD2}) were chosen as the reference locations.

\[ f_{\text{vrc}}^{(1)} = [A_{\text{P}_{\text{SFD}}}(\Omega)]^{-1} z_{\text{P}_{\text{SFD}}}(1) - [A_{\text{P}_{\text{SFD}}}(\Omega)]^{-1} B_{\text{P}_{\text{SFD}}}(\Omega) \hat{u}_c \]

(19)

where \( P_{\text{SFD}} \) is the sensor reference location at SFD no. \( n \), which was previously described in section 3.1. The above expression for \( f_{\text{vrc}}^{(1)} \), \( f_{\text{vrc}}^{(2)} \) can be back-substituted into equation (7). However, the present system case requires two sensor locations (e. g. for \( i = 1, 2; 3, 4, 5, 6; \ldots ; 2n_s \)) resulting:

\[ z(\Omega) = U(\Omega) \hat{u}_c \]

(20)

where

\[ z(\Omega) = \begin{bmatrix} z_{p_1}^{(1)} \\ z_{p_2}^{(2)} \\ \vdots \\ \vdots \\ z_{p_{n_s}}^{(2n_s)} \end{bmatrix} - \begin{bmatrix} A_{\text{P}_{\text{P}_{\text{SFD}}}}(\Omega) \end{bmatrix}^{-1} \begin{bmatrix} B_{\text{P}_{\text{P}_{\text{SFD}}}}(\Omega) \end{bmatrix} \begin{bmatrix} \hat{u}_c \\ \hat{u}_c \end{bmatrix} \]

(21)

and

\[ U(\Omega) = \begin{bmatrix} B_{\Omega}(\Omega) \\ B_{\Omega}(\Omega) \end{bmatrix} - \begin{bmatrix} A_{\text{P}_{\text{P}_{\text{SFD}}}}(\Omega) \end{bmatrix}^{-1} \begin{bmatrix} B_{\text{P}_{\text{P}_{\text{SFD}}}}(\Omega) \end{bmatrix} \]

(22)

As in [2,9], equation (20) can be augmented over a set of operating speeds \( \Omega_k, k = 1 \ldots n_o \).

\[ z_{\text{aug}} = U(\Omega) \hat{u}_c \]

(23)

where

\[ z_{\text{aug}} = \begin{bmatrix} \vdots \\ \vdots \\ \vdots \end{bmatrix}, \quad U_{\text{aug}} = \begin{bmatrix} \vdots \\ \vdots \\ \vdots \end{bmatrix} \]

(24a, b)

3.3 Inverse solution and inclusion of balancing forces

As in [2], the inversion process finds the elements of the coefficient vectors \( \hat{u}_c, \hat{u}_s \). In this research three balancing planes are also used and so:

\[ \hat{u}_s = \begin{bmatrix} \hat{u}_{s_1} \\ \hat{u}_{s_2} \\ \hat{u}_{s_3} \end{bmatrix} = \begin{bmatrix} \hat{u}_{c_1} \\ \hat{u}_{c_2} \\ \hat{u}_{c_3} \end{bmatrix} = \begin{bmatrix} \hat{u}_{c_1} \sin(y + \phi_1) \\ \hat{u}_{c_2} \sin(y + \phi_2) \\ \hat{u}_{c_3} \sin(y + \phi_3) \end{bmatrix} \]

(25a, b)

As noted at the beginning of section 3.1, the actual unbalances \( U_1, U_2, U_3 \ldots \) will generally reside in more than three planes (Figure 4(b)) and the three equivalent unbalances \( \hat{U}_1, \hat{U}_2, \hat{U}_3 \) will not be at the locations of \( U_1, U_2, U_3 \) (see Figure 6). However, the angular displacements \( \phi_k \) are with respect to the same reference phasor marker (the line that is displaced by \( \Omega t \) from the phase probe in Figure 4(a) and Figure 6(a)). It is noted that the locations of \( \hat{U}_1, \hat{U}_2, \hat{U}_3 \) are the balancing planes, where unbalances equal and opposite to \( \hat{U}_1, \hat{U}_2, \hat{U}_3 \) will be applied once these are estimated.

Figure 6: Equivalent unbalance forces & their inclusions: (a) angular distribution of unbalance, with respect to reference phasor and stationary phase probe; (b) balanced SFD system.
As in previous work [2], the elements of \( \mathbf{\bar{u}}_c, \mathbf{\bar{u}}_s \) from equation (23) might be identified via singular value decomposition (SVD):

\[
\begin{bmatrix}
\mathbf{\bar{u}}_c \\
\mathbf{\bar{u}}_s 
\end{bmatrix} = \mathbf{U}_{aug}^+ \mathbf{z}_{aug}
\]  
(26)

where \( \mathbf{U}_{aug}^+ \) denotes the pseudo-inverse of \( \mathbf{U}_{aug} \). Therefore, the matrix \( \mathbf{U}_{aug}^+ \) can be expressed by using SVD formulation as:

\[
\mathbf{U}_{aug}^+ = \mathbf{V} \boldsymbol{\Sigma}^+ \mathbf{Y}^T
\]  
(27)

where, if \( \mathbf{U}_{aug} \) is of size \( m \times n \): \( \mathbf{Y} \) is \( m \times m \) matrix whose columns are the eigenvectors of \( \mathbf{U}_{aug} \mathbf{U}_{aug}^T \), \( \mathbf{V} \) is \( n \times n \) matrix whose columns are the eigenvectors of \( \mathbf{U}_{aug}^T \mathbf{U}_{aug} \), and \( \boldsymbol{\Sigma}^+ \) is the \( n \times m \) matrix given by

\[
\boldsymbol{\Sigma}^+ = \begin{bmatrix}
\text{diag}(\sigma_1^{-1} & \cdots & \sigma_K^{-1}) & 0 \\
0 & 0
\end{bmatrix}
\]  
(28)

\( \sigma_1, \ldots, \sigma_K \) being the \( K \) non-zero singular values of \( \mathbf{U}_{aug} \).

As previously stated in [2,9], having identified the elements of \( \mathbf{\bar{u}}_c, \mathbf{\bar{u}}_s \), there are two possibilities for estimating the equivalent unbalance \( \bar{O}_k, k = 1,2,3 \) and its angular displacement \( \hat{\phi}_k \) relative to the reference phasor (Figure 6a), using either \( \mathbf{\bar{u}}_s \) (i.e. Equation (25a))

\[
\bar{O}_k = \sqrt{(\bar{a}_{sk-1})^2 + (\bar{a}_{sk})^2}, \quad \begin{bmatrix}
\cos(\gamma + \hat{\phi}_k) = \bar{a}_{sk}/\bar{O}_k \\
\sin(\gamma + \hat{\phi}_k) = \bar{a}_{sk-1}/\bar{O}_k
\end{bmatrix}
\]  
(29a)

or \( \mathbf{\bar{u}}_c \) (i.e. Equation (25b))

\[
\bar{O}_k = \sqrt{(\bar{a}_{ck-1})^2 + (\bar{a}_{ck})^2}, \quad \begin{bmatrix}
\sin(\gamma + \hat{\phi}_k) = \bar{a}_{ck}/\bar{O}_k \\
\cos(\gamma + \hat{\phi}_k) = \bar{a}_{ck-1}/\bar{O}_k
\end{bmatrix}
\]  
(29b)

Henceforth, the balancing force vector \( \mathbf{f}_b \), comprising forces with phasors equal and opposite to the estimated equivalent unbalance forces (Figure 6b), might be structured as follows:

\[
\mathbf{f}_b = \begin{bmatrix}
\Omega^2 \Omega_1 \sin(\Omega t + \gamma + (\hat{\phi}_1 + \pi)) \\
-\Omega^2 \Omega_1 \cos(\Omega t + \gamma + (\hat{\phi}_1 + \pi)) \\
\Omega^2 \Omega_2 \sin(\Omega t + \gamma + (\hat{\phi}_2 + \pi)) \\
-\Omega^2 \Omega_2 \cos(\Omega t + \gamma + (\hat{\phi}_2 + \pi)) \\
\Omega^2 \Omega_3 \sin(\Omega t + \gamma + (\hat{\phi}_3 + \pi)) \\
-\Omega^2 \Omega_3 \cos(\Omega t + \gamma + (\hat{\phi}_3 + \pi))
\end{bmatrix}
\]  
(30)

These balancing forces are then added to the actual unbalanced system in Figure 4(b), to yield the “balanced” system in Figure 6(b).

4 GENERATION OF SIMULATED VIBRATION DATA.

As previously done in [1,2,9], the current study-case employed simulated casing vibration data, since the actual balancing measurements from an aircraft engine are difficult to obtain. This simulated data were computed by solving the forward problem (eq. (1)) in the time domain for the SFD system described in Figure 2. These simulated data were then employed for the balancing and testing.

Unlike to the highly idealized SFD model used in [1], the SFD forces were computed using the more realistic approach used in [2,9,10,13,14], as appropriate for whole-engine modelling. The instantaneous pressure distribution in the SFD was approximated by a combination of the short and long bearing expressions through an “end-leakage” factor of 0.1 which represents the degree of end-sealing. This distribution was truncated below a cavitation pressure of absolute zero (-101.325 kPa) and numerically integrated across the oil film to generate SFD forces.

As in [2,9,10,13], the SFD bearings considered for this study case were single-land and end-fed with oil of viscosity 0.0049 nsm\(^2\) at a pressure of 3 bar (gage). The bearing diameter and radial clearance were 220mm, 0.12mm respectively, and the land length was 26mm.

For the SFD system described in Figure 2, equation (1) was solved at discrete operational speeds using the implicit time domain integrator ode23s© available in MATLAB® [18]. The vector \( \mathbf{f}_u \) was due to the seeded unbalance distribution shown in Figure 4(b) and described in Table 1. Unless otherwise stated (section 3.1), the reference phasor probe position \( \gamma \) (Figure 4(a)) is taken to be 0°.

\[
\begin{array}{ccccccccccc}
\hline
k & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\hline
u_k & 0.1 & 0.5 & 0.1 & 1.0 & 0.5 & 1.0 & 0.1 & 1.5 & 0.3 & 1.5 \\
\phi_k & 0 & 110 & 305 & 85 & 195 & 145 & 75 & 10 & 215 & 330 \\
\hline
\end{array}
\]

NB: Unbalance [× 10\(^{-3}\)kg m], phase angle [× 180/\(\pi\) (°)]

The forward calculation considered \( R = 12 \) modes (i.e. 6 modes in each of the horizontal and vertical planes). For the sprung SFD case was given high static offset \( \mathbf{e}_0 = [0.5c \quad -0.75c]^T \) for the compressor-end bearing as in [2]. As noted in [2] and described in Section 3.1, in the unsupported SFD case, the eccentric mean position of the journal is determined by the equilibrium between the equivalent rotor weight at the journal and the mean SFD forces.

Figure 7: SFD Orbits from relative displacements before balancing at each SFD terminal. a) Supported SFD. b) Unsupported SFD, Ω=8500 RPM
As previous work [2,9], the steady-state part of the time histories of \( q \) and \( \dot{q} \) were then used to calculate the simulated velocity sensor readings at the casing as follows:
\[
\dot{x}_p = H_M \dot{q}
\]  
(31)
where \( \dot{x}_p \) is the \( 2n_p \times 1 \) vector of velocity readings, alternately in the \( x, y \) directions at \( n_l \) locations along the casing (an \( x \) vibration sensor and a \( y \) vibration sensor at each location):
\[
\dot{x}_p = \begin{bmatrix}
\vdots \\
\dot{x}_{p1} \\
\vdots \\
\end{bmatrix}
\]  
(32)

\( H_M \) is the \( 2n_p \times R \) matrix whose \( R \) columns are the eigenvectors evaluated at the sensor locations \( P_i \), \( i = 1 \ldots n_s \), alternately in the \( x, y \) directions.
\[
H_M = \begin{bmatrix}
\Psi^{(1)}_{p1} & \ldots & \Psi^{(R)}_{p1} \\
\vdots & \ddots & \vdots \\
\Psi^{(1)}_{pn} & \ldots & \Psi^{(R)}_{pn} \\
\end{bmatrix}
\]  
(33)

In contrast to [2], the number of sensors locations evenly distributed along the casing will be increased (see Figure 5). In section 5.2 will show the effect in the balancing effectiveness, when \( n_s \) will be augmented.

To investigate the effectiveness of the inverse balancing method [2], the forward solution process was repeated for the “balanced” system in Figure 6 (b). Equation (1) was therefore solved again with the inclusion of an additional unbalance term \( H_n^T \vec{f}_b \) to the right-hand side of equation (1) where \( H_n \) is the \( 6 \times R \) matrix whose columns are the eigenvectors evaluated in the \( x, y \) directions at the prescribed balancing locations along the rotor and the vector \( \vec{f}_b \) comprises the balancing forces which was defined in equation (30).

5 TESTING CASES AND DISCUSSION.
5.1 Balancing methodology
The inverse problem balancing procedure involves the following three stages [2]:
(i) To begin this procedure, it is required to take casing vibration data for the unbalanced system (Figure 4(b) and Table 1) from various sensor locations as illustrated in Figure 4. In contrast to [2], the current case of study involves two types of testing: (a) to analyse the influence of the condition number; (b) how it is affected as the number of sensors and/or measurement speeds are increased. The collected vibration data from the chosen sensor location at selected operational speeds are used to build up equation (23).
(ii) The following step consists in the selection of the prescribed balancing planes to conduct the equivalent unbalance identification at these planes, as per section 3.2. The previous studies [2,9] studied an SFD rotodynamic system which consisted of one strong linear connection at one end (a rolling element bearing with SFD annulus) and an unsupported SFD at the other. It was noted that the best balancing effectiveness was obtained when the unbalance planes were chosen as close as possible to the only linear connection. Hence, in the current system case the selected unbalance planes are at disks 1, 2, 3, which are close to the only linear connection S3 (see Figure 2). As previously mentioned in section 3.2, the explicit construction inverse operator employs two reference locations (\( P_{SFD1} \) and \( P_{SFD2} \), see Figure (5)) to express the forces at the two SFDs in terms of the unbalance and the synchronous components of the velocity measurements (see Equation (19)). It is important to mention that all presented results use the same reference locations and the same prescribed unbalance planes.
(iii) The third and final step is to add the balancing forces to the unbalanced rotor (as in Figure 6(b)) and obtain new casing vibration data. The degree of effectiveness of the balancing solution can then be quantified by the calculation of the average percentage vibration amplitude reduction (PVR) at each sensor location \( P_i \) over the speeds at which the vibration readings were taken[2]:
\[
PVR(P_i) = \frac{(A_{before}-A_{after})}{A_{before}} \times 100
\]
(34)

For the standardization of all presented results, the PVRs were obtained from six sensors locations placed as previous work [2] and the casing vibration measurements (before and after balancing) were obtained at 14 speeds (8000, 8500, 9000, ..., 14000 and 14500 rpm) which cover the typical operating speed range of the HP rotor of an aero-engine [2,10,13,14]. In addition, it is important to mention that in the following results, unless otherwise stated, the average of the unbalance estimates from the \( \vec{u}_g \) and \( \vec{u}_g \) solutions (equations (29a,b)) with the stationary phase probe position \( \gamma = 0 \) (see Figure 6(a)) are used.

5.2 Increasing the number of sensor locations.
The aim of this section and the following section is to examine the influence of the condition number of the matrix \( U_{\text{aug}} \) (equation (23)) on the estimation of the equivalent unbalance at three prescribed unbalance planes (see equation 25(a, b)). According to [17,18], the condition number is a measure of nearness to singularity, i.e. the conditioning of the inverse problem deteriorates as the condition number is increased. Typically, its computation requires the SVD to obtain \( V, \Sigma \) and \( Y \) which were previously described in section 3.3. The \( K \) non-zero singular values (\( \sigma_K \)) of \( U_{\text{aug}} \) are used to compute the condition number as follows [17]:
\[
\kappa(U_{\text{aug}}) = \frac{\max(\sigma_K)}{\min(\sigma_K)}
\]
(35)

In contrast to [2,9], in the present testing case \( z_{\text{aug}} \) and \( U_{\text{aug}} \) (in equation 23) were constructed by augmenting the number of sensor locations at a fixed number (\( n_s = 17 \)) of measurement speeds to conduct the construction of the explicit inverse operator. The terms \( z_{\text{aug}} \) and \( U_{\text{aug}} \) are therefore redefined as \( z_{\text{aug}}=\max(\sigma_K) \) and \( U_{\text{aug}}=\min(\sigma_K) \), where \( n_s \) is the number of sensor locations employed to construct Equation (23).

<table>
<thead>
<tr>
<th>( n_s )</th>
<th>( \max(\sigma_K) )</th>
<th>( \min(\sigma_K) )</th>
<th>( \kappa(U_{\text{aug}}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>3.1415</td>
<td>4.6114 \times 10^{-5}</td>
<td>68102</td>
</tr>
<tr>
<td>8</td>
<td>3.7888</td>
<td>5.4123 \times 10^{-5}</td>
<td>70003</td>
</tr>
<tr>
<td>10</td>
<td>4.0020</td>
<td>5.7770 \times 10^{-5}</td>
<td>69274</td>
</tr>
<tr>
<td>12</td>
<td>4.2440</td>
<td>6.5127 \times 10^{-5}</td>
<td>65165</td>
</tr>
</tbody>
</table>
Table 2: The condition number of \( U_{aug_{n_o=17}} \) \( |_{n_s} \)

Table 2 provides the values of \( \max(\sigma_K) \) and \( \min(\sigma_K) \) used to compute \( \kappa(U_{aug_{n_o=17}} |_{n_s}) \) over the \( n_s \) different cases. It is clear from data in Table 2 that the values of \( \kappa(U_{aug_{n_o=17}} |_{n_s}) \) are significantly high, and therefore the problem is ill-conditioned. It was also noticed that the condition numbers of the present study are considerably higher than the reported values in [2]. Another significant observation from Table 2 is that the condition number did not vary significantly as the number of sensor locations was increased.

Figure 8 shows the percentage vibration reduction in the x and y directions, (denoted by HPVR, VPVR respectively) at six sensor locations after balancing of the system for each of the cases in Table 2 (i.e. vibration data from up to 12 sensor locations were used to construct the matrices of equations 24(a, b)). It is noted that the balancing effectiveness is affected due to the very high condition numbers, as presented in Table 2. However, it does not simply increase with an increase in the number of sensors.

![Figure 8: Effect of the conditioning of \( U_{aug} \) on PVRs when the number of sensor locations (\( n_s \)) are increased: \( n_s = 6 \) locations (★); \( n_s = 8 \) locations (◇); \( n_s = 10 \) locations (◻); \( n_s = 12 \) locations (○);](image)

From the data in Table 2, one can see that cases \( n_s = 6 \) and \( n_s = 12 \) resulted in the lowest condition number values and Figure 8 shows that \( n_s = 6 \) and \( n_s = 12 \) produced the most consistent balancing over the six locations plotted. The case \( n_s = 6 \) involved the least processing time. Therefore, in the subsequent results, the number sensors used to construct equations (24a, b) was taken to be \( n_s = 6 \).

5.3 Increasing the number of measurement speeds.

For this case, \( n_s \) was fixed to 6 places and \( n_o \) was increased (or decreased) to conduct the construction of the explicit inverse operator, as described in Section 3.2. Table 3 below provides the \( \max(\sigma_K) \) and \( \min(\sigma_K) \) used to compute \( \kappa(U_{aug_{n_o}} |_{n_s=6}) \) using equation (35) over different \( n_o \) cases.

Table 3: The condition number of \( U_{aug_{n_o}} |_{n_s=6} \)

| \( n_o \) | \( \times \text{COS (rpm)} \) | \( \max(\sigma_K) \) | \( \min(\sigma_K) \) | \( \kappa(U_{aug_{n_o}} |_{n_s=6}) \) |
|-----|----------------|----------------|----------------|----------------|
| 9   | 8000: 12000    | 1.5860         | 1.4946 \times 10^{-6} | 106114         |
| 13  | 8000: 14000    | 2.0489         | 2.6475 \times 10^{-6} | 77387          |
| 15  | 8000: 15000    | 3.1129         | 3.5245 \times 10^{-6} | 88321          |
| 17  | 8000: 16000    | 3.1415         | 4.6114 \times 10^{-6} | 68102          |
| 19  | 8000: 17000    | 3.1979         | 5.7656 \times 10^{-6} | 55178          |
| 21  | 8000: 18000    | 3.2903         | 7.1797 \times 10^{-6} | 45828          |

* Chosen Operating Speeds, \( \Delta_o = 500 \text{ rpm} \)

As Table 3 shows, there is a significant reduction in the condition number, when the number of measurements speeds was increased. It is noted that there is a reduction of around 50% when the number of speeds is increased from \( n_o = 9 \) to \( n_o = 21 \). Theoretically, this should translate to an improvement in the balancing effectiveness. However, the condition number values are still higher than the values reported for the simpler case in [2]. From the data in Figure 9, it is apparent that the balancing effectiveness improves as the number of speeds increases from \( n_o = 9 \) to \( n_o = 17 \). However, the balance effectiveness starts deteriorating with further increase in the number of speeds, particularly as the number of speeds is increased further from \( n_o = 19 \) to \( n_o = 21 \).

Figure 9: Effect of the conditioning of \( U_{aug} \) on PVRs when the number of measurement speeds (\( n_o \)) are increased: \( n_o = 9 \) speeds (△); \( n_o = 13 \) speeds (◇); \( n_o = 15 \) speeds (◻); \( n_o = 17 \) speed (★); \( n_o = 19 \) speed (○); \( n_o = 21 \) speed (◇)

5.4 Noise addition.

The casing vibration measurements are usually contaminated by noise [2,8,9]. This part of the study considers noisy data as practical scenario to test the robustness. Therefore, simulated time histories from the sensors were corrupted with different levels of noise quantified by the signal-to-noise-ratio (SNR):
where $A_{signal}$ is the root-mean-square (RMS) value of the signal without noise and $A_{noise}$ is the RMS value of the noise. The following results were obtained using data from fixed $n_s = 6$ locations and $n_o = 17$ speeds to construct the inverse operator since this case presented better results over the two previous sections. Figure 10 show the effect of the noise for the current SFD system.

![Figure 10: PVRs for different levels of signal-to-noise (SNR) ratio: no noise (★); SNR = 55 dB ( △); SNR = 50 dB ( ◊); SNR = 45 dB ( ○).](image)

Figure 10 shows that the inverse method is reasonably effective with reasonable levels of noise such as 50 and 55 dB SNR for which the PVRs are around 60%. It was also noted that the balancing effectiveness is better for the sensor locations 1-4 rather than 5-6 which are close to the unsupported SFD bearing. A possible explanation for this might be that the influence of the unbalance terms on Equations (19) is weak in comparison to the preceding SFD system reported in [2,9]. To illustrate the performance of the balancing method, Figure 11 shows velocity orbits (45dB SNR) at the sensor locations over the casing before and after balancing at 14000 rpm. This figure visibly shows the poor effectiveness balancing over 5 and 6 sensor locations.

6 CONCLUSIONS.
The purpose of the current study was to determine the effectiveness of an inverse technique for balancing when it is applied to a practical aero-engine design in which the HP rotor was supported on the casing by a spring-supported SFD at one end and an unsupported SFD at the other. This system was considerably different from previously considered systems since it had only one linear connection rotor between the rotor and casing and this connection was weak. The analysis shows that increasing the number of sensors has little impact on the conditioning of the problem and the resulting balancing effectiveness. By contrast, increasing the number of measurement speeds results in a significant improvement in conditioning. However, this does not directly translate to an improvement in balancing effectiveness, since there was found to be an optimal number of speeds to use. With respect to noisy data test, the results showed a lower robustness in comparison with the simpler cases studied in preceding works. However, the inverse balancing method performance is still reasonable with noise levels such as 50-55 dB SNR. Overall, for the practical configuration considered, the problem was badly conditioned relative to the simpler configurations considered previously in the literature. The reason for this is that the inverse operator was formulated from frequency response functions (receptances) of the linear part of the structure connecting the casing (response measurements) to the rotor (unbalance). Hence, the weak coupling through the soft retainer spring results in the relationship between casing response and unbalance becoming quasi-implicit.
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NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Amplitude of vibration (half peak-to-peak)</td>
</tr>
<tr>
<td>$A_i(\Omega)$</td>
<td>Matrix at one operating speed. Eq. 34.</td>
</tr>
<tr>
<td>$A_o(\Omega)$</td>
<td>Matrix at one operating speed. Eq. 9</td>
</tr>
<tr>
<td>$c$</td>
<td>Radial clearance of centred SFD (m)</td>
</tr>
<tr>
<td>$C_p, C_p, C_p, C_p$</td>
<td>Receptance matrices evaluated at $\Omega$, section 3.2</td>
</tr>
<tr>
<td>$C_{0, a}(\Omega)$, $C_{0, b}(\Omega)$</td>
<td></td>
</tr>
<tr>
<td>$e_o$</td>
<td>vector defining the static offset of J relative to B (m)</td>
</tr>
<tr>
<td>$f_b$</td>
<td>Vector of balancing forces.</td>
</tr>
<tr>
<td>$f_u$</td>
<td>Vector of equivalent balance forces.</td>
</tr>
<tr>
<td>$f_v$</td>
<td>Vector of unbalance forces.</td>
</tr>
<tr>
<td>$f_s$</td>
<td>Vector of SFD forces (N)</td>
</tr>
<tr>
<td>$f_{vs}$</td>
<td>Fourier coefficients of SFD forces.</td>
</tr>
</tbody>
</table>

![Figure 11: Velocity orbits at casing measurement locations before balancing and after balancing at 14000 RPM](image)
Gyroscopic moment vector, Eq. 6

Total number of gyroscopic locations, Sec. 3.1

Modal matrices whose columns are respectively the eigenvectors evaluated in $x$, $y$ directions at the locations of the entries in $f_u, x_{pi}, f_u, g$. Sec. 3.1

Modal matrices whose columns are respectively the eigenvectors evaluated in $x$, $y$ directions at terminals $J_n, B_n$ respectively. Sec. 3.1

$H_{vn} = H_{J_n} - H_{B_n}$, Sec. 3.1

I

Identity matrix

$p$

Polar moment of inertia at location $p$ ($p = 1, \ldots, G$), Sec. 3.1

$n_d$

Number of measurements speeds

$n_s$

Number of sensors locations

$M_p, v(\Omega), M_p, g(\Omega)$

Mobility matrices evaluated at $\Omega$. Sec. 3.2

$p_l$

Number of sensor location

$q$

Vector of modal coordinates.

$\tilde{u}_C, \tilde{u}_S$

Coefficients of $f_u$ defined in Eqs (25a, b).

$U(\Omega)$

Matrix at one operating speed, Eq. (22)

$U_{aug}$

Matrix augmented over a set of operating speeds, Eq. (24b)

$U_k, \phi_k$

Unbalance forces and its angular position with respect to reference phasor marker at disk no. $k$.

Equivalent unbalance force and its angular position with respect to reference phasor marker at balancing plane no. $k$

$w$

Vector of the equivalent static load at J in the $x$, $y$ directions. (N)

$x_p$

Vector of displacements at Cartesian sensor locations. (m)

$x_{pS}$

Vector of velocity readings at Cartesian sensor locations. (m/s)

$\tilde{x}_{p}, x_{p}$

Fourier coefficients of displacements at Cartesian sensor locations.

$\tilde{x}_{p, i}, x_{p, i}$

Fourier coefficients of velocities at Cartesian sensor locations.

$z(\Omega)$

Vector defined in Eq. 20.

$z_{aug}$

Vector augmented over a set of operating speeds defined in Eq. 23

$\gamma$

Angle of location of the stationary phase probe (deg).

$\kappa$

Condition Number

$\Lambda$

The diagonal matrix of squares of natural frequencies.

$\Psi_{vn}^{(r)}, \Psi_{vn}^{(r)}$

Mass-normalized eigenvector defining the $x$ and $y$ displacements of the squeeze-film terminals J, B respectively in mode no. $r$

$\psi_{vn}^{(r)} = \psi_{J_n}^{(r)} - \psi_{B_n}^{(r)}$

Eigenvectors evaluated at the degrees of freedom corresponding to the entries in $f_u, f_{uS}, g, x_p, \theta$ respectively

$\psi_{u}^{(r)}, \psi_{u}^{(r)}$

$\psi_{g}^{(r)}, \psi_{p}^{(r)}$

$\psi_{0}^{(r)}$

Rotational speed (rad/s)

$\omega_r$

Natural frequency (rad/s) in mode no. $r$
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