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Forecasting Demand Flexibility of Aggregated Residential Load Using Smart Meter Data

Jelena Ponočko, Student Member, IEEE, Jovica V. Milanović, Fellow, IEEE

Abstract—Demand decomposition (disaggregation) presents the process of assessing time-varying participation of different load categories within the total active or reactive load. Information on load composition is highly beneficial for different demand side management applications. In order to decompose total forecasted load of aggregated households where only some are monitored by smart meters (SMs) with sub-metering capabilities, a two-level methodology is proposed. At the first level, load disaggregation of the load monitored by SMs is done based on measurements of power consumed by each home appliance, and at the second, the disaggregation of the total forecasted load is performed using artificial neural network. This paper investigates the required percentage of users in an aggregation which should be equipped with a SM with sub-metering capabilities in order to forecast (within certain confidence level) the load composition of the overall aggregated demand. The methodology was first tested on a UK statistics-based load model, and then validated on a real pilot site’s consumption dataset. The results show that even with 5% SM coverage, one can forecast, with high confidence, the composition of the load at the substation (aggregation point). In other words, there is no techno-economic justification for sub-metering technologies to be installed at every user’s premise; a limited installation of such devices would suffice.

Index Terms—Demand-side management, demand response, distribution network, neural networks, smart meter

I. INTRODUCTION

W ith the evolution of the smart grid and electricity markets, the responsibility of balancing between generation and demand is shifting towards the demand side. Demand response (DR) has been recognized as one of potentially cost-effective options for operating the power network [1]. The system operator in the UK, for example, is planning to obtain 30-50% of its balancing services through DR [2]. Since the power system is operated in real-time, the traditional load monitoring systems (electricity meters) have become obsolete for the demand side management (DSM) requirements. Increasing number of installed smart meters (SMs) in residential districts around the world will enable better observability of the end-users’ behavior and their potential to participate in the network daily operation. Higher granularity of low-level consumption data will enable more advanced profiling of consumers at different levels of aggregation. The widely deployed SMs, however, do not provide any sub-metering data, i.e. data about the use of individual appliances or categories of appliances which may be participating in DR programs. In other words, there is no time and space-based observability of the controllable loads in the residential and commercial load sectors.

The effectiveness of DR actions largely depends on the flexibility of the demand side, i.e. the size of its controllable loads. Until now, mostly large industrial users have been included in DR programs. The transmission system operator in the UK uses DR only from large industrial users and estimates it in advance, so that the balancing between generation and load can be done 2-60 minutes in advance of real time [3]. At the same time, there is a significant, though mainly untapped potential for DR in residential area. In the US, it was estimated that residential customers’ participation in DR might bring up to half of the total peak reduction [4]. In the case of UK, residential sector is the largest final user of electrical energy, presenting around 30% of the overall consumption [5]. DR potential (flexibility) of an aggregated group of residential users, just as the flexibility of any other distributed energy resource, should therefore be quantified and aggregated in order to be appropriately exploited in network daily operation [6].

Forecasting the size of controllable load within the total load reduces the uncertainty of the actual (available) flexibility of the demand side, even before a DR signal is sent to the customers by their electricity supplier. Furthermore, flexibility profile of aggregated customers is more predictive than the profile of individual customers, which is generally highly random. The demand profiling can be performed in two dimensions: i) Time: By observing the changes in the size of controllable load within the total load over a day or season; ii) Space: By observing the size of controllable load over a power network; in this case, different distribution/transmission network buses will have different flexibility potential, depending on their load mix (namely residential, industrial or commercial), as well as socio-geographical factors.

Furthermore, load can be disaggregated into load categories, such as resistive loads, induction motors, lighting, etc., in order to obtain a more detailed insight into the types of load utilized on a daily or seasonal basis. Previous work [7], a methodology was developed for probabilistic load disaggregation based on the time series of total active and reactive load at a bulk point using artificial neural network (ANN) and statistical data about typical load composition in residential, commercial and industrial sectors. This work proved the validity of the approach showing reasonably good...
accuracy in the estimation of load composition without any information on actual consumption by different types and categories of users. Both training and testing data were generated in probabilistic manner, using Monte Carlo simulations.

Similarly, demand decomposition based on non-intrusive load monitoring (NILM) methods has been analyzed in literature [8-12]. A common drawback of the load signature methods is that they require a library of high-resolution measurements of each home appliance’s parameters needed to disaggregate the total load of an end-user, including current waveform, harmonics, switching transient waveform, etc., which are not always easily accessible, especially in case of a large number of users.

Disaggregation of load in terms of different categories of users, e.g. in [13] is commonly used for long-term demand forecasting and network planning purposes, but it does not provide information about demand flexibility.

The main aim of this paper is to extend the approach presented in [7] by incorporation of realistic consumption data based on the recorded end-users’ behavior in the past, and such provide the information to e.g., the DSO or an aggregator about the time based aggregated demand flexibility, both in close to real time and as forecasted (e.g. day-ahead) demand flexibility, in order to support DR planning in network daily operation. It does not focus though on detecting the operation mode of individual appliances, but on examining the DR potential of aggregated demand, regardless of the means of shifting or curtailing this demand. An interesting approach to the centralized hierarchical control of aggregated thermostatically controlled loads was given in [14].

This paper introduces a load disaggregation methodology based on time series consumption data coming from SMs with sub-metering capabilities, regardless of the technology involved. The research is motivated by the existence of numerous, yet individual, trial sites performing load measurements on appliance level, mainly in residential sector [4, 9, 15, 16]. It assumes that only a number of consumers supplied from the same substation are monitored by this type of SMs, while the others have electricity meters with no sub-metering, and tries to answer the question of how many end-users need to regularly provide detailed information about their electricity consumption (per appliance or load category) in order to accurately decompose the forecasted electricity consumption of all the users in the aggregation. At the first level, the load flexibility assessment of the monitored users is performed based on the actual monitoring of the end-users’ consumption of different appliances. The aggregated (both monitored and non-monitored) users’ flexibility is then forecasted (e.g. day ahead) using total load forecast at the substation and ANN trained using the SM data (with sub-metering) recorded during the previous week – hence, it does not require large historical data. Furthermore, since the consumption data is aggregated at a data concentrator point (the substation), the size of the data sent to the upstream network, e.g. to the DSO or an aggregator, is also reduced.

The studies reported in the paper have been performed off-line, though the approach facilitates an on-line mode as well. In such case the monitored load data would be arriving at certain time-steps, and used for on-line prediction (day-ahead) of the demand composition. The methodology is applicable to any type of appliance-based monitoring, as long as active and reactive power of each appliance can be reported to the data concentrator at regular time intervals. (One minute is chosen here as the optimal granularity of data required for network operation purposes.)

The main contributions compared to the past work include:
(i) A methodology for time varying decomposition of forecasted real and reactive power demand, using sub-metering enabled SM data and pre-trained ANN, into six load categories and controllable/uncontrollable load in residential district. The individual and aggregated load curves (which in reality would be coming from SMs), are generated using a UK statistics-driven electricity consumption model, the so called CREST model, adopted from [15];
(ii) This methodology, unlike [7], takes into account both, higher (1 min instead of 30 min) sampling rate of data (based on requirements of modern DR programs [3]), and analyses the effect of missing data and data streams with different sampling step on the accuracy of aggregated data;
(iii) The probabilistic derivation of reactive power data for an aggregation of users based on available real power measurements by SMs, as in many cases SMs measure only active load;
(iv) The assessment of the required coverage (in %) of a residential area with smart metering system with sub-metering capabilities in order to obtain the desired confidence level of the forecasted load decomposition.

II. REPORTED APPLICATIONS OF DEMAND DECOMPOSITION

The flexibility of the demand side varies in time, therefore the prediction/forecasting (e.g. minutes or day-ahead) of load composition can facilitate timely DR actions by showing whether the DR potential will be sufficient for different needs of the DSO. A distribution network, under appropriate regulatory framework, could provide ancillary services to the transmission network by using flexibility of the demand, distributed generators (DGs) and battery storage. In that respect, remotely controllable loads could participate in ancillary services market, and uncontrollable loads (those that cannot be controlled from a control center, but by customers only), storage units and DGs could participate in energy market [17].

Authors in [18] observed controllable load as a DER. They presented an energy management system in which the aggregator provides information about the forecasted available flexibility to the DSO, who then makes the optimal load schedule, also taking into account the needs of the upper grid. In another example [19], the individual appliance scheduling was done in two steps: first day-ahead, following the hourly price forecast and expected users’ behavior; the second optimization step was performed in real time (in minutes), following the actual prices and users’ comfort. In this respect, prediction of load composition of aggregated demand could facilitate more efficient scheduling of aggregated load, and such increase the effect of, to some extent controllable, changes in users’ behavior on the network daily operation.
There are several types of DR that could benefit from demand decomposition. For example, [20] proved that, in case of a conservation voltage reduction program (voltage-based DR), the demand regulation potential depends on the initial size of load, as well as on load composition, namely the participation of load that can be modelled as constant impedance. Similarly, methodology for assessment of voltage-based DR potential in UK, described in [21], raised the need for information on the load composition at distribution system buses.

Price-based and incentive-based DR programs have been extensively analyzed in the literature, e.g. in [22-24]. Some authors [25], suggested that incentive-based programs could bring higher value to the reduction of peak demand. The approach presented in [26] ensures that the end-users receive a reward for their load shifting participation, as well as for the voltage improvement in the supply feeder. Following these, prediction of available demand flexibility would allow adjustment of the level of incentives or tariffs needed to increase involvement of the users in DR actions. In direct load control programs, described in [27], load composition could enable the system operator to have a more accurate overview of the size of available controllable loads whose consumption can be remotely shifted.

Most of the DR programs focus on reducing the total cost of power generation or curtailing the daily peaks in demand by shifting certain amount of total load from one time period (peak time) to another (off-peak time). On the other hand, shifting of load will change load composition at both affected hours, and thereby potentially the dynamic response of aggregated demand in case of a small or large network disturbance (e.g. voltage step change due to transformer tap changes, system faults, etc.), which might affect the angular and voltage stability of the power system [7], especially at transmission system levels. Information about the load composition can be very useful in these cases. It has been long recognized that the major sources of load dynamics are induction motors, thermostatic loads and energy efficient devices [28], which is why their effect on the aggregated load dynamic response should be further analyzed. Knowing the effect of different load compositions on the overall system dynamic response, and ultimately system stability, one may take measures, i.e., appropriate DR actions, to prevent those compositions of load that might lead to unfavorable dynamic responses and provoke instabilities in the power system.

III. METHODOLOGY

The output of the demand decomposition process is given as time-varying load shares (in per unit or percentage) of different load categories within the (time-varying) total active or reactive load, as will be illustrated in Section V. Following methodology discussed in [29], load categories in this paper are defined as groups of appliances with similar voltage-dependent steady-state and dynamic load characteristics. Furthermore, load categories are divided into controllable and uncontrollable based on their potential to be shifted in time. The controllability of some loads is disputable, as in case of lighting loads - although, generally, they are considered to be uncontrollable, some of them can be dimmable and therefore controllable. Thus, the given classification should be taken as illustrative only, as it could vary to a certain extent for different applications. This study considers as controllable all the appliances that may be a part of direct load control (e.g. fridges, water heaters) or incentive-based DR programs (e.g. tumble dryer), i.e., appliances that can be controlled/shifted automatically or by the users.

According to the most commonly used appliances in residential sector in the UK, six categories are recognized in this methodology and presented in Table I as: single-phase constant torque induction motors (CTIM1), single-phase quadratic torque induction motors (QTIM1), controllable resistive loads (RC), uncontrollable resistive loads (RUC), switch-mode power supply (SMPS) loads and Lighting. The full list of appliances, apart from heating, ventilation and air conditioning (HVAC) units, was adopted from the residential load model given in [15]. The same model was used in the case studies to generate individual daily load profiles of the end users, which served as a realistic representation of data streams coming from the SMs. Controllable loads mainly consist of thermostatically controlled loads (space and water heaters, fridges, freezers), which are the most common candidates for DR programs, as they do not affect customers’ comfort drastically [30].

<table>
<thead>
<tr>
<th>TABLE I LOAD CATEGORIES AND CORRESPONDING TYPES OF APPLIANCES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Load controllability</strong></td>
</tr>
<tr>
<td>--------------------------</td>
</tr>
<tr>
<td><strong>Controllable</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Uncontrollable</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

The diagram in Fig. 1 presents the methodology for demand decomposition in a smart metering system where only some users have per-appliance monitoring, as a fairly realistic scenario in the future smart distribution grid. Two assumptions are made in this respect: i) SMs can record real power of individual appliances, while reactive load is derived probabilistically; ii) Forecast of the total consumption (real and reactive power) at the substation (block (5)) is already available. As an initial step before the demand decomposition process, the SM data is pre-processed and aggregated at data concentrator point (block (4)). Following the first assumption, the part of the consumption which has sub-metering can be decomposed into categories or controllable/uncontrollable load by simply aggregating consumption of appliances belonging to the same category (block (2)), as detailed in Table I. The aggregated demand composition of these users can be presented as shown in Fig. 7 and 11 of the Section V. (Note: A number of 1000 is adopted as the total number of households/end-users supplied from the substation, including those with and without sub-metering.)
restored using simple linear interpolation (LI) between the studies, including these.

However, had negligible effect on the accuracy of the results, showing acceptable (considering all other uncertainties involved) accuracy of the results. Performance of the approach is assessed via the total relative error $\varepsilon_i$ calculated in each time step $i$ using (1).

$$
\varepsilon_i = \frac{|P_i^0 - P_i|}{P_i^0} \times 100\% 
$$

$P_i^0$ is the actual (with no missing data) total active power of the aggregation, and $P_i$ is the total active power obtained after data restoration. Table II shows the 90th percentile of the error over a range of aggregation levels for LI method and for the case when missing data were not restored (i.e., missing data replaced with zero). As expected, the errors are higher at lower aggregation levels, and range between 78% and 98% when there is no data pre-processing, and between 9% and 35% when LI is used. (Note: The amount of missing data was always 20%, so the number of missing samples grew proportionally to the aggregation level.)

### TABLE II

<table>
<thead>
<tr>
<th>Aggregation level</th>
<th>90th percentile of the total relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Replacing by zero</td>
</tr>
<tr>
<td>1000 households</td>
<td>78%</td>
</tr>
<tr>
<td>800 households</td>
<td>85%</td>
</tr>
<tr>
<td>500 households</td>
<td>88%</td>
</tr>
<tr>
<td>200 households</td>
<td>93%</td>
</tr>
<tr>
<td>100 households</td>
<td>96%</td>
</tr>
<tr>
<td>50 households</td>
<td>98%</td>
</tr>
<tr>
<td></td>
<td>Linear interpolation</td>
</tr>
<tr>
<td>1000 households</td>
<td>9%</td>
</tr>
<tr>
<td>800 households</td>
<td>9%</td>
</tr>
<tr>
<td>500 households</td>
<td>9%</td>
</tr>
<tr>
<td>200 households</td>
<td>18%</td>
</tr>
<tr>
<td>100 households</td>
<td>29%</td>
</tr>
<tr>
<td>50 households</td>
<td>35%</td>
</tr>
</tbody>
</table>

It is possible that using advanced data mining methods such as optimisation [34] or Expectation Maximisation [35] algorithms, could enhance this accuracy further, in particular when larger blocks of missing data are present in data streams. The weight adjusted k-nearest neighbour (WAkNN) [36] method, for example, was tested within this study, however it showed poor performance on individual data streams with missing data. In conclusion, it was deemed unnecessary to use more advanced data restoration methods, as the overall effect of missing data restoration on the accuracy of load disaggregation was minor/not significant.

### B. Demand Decomposition

After the data streams coming from available SMs have been pre-processed, the data streams are aggregated and further used for demand decomposition.

#### Step 2 (Blocks [3] and [4]): ANN training

A two-layer (with one hidden layer) feed-forward ANN with Bayesian Regulation Backpropagation, similar to the one introduced in [37], was used for total forecasted demand decomposition. The transfer functions of the hidden layer and output layer are log-sigmoid and tan-sigmoid, respectively. Other machine learning methods that could be used for load decomposition, such as support vector machine, for example, were not analysed in this paper, as the ANN was recommended for this purpose based on comparison of available (recorded) samples. In spite of the existence of various sophisticated data restoration methods [34-36], some of which were tested and compared in preliminary studies [36], LI is chosen as a computationally efficient method.

Fig. 1. Flow chart for load disaggregation in case of smart metering system with partial coverage.
different approaches performed in [37, 38]. In addition, a comparison with a time series forecasting method, namely autoregressive integrated moving average (ARIMA [39]), was performed. It showed to be unsuitable for load decomposition due to the limited observability of the end-users’ per-appliance consumption, which is the main assumption in this study. The ARIMA output for individual load category had to be scaled up to the total number of users, which resulted in errors larger (about 20% larger error in case of the most comparable results) than with the methodology proposed in the paper.

Data pre-processing for the ANN included:

- Restoration of missing data by linear interpolation, as described in part A of this Section;
- Data scaling – in order to set all the input values in a comparable range, active and reactive load data was scaled to the range \([0,1]\) taking maximum monthly active load of the aggregation as the base value.

In the approach introduced in this paper, the aggregated sub-metering data is used for training the ANN, using total active and reactive power (of the aggregated monitored users) as input data and calculated participation (per unit contribution – weighting factors in total demand at given point in time) of the six categories as the target data (block \{3\} in Fig. 1). Target data, defined as \(W_i\), presents the participation (share) of each load category in every time step. If in a time step \(i\), active load of category \(j\) equals \(P_i\), then the participation \(w_{ji}\) (in p.u.) of that category is given as:

\[
    w_{ji} = \frac{P_i}{P_j}
\]

where \(P_i\) is the total active load at a time step \(i\). At each time step the following condition has to be fulfilled:

\[
    \sum_{j=1}^{6} w_{ji} = 1,
\]

where 1 refers to the value of the total load at that time step.

The ANN training process is performed over 7 days data, which includes minute-based aggregated real (P) and reactive (Q) power measurements, giving 7*1440 minute-based samples for each of the variables, presented in a matrix form as follows:

\[
    \text{Input} = \begin{bmatrix}
    P_1 & \ldots & P_i & \ldots & P_{7*1440} \\
    Q_1 & \ldots & Q_i & \ldots & Q_{7*1440}
    \end{bmatrix}
\]

Active and reactive load are given in per unit (p.u.) values, based on the maximum monthly active load (at the substation). (Note: cases with and without voltage measurements as part of the input data were compared in [37] and it was concluded that the absence of voltage data did not affect the accuracy notably.) The target data can then be presented in a matrix form as follows:

\[
    \text{Target} = \begin{bmatrix}
    w_{P,1} & \ldots & w_{P,7*1440} \\
    w_{Q,1} & \ldots & w_{Q,7*1440} \\
    \vdots & \vdots & \vdots \\
    w_{P,6} & \ldots & w_{P,6*1440} \\
    w_{Q,6} & \ldots & w_{Q,6*1440}
    \end{bmatrix}
\]

As the number of the training samples (\(N=7*1440\)) was much larger than the number of input variables (\(d=2\)), the number of neurons in the hidden layer \((n)\) was calculated as follows [38]:

\[
    n = \sqrt{\frac{N}{d \times \ln N}}
\]

Fig. 2 illustrates the input and output for the ANN, while Fig. 3 represents the architecture of the ANN used in Matlab [40], where \(w\) and \(b\) correspond to network’s weights and biases, respectively, assigned to the inputs in hidden and output layer. The number of hidden layer neurons is 44 in this case, as the values for \(N\) and \(d\) in Equation (6) are \(7*1440\) and 2, respectively.

![Fig. 2 Detailed presentation of ANN input and output, during training and testing process](image)

![Fig. 3 Architecture of the feedforward network used in Matlab, adopted from [40]](image)

In case of the reactive load, the participation of each category is given as:

\[
    w_{Qj}^t = \frac{\tan(\varphi_j)}{\tan(\varphi_i)} = w_{Pj}^t \frac{\tan(\varphi_j)}{\tan(\varphi_i)}
\]

where \(\varphi_j\) and \(\varphi_i\) are phase angles of category \(j\) and the total load at time step \(i\), respectively.

In order to test the accuracy of the ANN, the network is tested using one day (the eighth day) data from the historical dataset, which served as the day-ahead load forecast. It should be noted that the accuracy of the load forecast was not taken into account in this study. The training of the ANN with 7 days data took between 3 and 8 minutes using a PC with the 64-bit operating system and 3.40 GHz processor. Training with larger sets of data, e.g. 28 days, was also performed but it did not result in higher accuracy of results. Once the ANN is trained, the forecasted active and reactive load curves at the substation (block \{5\} in Fig. 1) are used as the input to the trained ANN (block \{4\} in Fig. 1). The output is presented in a form of decomposed forecasted active and reactive load curves for all aggregated end-users (monitored and non-monitored ones), as it will be illustrated in Section V. It is important to note that the training dataset should not include days with activated DR programs, as this data will not show the actual DR potential, but the loading curve and demand composition after load shifting or curtailment.
IV. PROBABILISTIC DERIVATION OF REACTIVE LOAD

For a complete profile of the aggregated load in an area, both active and reactive load curves are needed. Reactive load is also necessary as the input variable for ANN training. In cases where SMs record only active demand, reactive demand can be derived probabilistically. A bottom-up approach is therefore taken in this paper, by considering the possible ranges of PFs for different home appliances, adopted from manufacturers’ websites. Assuming that the active demand of individual appliances is monitored, reactive demand of the monitored users is derived probabilistically for each appliance and in every time step by running Monte Carlo simulations over the most common values of PF for each type of residential appliance. PF value for each appliance in each time step is sampled 100 times using randomization with uniformly distributed samples within the considered range to account for PFs of different devices and possible variability of this PF from one operating condition to the other. Then, the probabilistic reactive load values $Q_{k,j,i}$ are calculated for each appliance $j$ in each time step $i$ based on the (deterministic) active load of the appliance $P_{j,i}$ and the corresponding probabilistic values of the $P_{F_{k,j,i}}$ ($k=1\div100$ in each time step), as follows:

$$Q_{k,j,i} = P_{j,i} \cdot \sqrt{1 - P_{F_{k,j,i}}^2 / P_{F_{k,j,i}}}$$

(8)

In order to validate the approach, real load data from a 15kV substation was chosen for testing. The available data had half hour based measurements of voltage and current and yearly information on typical values of the PF based on the period of the day (48 samples), type of the day (working day, Saturday or Sunday) and season of the year (winter/summer). Although the PF is not measured, but given by the electric utility, it is adopted as the correct value used for calculating active and reactive load. As there was no sub-metering in the dataset, the demand was decomposed using probabilistic approach (i.e. ANN trained with probabilistically generated data), as described in [7].

In the next step, after active demand composition was obtained with respect to load categories, a range of min/max PF values for each category had to be derived as there was no per-appliance data for this pilot site. This was done using the CREST model [15] for 1000 end-users and extracting two probabilistic values for each appliance in each time step (relying on (8)), namely, the mean and the most probable value of reactive load. Finally, by aggregating corresponding appliances’ reactive load into categories, two sets of PFs per load category were derived, based on mean and most probable values, and correspondingly, two ranges of PFs (min/max value) for each load category.

In the following step, PFs were randomized (following uniform distribution) 1000 times for each load category and in each time step over the two obtained ranges; accordingly, two decomposed reactive load curves were derived based on the test site’s active load measurements and the probabilistic PF values. The obtained total reactive load curves, as the sums of all 6 individual categories, are presented in Fig. 4 and compared with the original reactive load curve. The grey area shows the range between maximum and minimum possible reactive load, based on minimum and maximum PF values, respectively.

![Fig. 4. Derived and actual reactive load curves](image)

It can be seen that the reactive curve built up based on mean values of the PF is closer to the actual one. The mean absolute percentage error (MAPE) [29]) was used to assess the accuracy, giving 12.9% error for the curve based on the most probable PFs, and 5.3% for the curve based on mean values of the PF. Another measure of accuracy is the mean square error (MSE [41]) whose value was 0.0099 MVAr for the curve based on the most probable PFs, and 0.0017 MVAr for the curve based on mean values of the PF. Therefore, in equation (8) of the methodology, it was decided to use the mean PF value of the probabilistic set of values to derive reactive load data.

V. CASE STUDIES

An aggregation of 1000 households is analyzed in this paper, illustrating a relatively high number of users. The load model given in [15] was used to generate individual load profiles (decomposed into home appliances) over one month, which also served as training and testing data sets for the ANN. The residential occupancy statistics for the UK (29% of households accommodate a single resident, 35% accommodate two, 16% have three residents and 20% have four) is adopted from [42] to generate appropriate load profiles of residential customers.

The three illustrative case studies analyzed in the paper are as follows:

- **Case A**: Smart metering system with all meters sending data every minute, with no missing data;
- **Case B**: Smart metering system with meters sending data every minute, with 20% missing data (“NaN” values);
- **Case C**: Smart metering system with different meters sending data at different time steps (1, 10, 30 and 60 minutes) and with 20% missing data.

In order to assess the required percentage of users with sub-metering data, five levels of SM coverage are investigated within each case study: 5% coverage (50 households out of 1000 have SMs), 10%, 20%, 50% and 80% SM coverage. The ANN is trained, correspondingly, with sub-metering data coming from 50, 100, 200, 500 or 800 households. The objective of these examples is to illustrate the effect of SM (with sub-metering functionality) coverage on the accuracy of demand decomposition in an aggregation of 1000 households. The accuracy is calculated compared to the composition of the aggregated load (during the eighth day) obtained from the actual values in the given dataset with 1000 households. Absolute weighting factor error (AWFE) is used for this.
purpose, and calculated in each time step (minute) as follows:

$$AWFE_{cat} = |WF_{cat, ANN} - WF_{cat, real}|$$

(9)

where $WF_{cat, ANN}$ is the share of the load category obtained as the result of the ANN, and $WF_{cat, real}$ is the actual share of the category, both given in p.u. based on the average aggregated monthly active load.

Fig. 5 illustrates the way errors are accounted for, on the example of two load categories, namely controllable and uncontrollable load. If the total load at time $t$ equals 0.7 p.u. (where 1 p.u. refers to the average monthly load at the aggregation point, which is in this study around 0.6 MW), and the estimated load shares of controllable and uncontrollable load are 0.3 p.u. and 0.4 p.u., respectively, then the real values of the shares are within the following ranges: $P_c = 0.3 \pm AWFE$ and $P_u = 0.4 \pm AWFE$.

![Fig. 5. Presentation of the confidence level on the example of controllable/uncontrollable load over one day (24 hours)](image)

In all the cases (A to C), the errors are compared to those obtained with 100% SM coverage, as the reference case, revealing this way the size of the error coming from the ANN itself. The load forecasting error is not taken into account in this study. In addition, the errors are compared with those in case of 0% SM coverage (no SMs installed at the users’ premises), where the ANN is trained with probabilistically derived data, originating from statistical data about the electricity usage in UK domestic sector [43]. According to these data, controllable load within the total daily load ranged between 15 and 50%. The training data was generated following approach similar to the one described in [7]. As the probabilistic training data for ANN is generated only once, this ANN (at 0% coverage) has the same accuracy for cases A, B and C.

The results are presented in the form of cumulative density functions (CDFs) of the AWFE over a range of SM coverage levels, including the reference (100%) and 0% coverage, for controllable load shares only. At the same time, the 90th percentile confidence level of the AWFE for different load categories and controllable load are presented in a form of bar plots over a range of SM coverage levels. The 90th percentile confidence level is chosen as it shows the maximum error for 90% of the observed time steps (here, 1296 out of 1440 time steps over a 24h period).

### A. Active load decomposition

The accuracy of estimation of controllable load shares is very similar between cases A-C, which is why only case C is presented in Fig. 6. It can be seen from the figure that all SM coverage levels provide errors smaller than 0.1 p.u. (i.e. 10% of the average monthly load, which corresponds to around 60 kW) in 90% of the time steps. In cases where there is no sub-metering provided and the estimation can only be done probabilistically, the 90th percentile of the AWFE is 0.23 p.u., which corresponds to around 140 kW. It can be also seen that for the SM coverage levels of 50% and higher, the accuracy remains the same. The calculated errors for the three cases (A to C) do not change notably, confirming that 20% missing data, together with different sampling steps, do not affect the accuracy significantly if the missing samples are restored. This also confirms that the use of simple data restoration method (here, LI) is fully justified.

Figure 7 illustrates the load composition in the base case and with 5% SM coverage. It should be noted that the total active demand is the same in the two figures, only the shares of the load categories differ.

![Fig. 6 CDF of AWFE for the estimation of controllable active load, case C](image)

![Fig. 7 Demand composition of 1000 end-users’ active load based on actual values (top) and based on the ANN trained with data from 50 users (bottom)](image)

The estimated shares of individual load categories show similar accuracy (errors up to 0.1 p.u.) in most cases, as seen in Fig. 8, which represents the 90th percentile of AWFE read from the CDF plots for each load category in case C. The highest accuracy is seen with QTIM1, and the lowest with CTIM1. Some categories’ shares, namely CTIM1 and QTIM1, are very accurately assessed even with 0% coverage (with errors around 0.1 and 0.05 p.u., respectively), which shows that in these cases only statistical data is sufficient for confident load decomposition. For all other categories, probabilistic approach introduces higher errors. The calculated range of errors for cases A and B is very similar to errors illustrated in Fig. 6 for case C. Different accuracy in prediction of participation of different load categories in total demand can be attributed to variation of particular load category during the observation period. The correlation between total active/reactive demand and shares of different load categories is studied using Spearman’s rank coefficient of nonlinear correlation [44], as the correlation between the parameters is not linear. Category QTIM1 shows the highest Spearman’s coefficient (Spearman’s rho) at most aggregation levels, followed by lighting, hence the highest accuracy in prediction. Category CTIM1, on the other hand, has lower Spearman’s coefficient than other appliances in general, when
comparing their correlation with total active and reactive load, leading to the lowest accuracy in prediction.

**B. Reactive load decomposition**

The estimation of shares of controllable reactive load is also very accurate, between 0.04 p.u. and 0.08 p.u. over the range of SM coverage levels, as shown in Fig. 9. In case of 0% coverage, the 90th percentile of AWFE is 0.17 p.u., which corresponds to around 100 kVAR. Similarly to active load, there is only a minor deterioration in the accuracy in cases B and C at lower SM coverage levels, compared to case A.

**C. Discussion**

Based on the studies performed and illustrative results shown in the previous section, it was found that the overall accuracy of the assessment is not significantly affected by SM coverage, nor by missing data. The accuracy, though, changes more with the coverage level, than with missing data. Furthermore, the daily load shares for some load categories (CTIM1 and QTIM1), can be estimated very accurately only based on statistical data on electricity usage in the area, i.e., without any SMs. For other load categories, the utilization of ANN with probabilistically generated training data is justified only if the target application of demand decomposition does not require high accuracy. It was also observed that the estimation of reactive load composition with 0% SM coverage is more accurate than the estimation of active load.

Furthermore, for the DR programs relying on wet appliances (CTIM1) and cold appliances (QTIM1), only limited statistical data can be used to estimate their load shares. At lower SM coverage levels, AWFE values for these two categories are up to around 0.1 p.u. In case of voltage-based DR relying on resistive loads (e.g. water heaters), AWFE of the load share equals 0.06 p.u. at 5% SM coverage, while it is lower than 0.05 p.u. for other levels.

**VI. VALIDATION OF THE METHODOLOGY**

In order to validate the methodology on a real dataset and test the effect of weather data on the accuracy of results, another dataset was chosen, namely Pecan street electricity consumption data [16], which includes minute-based data from 200 residential users located in Austin, Texas, during June-August 2015. All of the observed time series had all samples available, i.e., there was no missing data, similarly to case A discussed in Section V. Therefore, only the influence of SM coverage was examined. Sub-metering data is available over a set of years, starting from 2013, and includes circuit-based measurements, e.g. total consumption of the living room, bathroom, or kitchen plugs, and in some cases individual appliances’ measurements (washing machine, furnace, etc.). Therefore, some assumptions on the load categories used in different parts of the household were made to enable load classification into 6 categories. For example, it was assumed that half of the loading in the living room consisted of lights and half consisted of the electronic appliances (SMPS category). Weather data includes temperature, humidity and wind speed measurements from the corresponding period of the year, together with the day type (1 for working day and zero for non-working day). The dataset did not contain reactive load data, so the probabilistic approach was taken to derive this, following steps described in section IV. The ANN trained with probabilistic data only (with 0% SM coverage) was not taken into account in this study.

Figures 12-14 present the CDF of AWFE for controllable active load estimated for one day in August based on ANN trained with different size of historical data, namely two previous (most recent) months (Fig. 12), one previous (most recent) month (Fig. 13) and one previous (most recent) week.
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The methodology is area-dependent. Therefore, the accuracy is higher when the data used for training the ANN comes from the electrical or geographical “neighborhood” of the aggregated users. In addition, statistical data has to correspond to the type of the users under analysis, as the daily range of controllable load differs among industrial, commercial and domestic types of users. The proposed approach can be used for both real-time or forecasting applications, although the focus of this paper was on day-ahead forecasting.

VII. CONCLUSION

This paper presented methodology for aggregated demand decomposition based on sub-metering enabled SM measurements and ANN. The overall methodology results in an estimation of the shares of different load categories and overall controllable and non-controllable load within the total forecasted load, with a foreseen application in various DR programs. The two main assumptions are that the SMs can record active load of individual appliances and that only some of the end-users in the aggregation have this type of SM. An approach for obtaining probabilistic aggregated reactive load curve is also discussed as a solution to the lack of reactive load measurements at the end-users’ point.

The results of the case studies have shown the effect of missing data and different SM coverage on the accuracy of forecasted active and reactive load composition. It can be concluded that the SM coverage level has higher impact on the accuracy than the missing data samples. The shares of all predefined load categories were assessed with high accuracy, some even in cases without SMs, in which case the ANN was trained with probabilistically derived data. For most of the load categories even the lowest SM coverage (5%) enables very high accuracy of identification of load composition. The results show that even with minimal investments in sub-metering technologies (for only 5% of the users) the desired accuracy of load decomposition forecast can be obtained, and notably improved compared to the probabilistic approach, when no sub-metering data is available. The minimum SM coverage and resulting accuracy of estimation, however, may be different for different applications, e.g., estimation of dynamic response of demand, and needs to be investigated further. The methodology was further validated on an actual pilot site’s dataset, resulting with the similar accuracy and confirming that there is no need for weather data and large historical data to be included. Even though the methodology has been illustrated on residential load sector, it can be equally well applied to other load sectors, e.g., commercial, industrial or mixed. Finally, it is important to note that the proposed methodology is area-dependent. Therefore, the accuracy is higher when the data used for training the ANN comes from the electrical or geographical “neighborhood” of the aggregated users. In addition, statistical data has to correspond to the type of the users under analysis, as the daily range of controllable load differs among industrial, commercial and domestic types of users. The proposed approach can be used for both real-time or forecasting applications, although the focus of this paper was on day-ahead forecasting.

Fig. 12. Controllable load estimation for one day in August with 60 days training (June-July), without (top) and with (bottom) weather and day type

Fig. 13. Controllable load estimation for one day in August with one month training (July), without (top) and with (bottom) weather and day type

Fig. 14. Controllable load estimation for one day in August with 7 days training (August), without (top) and with (bottom) weather and day type
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