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ABSTRACT
For 80 days in 2017, the Kepler Space Telescope continuously observed the transitional
millisecond pulsar system PSR J1023+0038 in its accreting state. We present analyses
of the 59-second cadence data, focusing on investigations of the orbital light curve of
the irradiated companion star, and of flaring activity in the neutron star’s accretion
disc. The underlying orbital modulation from the companion star retains a similar
amplitude and asymmetric heating profile as seen in previous photometric observations
of the system in its radio pulsar state, suggesting that the heating mechanism has not
been affected by the state change. We also find tentative evidence that this asymmetry
may vary with time. The light curve also exhibits “flickering” activity, evident as short
time-scale flux correlations throughout the observations, and periods of rapid mode-
switching activity on time scales shorter than the observation cadence. Finally, the
system spent ∼ 20% of the observations in a flaring state, with the length of these flares
varying from < 2 minutes up to several hours. The flaring behaviour is consistent with
a self-organised criticality mechanism, most likely related to the build up and release
of mass at the inner edge of the accretion disc.

Key words: pulsars: individual (PSR J1023+0038) – accretion, accretion discs –
X-rays: binaries – stars: neutron – binaries: general – instabilities

1 INTRODUCTION

“Redback” binary star systems contain a rotating neutron
star primary, and a semi-degenerate companion star with
a mass of 0.1–0.5 M� in a close orbit. The neutron star
(NS) rotates with a millisecond period, and is thought to be
the descendant of a low-mass X-ray binary (LMXB), having
been spun-up by accreting matter from the companion (Al-
par et al. 1982; Radhakrishnan & Srinivasan 1982). These
systems take their name from the “redback” spider species,
in which the female consumes the male spider after mating.
For an overview of “redbacks” and their two states, and of
their close cousins, the “black widow” systems (with lower-
mass < 0.05 M� companions), see Roberts (2013).

In recent years, three redback systems have become
increasingly important in understanding the binary origin
of millisecond pulsars (MSPs). These three systems, PSR
J1023+0038 (Archibald et al. 2009), PSR J1824−2452I (Pa-
pitto et al. 2013) and PSR J1227−4853 (Bassa et al. 2014;
Roy et al. 2015), make up the class known as “transi-
tional” millisecond pulsars (tMSPs). tMSPs are binary sys-
tems which have been observed to switch between two very
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distinct states – a rotation powered state, and an accretion
powered state. In the rotation powered states, these sys-
tems have high radio luminosities and the NS primary is
detectable through its radio pulsations as an MSP. In the
accretion powered state, no pulsations have been detected
at radio wavelengths, but the systems appear far brighter
at optical, X-ray and (in the cases of PSRs J1023+0038 and
J1227−4853) gamma-ray wavelengths (Stappers et al. 2014;
Torres et al. 2017), interpreted as the sudden appearance of
an accretion disc in the system.

PSR J1023+0038 (hereafter J1023) was the first mem-
ber of the redback class of tMSPs to be discovered. It was
originally classified as a cataclysmic variable (a binary star
system with a white dwarf primary) in 2001 after the ra-
dio source FIRST J102347.6+003841 was associated with a
Galactic optical counterpart which had a very blue optical
spectrum, and which also showed double peaked emission
lines which were associated with an accretion disc (Bond
et al. 2002; Szkody et al. 2003). Further optical photometry
was taken in 2003 (Woudt et al. 2004), but the light curve
lacked the large amplitude flickering events which dominated
the light curve in 2001. Thorstensen & Armstrong (2005)
confirmed a state transition, as the optical spectrum was
then dominated by strong absorption features and lacked
any prominent emission components, and further suggested
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that the system was not a cataclysmic variable, but could
harbour a neutron star binary instead.

In 2007 the system was detected as a radio pulsar with
a spin period of 1.69 ms (Archibald et al. 2009). J1023 was
reclassified as an MSP binary system. This was the first di-
rect evidence of an MSP in a binary system transitioning
between two distinct states, and gave significant support to
the “recycled” scenario for the origin of MSPs. This scenario
was confirmed in 2013, when radio pulsations from the sys-
tem became undetectable, and the gamma ray luminosity
of the system increased dramatically (Stappers et al. 2013,
2014). Follow up observations at various wavelengths con-
firmed that the radio pulsar had switched off, the X-ray and
UV flux of the system had increased, and an accretion disc
had begun reforming in the system (Takata et al. 2014).

Since then, the system has exclusively occupied the ac-
cretion powered state. However, the system has shown dra-
matic variability in this state. At X-ray wavelengths, the sys-
tem displays three modes: a low mode (during which X-ray
pulsations are not detectable), a high mode (during which
X-ray pulsations are detectable), and a flaring mode (Bog-
danov et al. 2015). The duration of these modes is highly
variable, and it has also been recently confirmed that the
radio flux from the system is anti-correlated with the X-ray
flux (that is, during the high X-ray mode, the radio flux is
at a minimum, and during the X-ray low mode, the radio
flux reaches a maximum; Bogdanov et al. 2018). There are
no reported detections of radio pulsations from the system
in the accretion state, but there is persistent radio emission
which has a flat spectrum. This radio emission has been
suggested to originate from synchrotron radiation from a
partially self-absorbed jet (Deller et al. 2015). At optical
wavelengths, there also appears to be three modes: a low
mode, a high mode, and a flaring mode (McConnell et al.
2015; Shahbaz et al. 2015). This is best seen in several of
the optical light curves presented in Shahbaz et al. (2015),
which show very high amplitude optical flares alongside a
much lower bimodal distribution in optical flux. It should
be noted that this bimodal distribution is not always visible
in optical data.

A common physical scenario has been proposed to ex-
plain these modes and why the system switches between
them so often. During the high X-ray state, the accretion
disc is thought to be truncated, and material flows from the
disc towards the NS, generating X-rays which are modulated
at the spin period of the NS, and radio emission through the
suggested jet is quenched. During the X-ray low mode, mate-
rial does not couple from the accretion disc onto the NS, but
rather just builds up in the inner part of the disc. This leads
to a lower X-ray flux, and the radio emission from the jet
is no longer quenched, increasing the radio flux. Finally, the
material which builds up at the inner edge of the disc is even-
tually ejected from the inner regions of the system by the
rotating magnetic field of the NS in what has been dubbed
a “propeller” state (Papitto & Torres 2015). The existence of
a propeller state in J1023 has recently gained support from
both optical polarimetry measurements and Doppler tomo-
grams (Hakala & Kajava 2018). This state has been used
to great effect in explaining the emission in some magnetic
cataclysmic variables (e.g. AE Aqr; Wynn et al. 1997). In-
teractions between the pulsar’s co-rotating magnetosphere
and the inner regions of the accretion disc have also been

proposed to explain the extremely high luminosity of opti-
cal pulsations discovered recently at the spin period of the
MSP in the J1023 system (Ambrosino et al. 2017).

Here we present Kepler K2 (Howell et al. 2014) obser-
vations of J1023, the first ever long term continuous optical
observations of a redback system. We first investigate the or-
bital modulation in the light curve by fitting two sinusoidal
components at the orbital frequency and its second harmonic
(Section 3). We then subtract this model from the full data,
and investigate the flickering (Section 4) and flaring (Sec-
tion 5). Finally, we discuss these results in the context of
previous observations of J1023, and propose a self-organised
criticality origin for the flaring activity in Section 6.

At a late stage in our investigation of these data, a sim-
ilar study was presented in Papitto et al. (2018, hereafter
P18). Our conclusions are in broad agreement, with some
notable exceptions which will be addressed at the relevant
points in our manuscript.

2 OBSERVATIONS AND REDUCTION

J1023 was observed by the Kepler spacecraft as part of Cam-
paign 14 of the K2 mission from 2017 May 31 to 2017 August
19, with both long cadence (∼30 min) and short cadence (∼1
min) observations recorded. The Kepler bandpass is broad,
covering 4200 Å to 9000 Å, and peaking at 6000 Å. The re-
duced long cadence light curve was downloaded from MAST,
while the short cadence target pixel file (TPF) was down-
loaded, and a light curve extracted using a custom aperture.
The mask used to define the aperture was basic and covered
all pixels close to the target, as J1023 was the only object
in the TPF.

The light curve was filtered by removing data points
where the error flag in the TPF was > 0 (such points corre-
spond to observations taken when the spacecraft was firing
its thrusters which occurs every ∼6 hours to ∼ 2 days).

To ensure the quality of the short cadence light curve,
we compared the extracted short cadence light curve to
the long cadence light curve obtained using the Pre-search
Data Conditioning Simple Aperture Photometry (PDCSAP;
Smith et al. 2012) pipeline to look for any effects introduced
from extraction using our custom mask. The comparison
showed the same long term behaviour in both the short and
long term light curves. The extracted light curve is shown
in the top panel of Figure 1. Finally, we created a flattened
light curve by removing the low frequency variability using
the Pyke task kepflatten (Still & Barclay 2012; Vińıcius
et al. 2017). kepflatten works by fitting a polynomial to
windows of data of a specified length, after outlier points
have been removed, and then combining these polynomials
together and dividing the data by the resulting piecewise
function. Our parameters for flattening the data were nsig
= 3 (σ clipping threshold), a step size of 1 day, a window
size of 3 days, a polynomial of order 3, and the process was
iterated 10 times.

3 TIMING ANALYSIS

The power spectrum of the light curve (Figure 2) shows clear
modulation at both the orbital frequency, ν1, and twice the
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Figure 1. Top: The extracted 80 day light curve of J1023. The light curve shows flaring events, as well as several periods of increased
median brightness (highlighted). The cause of this enhanced brightness is not yet known. Bottom: The flattened light curve (black) and

the sigma clipped light curve (orange) which was used in the orbital modulation analysis.

orbital frequency, ν2 = 2ν1 (hereafter referred to as the sec-
ond harmonic). These signals are common to the optical
light curves of many redback pulsars, and are attributed
to the heating of the side of the companion facing the neu-
tron star (producing a modulation at the orbital period with
maximum at companion superior conjunction), and the el-
lipsoidal shape of the companion caused by tidal deforma-
tion in the strong gravitational potential of the neutron star
(producing a modulation at half the orbital period, with
maxima at ascending and descending nodes), respectively
(e.g. Breton et al. 2013). We hereafter refer to the signal
at ν1 as the heating component, and the signal at ν2 as the
ellipsoidal component, although we note that the true dis-
tinction between these components is not straightforward,
as a non-sinusoidal signal at ν1 will also introduce power at
ν2.

These signals need not be perfectly in phase with the
orbital motion of the system. Asymmetric heating will mani-
fest as a phase shift between the heating and ellipsoidal com-
ponents, and a time-varying asymmetry may be detectable
as a slight difference in the periods of the two components.
The long time span and high cadence of the Kepler data
allow us to investigate these effects.

To compare our measured orbital phases and periods,
we used a reference ephemeris for the system’s orbit, derived
from timing observations of the neutron star’s X-ray pulsa-
tions. We first took the orbital period (P = 0.19809664676 d)
and period derivative ( ÛP = −1.65(19) × 10−10) measured
by Jaodand et al. (2016) with a reference epoch of MJD
54905.9694347, and extrapolated the orbital period to the
centre of the Kepler observations. Using the resulting or-
bital period, and the time of ascending node given by P18,

TASC = 57896.8292633(2), derived from XMM-Newton ob-
servations performed shortly before the Kepler observa-
tions, we found an ascending node close to the centre of
Kepler data. This results in a reference ephemeris with
TASC = 57944.9666256(6) and P = 0.198096145(2) d. The or-
bital period derivative measured by Jaodand et al. (2016)
corresponds to a shift in the time of ascending node of less
than one second between the start and centre of the Ke-
pler observations. We therefore assumed a constant orbital
period in our analysis.

As a first step, we computed the power spectrum of the
light curve (shown in Figure 2) via a discrete Fourier trans-
form. The power spectrum was interpolated by zero-padding
the evenly sampled Kepler time series to 10 times its original
length. The two most significant peaks in the power spec-
trum are at the known orbital period of J1023, and its second
harmonic. However, as can be clearly seen from Figure 2,
the light curve shows considerable pink noise: correlated
noise between neighbouring observations with a descend-
ing power-law spectrum which follows a relation close to
1/ f . This pink noise will add power at the orbital frequency
and its harmonics, biasing measurements of the period and
phase of the orbital modulations and will be discussed in de-
tail later. Flares additionally reduce the significance of the
orbital modulations.

At this stage we are only interested in the orbital mod-
ulation of the companion star. We therefore attempted to
remove flares from the data. To do this, we first subtracted
an initial model for the orbital modulation of the form

f (t) = A1 cos(2π ν1(t − t0) + φ1) + A2 cos(2π ν2(t − t0) + φ2), (1)

where t0 is a reference time at the centre of the Kepler ob-
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Figure 2. Power spectrum of the flattened data calculated via
Fourier Transform normalised such that the spectrum of white

Gaussian noise would have a χ2 distribution with two degrees of

freedom. The power spectrum shows strong power at the orbital
frequency and its second harmonic, highlighted by arrows. The

intrinsic pink noise of the light curve is visible as a descending

power-law at frequencies above 1 d−1, with the turn over below
this frequency being due to the flattening performed in Section 2.

servations, chosen to remove correlations between frequen-
cies ν1, ν2 and phases φ1, φ2. The initial amplitudes, frequen-
cies, and phases were derived from the power spectrum of
Figure 2. We then iteratively removed data points which
lay more than 2.5 standard deviations above unity after di-
viding by a running median evaluated over 1 day windows
around each data point. To further reduce flare contamina-
tion, we additionally removed the 10 data points closest to
each data point which lay above our threshold. This aggres-
sive strategy removed ∼ 40% of data points, leaving a set
of “clean” points dominated by the orbital modulation, with
pink noise “flickering” remaining throughout the data. This
data is shown in orange in Figure 1.

To partially account for the effects of this pink noise
we adopt the “whitening” methods used by Coles et al.
(2011) to measure the rotational properties of radio pulsars
in the presence of strong red noise. The goal of these meth-
ods is to transform the data into a new basis in which the
measured residuals have a frequency-independent (“white”)
normalised Gaussian distribution. The best-fitting orbital
model is found by minimising the chi-squared statistic,

χ2 = ®RTC−1 ®R . (2)

where ®R is the vector of residuals (i.e. the data with the
model subtracted) and C is the covariance matrix.

To estimate the covariance matrix, we computed the av-
erage covariance function, c(τ) = 〈 f (t) f (t + τ)〉, where angle
brackets denote averages over pairs of data points with the
same lag, τ. To avoid removing signals at the orbital fre-
quency, which would appear as periodicities in the covari-
ance function, we fit a smooth function consisting of three
decaying exponential terms to the average covariances, i.e.,

ĉ(τ) =
3∑
i

ki e−τ/λi , (3)

Table 1. Parameters of the covariance function, Equation 3

Component, i λi (d) ki

1 6.75 × 10−4 1.88 × 10−3

2 5.94 × 10−2 8.52 × 10−4

3 8.07 × 10−1 6.57 × 10−4

Table 2. Orbital light curve fitting results

Parameter Reference Ephemeris Best-fitting offset

TASC (MJD) 57944.9666256(6) —

TASC,1 (MJD)a — −5.2(2) × 10−3

TASC,2 (MJD)a — 3.2(5) × 10−3

ν1 (d−1)b 5.04805380(6) 2.0(4) × 10−4

ν2 (d−1)b 10.0961076(1) −7(2) × 10−4

A1
c — 0.163(1)

A2
c — 0.02(1)

Notes — Best-fitting offsets (third column) between the reference
ephemeris (second column, see text) and the heating (subscript 1)

and ellipsoidal (subscript 2) components of our model (Equation

1), with 1σ uncertainties on the final digits in brackets.
a Inferred ascending node epochs of the components of our

model
b Frequencies of the model components, expected to be equal to
the orbital frequency and its second harmonic.
c Amplitudes of the model components expressed as fractions of
the average flux.

where ki and λi are amplitude and scale parameters. The
best-fitting values for these parameters are given in Table 1.

In practice, the full covariance matrix is too large to fea-
sibly work with. Fortunately, an effect of the flattening per-
formed in Section 2 is to remove covariances longer than the
window time scale (3 days, approximately 15 orbits), and the
covariance function drops to zero for longer lags. The covari-
ance matrix therefore has a“banded” form, with all elements
far from the diagonal being zero. To ensure the covariance
matrix remained positive definite, we further multiplied the
covariance function by a Hann (a cosine) window dropping
to zero after four days (as in Czekala et al. 2015). With only
the non-zero elements of the covariance matrix stored in this
banded form, we make use of efficient functions implemented
by the scipy1 module to calculate Equation 2. As in Coles
et al. (2011) we also make use of the Cholesky decompo-
sition C = LLT , in which L is a lower-triangular matrix,
to further speed up the computation. The periods, phases
and amplitudes of the fundamental orbital modulation and
its second harmonic are then fit by minimising Equation 2.
The resulting best-fitting values are given in Table 2.

The Cholesky decomposition additionally allows us to
investigate the “whitened” residuals, ®RW = L−1 ®R, which
should have a normalised Gaussian distribution. In prac-
tice, we find that the distribution of ®RW is narrower around
the peak and wider in the tails than a true Gaussian. We
attribute this to time-varying covariances in the data caused
by differing activity modes in the accretion disc (see Section

1 https://www.scipy.org/
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4), which are not captured by our stationary covariance func-
tion. To partially address this, we down-weighted periods of
higher activity by multiplying each row and column of the
covariance matrix by the running variance of the whitened
residuals. Despite this, the distribution of whitened residuals
remains clearly non-Gaussian. We also find that the resid-
ual distribution is not symmetric, but peaks slightly below
zero. We believe that this is due to some remaining flaring
activity from the accretion disk, which will always increase
the observed flux, extending the positive tail of the residual
distribution (see Section 5 for more details).

The best-fitting model to the orbital light curve is shown
in Figure 3. We find that the heating component (i.e. the si-
nusoidal modulation closest to the orbital frequency) arrives
earlier than expected from the pulsation-derived ephemeris
by 7.6±0.3 minutes, while the ellipsoidal component (at the
second harmonic of the orbital frequency) arrives late by
4.5±0.7 minutes with respect to the orbital ephemeris. The
result is a distinctly asymmetric maximum with a sharper
rise and shallower fall than a perfect sinusoid, peaking before
companion superior conjunction. The measured amplitudes
and phases of the two components agree with the values
obtained by P18 by averaging over multiple 2-day windows.

The best-fitting orbital frequencies ν̂1 and ν̂2 are incon-
sistent with the X-ray pulsation timing-derived ephemeris
period, appearing faster and slower at the 5σ and 3σ levels
respectively. The difference in ν1 corresponds to a time offset
in the maximum of the heating component of ±2.3(5) min-
utes at the start/end of the Kepler observations with the
maxima becoming more asymmetric over the course of the
observations. However, as we were unable to completely re-
move the correlated noise from the light curve, we note that
the best-fitting periods of the two components and their sta-
tistical uncertainties should be treated with caution.

We also repeated the fitting procedure while allowing
the amplitudes of the two components to vary linearly with
time. No significant variation was detected, with 2σ upper
limits on the fractional amplitude derivatives of

�� ÛA1
�� < 8 ×

10−5 d−1 and
�� ÛA2

�� < 5 × 10−5 d−1 respectively.

3.1 Monte Carlo Analysis

To confirm the asymmetries in the orbital light curve and
the values arrived at in the previous section, we took the
model described by Equation 1 and estimated the errors on
the parameters using a Monte Carlo Markov Chain (MCMC)
with top hat priors on all of the parameters. The data was
first folded on the known orbital period using the reference
ephemeris given in Table 2, and the period was not allowed
to vary in our MCMC analysis. Additionally, the predicted
error on any data point from the K2 mission for an object
with a V band magnitude of ∼ 16.5 taken in short cadence
mode is ∼ 1% (Vanderburg & Johnson 2014). To establish
if this estimated error is appropriate for the data presented
here, we also allowed the error (σ) on the data points to vary
in our MCMC fits (we also assumed that the error on every
data point was the same). For this parameter, we assumed
a Jeffreys prior (that is, P(σ) ∝ 1/σ). The priors are also
given in Table 3. We also included a parameter to allow the
baseline of the model to vary from 1 (A0).

The MCMC was carried out using emcee (Foreman-

Figure 3. Orbital light curve of the companion star. The black
points show the short-cadence Kepler data, flattened over 3-day

windows, after subtracting data points around flares, and nor-

malising by the median. The best-fitting model is shown by the
solid blue curve, the“heating”component to the best-fitting curve

is shown by the dashed orange line, and the “ellipsoidal” com-
ponent by the green dot-dashed line. An orbital phase of zero

corresponds to the neutron star’s ascending node, determined by

(unpublished) measurements of the Doppler shift of X-ray pul-
sations by P18. We note that the maximum is asymmetric, and

occurs prior to the companion superior conjunction at phase 0.75

which is marked with a grey dashed vertical line. A single er-
ror bar is shown at phase 1.72, the value of this error was found

as described in Section 3.1. Two identical periods are shown for

clarity.

Table 3. Results from fitting harmonic series to light curve. The

numbers underneath φ1 and φ2 represent the phase offsets from
the expected arrival phases of 0.5 and 0.25, respectively, in min-

utes.

Parameter Prior Value

A0 0.8 < A0 < 1.1 1.0001 ± 0.0005
A1 0.1 < A1 < 0.3 0.1615 ± 0.0009
A2 0.005 < A2 < 0.1 0.020 ± 0.008
φ1 0.0 < φ1 < 1.0 0.5269 ± 0.0005

(−7.7 ± 0.2 min)
φ2 0.0 < φ2 < 1.0 0.215 ± 0.005

(5.0 ± 0.7 min)
σ ∝ 1/σ 0.0582 ± 0.0004

Mackey et al. 2013). A total of 50 walkers were used with
25,000 steps taken and a burn in of 5000 steps allowed. In-
spection of the posteriors of the parameters did not show
any obvious correlations between any of the parameters and
the individual parameter distributions followed normal dis-
tributions.

As in the previous section, we find that the “heating”
component arrives early by 7.7±0.2 minutes, while the “el-

MNRAS 000, 1–14 (2018)
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lipsoidal” component arrives late by 5.0±0.7 minutes. We
also find that the most appropriate error for the data is
0.0582±0.0004, which is exactly the same as the value of the
covariance defined in Equation 3 for a zero lag. This is higher
than the expected photometric precision of the K2 mission,
and is most likely related to variations occurring on a time
scale shorter than 1 min.

4 SHORT TERM VARIABILITY

The model light curve was then subtracted from the data
shown in Figure 3. This residual light curve should then
simply represent variability from the accretion disc along-
side statistical noise, with all flares and orbital modulation
removed. We computed the power spectrum (down to a fre-
quency of 1 day−1 to avoid the break which occurs at lower
frequencies) of this residual light curve using the Lomb-
Scargle periodogram method (Lomb 1976; Scargle 1982),
and found that it was best described by a power law with in-
dex α = −(0.70±0.05). A random walk noise in the flux of the
object should lead to a f −2 behaviour in the power spectrum
(Timmer & Koenig 1995; also called red noise), yet the power
spectrum shown here is much closer to f −1 (pink noise).
There is no break to “white” measurement noise evident,
implying that the intrinsic variations in the accretion disc
emission are detected at all timescales down to . 1 minute.
The error in the power law fit to the power spectrum was
found by generating several fake power spectra with known
spectral indices using the algorithm described in Timmer
& Koenig (1995) and implemented in Stingray2. We then
tested the accuracy of our fitting routines against these fake
power spectra.

This is significantly flatter than the power law indices of
− (1.2 ± 0.1) and −1.12± 0.01 found by Shahbaz et al. (2015)
and P18 respectively. However, we find that we can repro-
duce their results if we do not remove the orbital modulation
from the light curve before generating the power spectrum
and calculating the power law index. This leads us to believe
that leaving the orbital modulation in the light curve affects
the measurement of the pink noise of the spectrum, and it
should be removed in order to get an accurate estimate of
the shape of the power spectrum caused by flickering within
the system. While this explains the discrepancy between our
results and those of P18, this is not where the discrepancy
between our result and the value found by Shahbaz et al.
(2015) arises, as they removed the orbital modulation be-
fore computing the spectral index.

Finally, we investigated the power spectrum of the data
once the orbital modulation had been removed, but with
flares reintroduced (as opposed to the above, where the
flares were removed before computing the power spectra).
The best fit power law to this spectrum was −1.11 ± 0.05,
which is also consistent with the result from P18. This is
also likely where the discrepancy between our result and the
result of Shahbaz et al. (2015) arises, as they included flares
when calculating their power spectra.

The residual activity in the light curve, after subtract-
ing flares and the orbital modulation, also varies significantly

2 Stingray is a Python package for X-ray astronomy, and is
available at https://github.com/StingraySoftware/stingray
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Figure 4. Running variance of the whitened, flare subtracted
residuals of Section 3, evaluated over 1-day windows, showing

periods of enhanced variability.

with time. This is evident in Figure 4, which shows the run-
ning variance of the residuals obtained in Section 3, whitened
by the averaged (stationary) covariance function.

Motivated by this, we inspected regions of the light
curve where the variance was at its maximum and minimum.
Figure 5 shows two such periods alongside histograms of the
residual flux for both periods. Close to the time of maximum
residual variance, the K2 light curve shows a similar bimodal
flux distribution to that seen by Shahbaz et al. (2015). Due
to the relatively long cadence of the observations relative to
the duration of either of the individual modes, (some of the
high and low modes shown in Figure 5 appear to only last
for the duration of a single data point), this mode chang-
ing behaviour is not clearly resolved. Flickering and slower
variations in the baseline also make this bimodal behaviour
difficult to identify. However, we identify periods showing
similar behaviour close to the other peaks in the residual
variance, suggesting that the variability shown in Figure 4
may be caused by distinct activity modes.

5 FLARING ACTIVITY

5.1 Flare selection method

We now return to the original flattened light curve which
contains both the orbital modulation and flares, but has
been divided by the long term trend discussed in Section 2.
After subtracting the model of orbital modulation (Section
3.1) from this flattened light curve, the remaining signal con-
tains:

• Correlated Gaussian noise with correlation matrix de-
fined in Equation 2,
• unmodelled long-term and/or periodic modulations,
• flares.

Therefore, we shall define flares as contiguous sets of points
that are unlikely to be produced by Gaussian noise. For a
contiguous set of n points, this condition is determined by
p-value test on the χ2 determined from the residuals defined
in Equation 2 such that:

χ2 > χ2
Max(n), (4)
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Figure 5. Two equal-length time periods in which J1023 exhibits

notably different variability modes. Left panels show the flux as
a function of time after subtracting the orbital modulation and

dividing by the mean value over the period shown. Right panels

show histograms of these flux values. Upper panels show a pe-
riod with “flickering”, lower panels show a period in which J1023

switches between two distinct flux states over time scales of min-

utes, similar to behaviour observed by Shahbaz et al. (2015).

where χ2
Max(n) is defined by the relation

P(χ2 > χ2
Max(n)) = γ(n/2, χ

2
Max(n)) = 0.001 , (5)

where P(χ2 > χ2
Max(n)) is the probability that χ2 be larger

than χ2
Max(n)), and the threshold chosen to be 0.1%.

We then added the additional condition that a contigu-
ous segment marked as a flare must contain only one peak
above the 3-sigma level of the uncorrelated noise (σ = 0.058).
This condition prevents selecting unmodelled periodic or
long-term modulations.

The flare selection algorithm first selects all 1-point sets
according to the two criteria defined above, then removes
them from the data set, and iterates with the 2-point sets
and so on. Removing the already flagged points ensures that
further investigation on a larger set length is not biased by
points already known to deviate, and is therefore conser-
vative in estimating duration of flares. The analysis is per-
formed using a sliding window for each set length in order to
catch every possible flare start time. We found that this al-
gorithm tends to converge after a few tens of iterations and
hence we stopped the analysis at a 40-point window. The re-
sulting ensemble of flagged points are then merged into con-
tiguous sets, which are potentially much longer than the size
of our largest window. If a merged contiguous set contains
more than one peak above the 3-sigma threshold (i.e. excur-
sions above threshold separated by lower intervals), then the
set is divided into individual flares where the lowest points
between peaks mark the boundaries.

One advantage of our flare-selection method is that it
avoids retaining too many false positives. Indeed, we find
that choosing a different p-value threshold does not increase
the number of points marked as flares by the amount ex-
pected from Gaussian noise. In addition, our method is also
able to catch the tails of the flares that extend below the 3-
sigma threshold, by virtue of the fact that a monotonously

decreasing/increasing set of points is very unlikely to be gen-
erated by noise.

5.2 Occurrence times

From our previous analysis we found a total of 2880 indi-
vidual flares, which together imply that the system spent
∼ 22% of the time in a “flaring” state during the Kepler K2
mission (see Figure 6). The number of flares we detect is sig-
nificantly larger than the ∼ 170 reported by P18. This could
be due to differences in our definition of what constitutes a
flare, which in particular involves splitting contiguous sets of
points into sets of individual flares (with a single peak each).
We will return to this at the end of the following section.

The standard deviation of the light curve from which
flares were removed yields a value of 0.068, which is larger
than the initial 0.058 found in Section 3.1. Even taking
into account this discrepancy, the distribution of the points
of the flareless lightcurve shows an excess at large ampli-
tudes compared to a Gaussian distribution. These two points
strengthen our initial finding from Section 4 stating that
the light curve contains a combination of low-level variabil-
ity and bimodal states which contribute to increasing the
global standard deviation, and introduce non-Gaussianity.

Figure 7 shows the distribution of the number of flares
occurring in a window of 1 day. On average, 36 flares per day
have been detected, with standard deviation of 12 flares. The
distribution is noticeably asymmetric and does not match a
Gaussian or a Poisson distribution as naively expected from
many typical random processes.

This hypothesis is reinforced by the autocorrelation
function of the flares, Figure 8, which shows correlations be-
tween flares over an exponential-decay time scale of about
43 min (0.030 days).

As can be seen in Figure 6, there are contiguous suc-
cessions of flares as the light curve goes rapidly (sometimes
within one data point i.e. 1 min) below and above the 3-
sigma threshold around the most intense flares. Whether
these successions of flares should be considered as single long
events, or studied as a separate subpopulation is not clear.
When excluding these successions from the sample, the main
difference to our analysis is that the flare frequency distri-
bution (Figure 7) monotonously decreases with the number
of flares per day.

We also investigated a possible link between the flaring
activity and other parameters such as average luminosity of
the baseline (Figure 1) or the increase in local variability
(Figure 4). None of the previous quantities seem to present
any correlation.

5.3 Flaring activity’s dependence on orbital phase

Our analysis did not reveal any clear correlation between
the orbital phase and the flaring rate. Figure 9 shows a his-
togram of the orbital phases of the peaks of the flares de-
tected by our algorithm. While this histogram deviates from
uniformity, there is no clear modulation at the orbital period
as would be expected if flares were preferentially produced
when the heated face of the companion is visible (c.f. the
hints of orbital phase dependence of optical and X-ray flares
from the black widow PSR J1311−3430 by An et al. 2017).
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Figure 6. First 15,000 points (approximatively the first 14 days) of the flattened light curve with flares peaking above 3σ, where σ is
the standard deviation of the base line (black dots). The flares are shown in alternate purple and red to allow distinguishing contiguous

flares, and upper ticks give the position of each flare peak. The thick blue horizontal line shows the mean of the base line, while the thin

blue horizontal lines show the 3σ level from the mean. (The full light curve is available as a online supplement)
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Figure 8. Autocorrelation function of the number of flares oc-

curring in 11.5min windows. The function is normalized by the
variance of the distribution. A good fit is obtained by a double
exponential function (orange solid line).

Instead, we attribute the apparent non-uniformity of
flares’ orbital phase distribution to the fact that flares do
not appear to be independent events with a constant ar-
rival rate, but are correlated with one another, as evident
from Figure 8. As a result, flares will tend to be “clustered”
over short time scales, leading to excesses at random orbital
phases. In other words, neighbouring orbital phase bins may
not be independent, and their numbers do not follow Poisson
statistics. As such, typical periodicity tests (e.g. the H-test
de Jager et al. (1989)) which assume independence of events
will over-estimate the significance of the non-uniformity of
the flares’ orbital phase distribution. Indeed, the H-test for
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Figure 9. Distribution of the orbital phases of the peaks of the

flares. Although the scatter in the number of flares is significant,
we attribute this to clustering of flare events rather than an indi-

cation of an orbital dependence on flare rates.

the orbital phases of flare peaks is significant at the 3.3σ
level, but finds most power at the third harmonic of the or-
bital frequency, making it hard to explain this with a true
viewing-angle explanation. We also computed a Lomb Scar-
gle periodogram (Lomb 1976; Scargle 1982) using only the
data points attributed to flaring activity by our algorithm
(rather than the flare peak times), and again found no evi-
dence for periodicity at the orbital frequency.

This is a major difference between our analysis and that
of P18 who find an enhanced flaring activity around phase
0.75. One difference between our analyses is that P18 define
flares by an iterative sigma-clipping method. An additional
difference is that we considered only the orbital phase of
the peak of each flare while P18 consider every data point
that lies above their (iterated) significance threshold. We
were able to construct a flare distribution similar to that
seen in P18, but this required us to include every individual
point that was identified as being part of a flare, a set of
highly non-independent events since many form contiguous
sets belonging to the same flaring episodes. Furthermore,
this distribution peaked at phase 0.4, almost out of phase
with the excess observed in P18. We therefore conclude that
an orbital phase dependence of the flare rate is unclear, and
highly dependent on one’s chosen definition of flares and the
time at which they occur.

5.4 Peak intensities, fluences and durations

The distribution of the intensities of the peaks of the flares,
Figure 10, is well fit by a power-law with an exponential cut-
off, with 90% of the flares peaking between 3σ and 3.4(3σ),
with a number of outliers extending up to 13σ.

The monotonously decreasing shape of the peak inten-
sity distribution (Figure 10) suggests that it is only the high-
intensity tail of a more complete distribution. A possibility
would be that the noise level is actually lower, but very fre-
quent small flares (below 3-sigma) and the aforementioned
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Figure 10. Corner plot of the peak intensity, fluence and duration of the flares. The three quantities are organised in rows and columns as
in a matrix: on the diagonal are plotted the histograms of the corresponding flare quantities, and elsewhere the 2D covariance histograms.

The peak intensity and the fluence are normalised by the threshold flux 3σ where σ = 0.058. The cumulative distributions are fitted with

power-law distributions corresponding to the probability density function (PDF) dP
dx =

(
x
x0

)−α
where x is the quantity under consideration

(e.g. Ip/(3σ) and x0 is determined by the normalisation condition of the PDF. The PDFs are plotted as solid orange lines. Similarly,
the correlations are fitted with laws of the type 〈y〉geom = Axα represented as a solid orange line. The lower limit of the fitting range is

shown by the vertical dashed orange lines (when applicable).

optical mode switching actually widen the baseline. This
idea is further re-enforced by the results of Section 3.1 which
showed that the scatter of individual data points was much
higher than expected for pure noise.

The fluence F of a flare is calculated as the sum of the
flux of its individual data points. The fluence appears to be

well correlated (Figure 10) with the peak intensity Ip with
the relation〈

F
3σ

〉
geom

' 1.4
(

Ip
3σ

)2.1
, (6)

where 〈〉geom denotes the geometric mean. This relation (and
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others that follow) was obtained from a linear fit performed
between the logarithm of the two quantities, hence the use
of geometric mean instead of arithmetic mean. The base
durations of the flares, taken between the first and the last
point flagged by our algorithm, is well fitted by a double
exponential function. The flares last between 1 min (only
one point) and 204 min for the longest. We note that the
lower limit may be partially due to the time resolution of the
data, but also to the inability of our algorithm to efficiently
detect the tails of low amplitude flares, while the upper limit
hints at what may be causing the difference in the number of
detected flares between our results and P18, as P18 report
their longest flare to last 14 hours, suggesting we have split
up their longest flare into multiple shorter events.

We investigated the relation between the flare peak in-
tensities and their base duration (Figure 10) after first re-
moving the flares lasting less than 3 minutes in order to limit
the effect of the aforementioned bias. The result is that the
average duration 〈∆t〉 is almost proportional to the peak in-
tensity,

〈∆t〉geom (Ip) ' 3.0
(

Ip
3σ

)1.1
min. (7)

It is to be noticed that this relation gives a minimum mean
duration of 3 min for a flare above the 3-sigma threshold,
therefore suggesting that our algorithm does not easily de-
tect the tails of the smallest flares. The relation between
the (geometric) mean fluence and the base duration of the
flares is also well correlated as expected from the previous
relations between the peak intensity and the fluence base
duration, as can be seen on Figure 10.

6 DISCUSSION

6.1 The companion’s orbital light curve

The observed orbital light curve (Figure 3) is remarkably
similar to the light curve of J1023 presented in both Fig-
ure 7 of Woudt et al. (2004) and Figure 4 of Thorstensen
& Armstrong (2005), with all three light curves showing
a similar asymmetry. However, the observations in Woudt
et al. (2004) and Thorstensen & Armstrong (2005) were
taken when the system was in a non-accreting state (we are
tempted to call this the radio powered state but will not, as
the system had not been detected as a pulsar at the time).
We also tested whether or not the peak-to-peak amplitude of
the light curves in both states were the same by converting
the SAP flux to Kepler magnitudes. The peak-to-peak am-
plitude due to orbital modulations in both states was close
to 0.35 mag.

This suggests that the amount of heating the secondary
star experiences in both states is approximately equal, which
is surprising given the increase in gamma-rays from the NS
in the accretion powered state by a factor ∼ 6 found by Stap-
pers et al. (2014). This indicates that gamma ray photons are
possibly not the main source of irradiation heating the com-
panion, thus leaving the pulsar wind (the dominant mech-
anism for angular momentum loss during the rotationally-
powered pulsar state) as the primary contender.

Furthermore, Jaodand et al. (2016) found that the neu-
tron star’s spin-down rate is 26.8% faster in the accreting

state than in the rotationally-powered radio pulsar state.
This increase is surprisingly small given the dramatic effects
that an accretion disc is expected to have on the pulsar’s
magnetic field structure. The similarity in the heating pro-
file observed here compared to previous observations dur-
ing the radio pulsar state provides further evidence that the
pulsar wind spin-down mechanism is not suppressed by the
accretion disc encroaching into the pulsar’s magnetosphere.

The clear asymmetric component to the heating sig-
nal could be caused by a combination of asymmetric re-
processing of the heating flux in a shock between pulsar and
companion (Romani & Sanchez 2016); heat redistribution
on the surface of the irradiated companion introduced by its
rotation (Martin & Davey 1995; Shahbaz et al. 2000); and/or
by spots on the companion (van Staden & Antoniadis 2016).
Understanding these asymmetries will be of key importance
for explaining the nature of the mechanism heating the com-
panion star in irradiated pulsar binary systems.

Additionally, thanks to the long period of continuous
monitoring offered by the Kepler data, we tentatively iden-
tify slight differences in the apparent periods of these com-
ponents with respect to the known orbital period, suggest-
ing that whatever causes the observed asymmetry may vary
with time. The measured period offsets suggest that the
asymmetry may have been increasing over the K2 obser-
vations, with the optical maximum drifting to earlier times
compared to the known orbital phase. In principle, preces-
sion of the pulsar’s ascending node could lead to a similar
effect. This precessing phenomenon has been observed as in
other redback systems (e.g. Pletsch & Clark 2015) as vari-
ations in their orbital periods, and is thought to be caused
by their companions’ varying gravitational quadrupole mo-
ments. However, the orbital period derivative measured by
timing pulsations from J1023 (Jaodand et al. 2016) would
lead to a shift in the time of ascending node of less than
one second over the K2 observations, and hence cannot ex-
plain the measured period offset of the heating component.
Alternatively, this effect may be due to a change in the heat
redistribution on the secondary star over the duration of the
observations (which would alter the apparent fundamental
frequency).

For other redback systems which are not monitored over
long time periods as closely as J1023 has been with Ke-
pler, these effects would manifest as markedly different light
curves in widely separated observations.

A detailed understanding of the possible differences be-
tween the dynamical orbital phase and the apparent phase
of the companion stars optical light curve may be crucial
for searches for gamma-ray pulsations from black-widow or
redback candidate systems (e.g. Romani et al. 2014; Salvetti
et al. 2015). These searches rely on extremely precise knowl-
edge of the putative pulsar’s orbital phase, derived from the
light curve of the companion star, to account for the Doppler
shifting of the pulsar’s pulsations due to its projected orbital
velocity (Pletsch et al. 2012). Understanding that the ap-
parent optical light curve may be shifted by several minutes
when compared to the true time of ascending node, and that
this shift may change with time, will guide the parameter
space of orbital phases and periods which must be searched.
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6.2 Stochastic Variability

In Section 4, we found the power spectrum of the K2
data to have a power-law shape with a spectral index of
α = −(0.70 ± 0.05). This spectral index is very close to the
f −1 (pink noise) behaviour expected from flickering in the
light curve (Lawrence et al. 1987). This flickering spectrum
extends to the Nyquist frequency without any evidence for a
break to “white” noise. Such a spectral break is only seen at
frequencies above 1 Hz by Ambrosino et al. (2017), suggest-
ing that this flickering occurs at least down to ∼ 1-second
time scales.

The K2 optical light curve of J1023 also shows simi-
lar properties to the X-ray light curve of the source during
the accretion state - that is, it has two modes (a low and
high mode) alongside flickering and flares. The nature of the
mode switching between both high and low modes in the op-
tical light curve has been studied previously (Shahbaz et al.
2015). Bogdanov et al. (2015) reported a non-detection of
bimodal behaviour in their optical observations. Our results
here compliment both of these results, as we clearly see pe-
riods when the mode switching behaviour is detectable and
undetectable in the optical light curve. We do note that P18
reported a non-detection of optical mode switching in their
paper on the same data. A reason for this is that P18 only
considered the dataset as a whole or in 2 day intervals when
looking for bimodal behaviour, while we find it occurring on
much shorter timescales (the data shown in Figure 5 repre-
sent one of the clearest examples of bimodality in the light
curve, which only covers ∼ 0.2 d before being interrupted by
a flare). Simultaneous X-ray and optical observations would
be required to determine whether or not the optical high
and low modes are correlated with the observed X-ray mode
switching.

One of the more unexpected results from analysing the
flares is that the flare rate did not depend on the baseline
flux of the system. This is surprising, as if the increase in
baseline flux of the system around the times highlighted in
Figure 1 are due to an increase in mass transfer rate, and
the flares are produced by a build up of material at the inner
radius of the disc, then an increase in the mass transfer rate
should lead to more frequent and/or more powerful flares
during these periods. We note the de-trending of the light
curve cannot be responsible for the lack of correlation as raw
data in Figure 1 does not show any link between baseline flux
and flaring activity either.

6.3 Self-organised-criticality analysis

We investigated the possibility that the flares might be the
result of a self-organised criticality (SOC) mechanism (see
Aschwanden et al. (2016) for a review). In this kind of sys-
tem, the energy provided by an external driver accumulates
in the system which gradually reaches a state locally close to
instability in multiple regions. The energy is then violently
released when these instabilities are reached. The instabili-
ties themselves are triggered in an apparently random way,
and are subsequently regenerated under the action of the
driver.This kind of process is thought to occur in many dif-
ferent fields, particularly earthquakes but also Solar flares
and X-ray flares of gamma-ray-burst afterglows (see e.g.
Wang & Dai (2013)).
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Figure 11. Distribution of the flares as a function of their flu-

ences and of the time elapsed before the next flare (wait time t+).
In both cases, a fit of the mean wait time as a function of the

fluence is made on the bins right to the vertical dashed orange

line, and the result shown as the solid orange line.

One expected property is that the wait time is corre-
lated with the amount of energy released in a flare. The
wait time is defined as the time elapsed before the next flare
(noted here t+, we also consider the time since the previ-
ous flare t− for comparison), with the flares being stamped
with their peak time. We show the distribution of flares with
respect to the fluence and the wait time on Figure 11. A cor-
relation is visible for the higher fluence events, while there
is no correlation for the lower fluence events. This separa-
tion in two branches can be explained, at least partly, by
the fact that the fluence of the lower flares is not well esti-
mated by our algorithm as part of the tails of these flares
might be missing. It is also possible that the wait times as-
sociated with the smaller flares are primarily determined by
occurrences of flares peaking below our 3-sigma threshold,
or that different subpopulations of flares exist. Interestingly,
although the same two-branch correlation is visible for both
t− and t+, the high-fluence correlation is clearer in the case
of t+.

The SOC theory predicts precise power-law indices for
several quantities depending on the dimension of the prob-
lem (Aschwanden et al. 2016). We investigated the poten-
tial power-law behaviour of the distributions of peak inten-
sities, durations, fluences and wait times (Figure 12). These
distributions are plotted from a subsample of flares from
which low peak-intensity and low-duration flares have been
removed in order to avoid ill-defined durations and fluences.
The flares representing the higher end of these distributions
have been removed to avoid very low statistics. All these
quantities can be well fit by power laws at least on a large
interval. In the case of the duration (Figure 12), the SOC
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Figure 12. Distribution of the peak intensity, duration, fluence and wait time t+ for a subsample of flares with peak intensities in the

range
Ip
3σ ≤ 7.9, durations in the range 2.8min < ∆t ≤ 49min totalling 1198 flares. This range is chosen to select power-law behaviours of

all these quantities, in order to test the self-organised criticality hypothesis (see text). Orange lines represent the power-law fit on each

distribution, characterised by a the index α. The fits were made using the integral of the distribution (as in Figure 10). In the case of

the fluence and the wait time, fitting interval had to be restricted to the area between the two vertical dashed red lines.

theory suggests the power-law index should equal the dimen-
sionality of the system. Here the measured index is α = 0.83
suggesting a mono-dimensional system. Assuming a strictly
one-dimensional system, the theory predicts an index of 1 for
both the peak-intensity and fluence distributions while we
find respectively 1.41 and 1.07. Note that we consider here
that the peak intensity is proportional to the maximum flux
of the flare, which is the case if the peak is not occurring on a
much shorter time scale than the integration time of the data
points. The prediction for the wait-time depends heavily on
the hypothesis made on the stochastic distribution under-
lying the flares: a simple Poisson distribution predicts an
exponentially decaying wait-time distribution, while differ-
ent non-stationary Poisson processes (with mean occurrence
rates which vary with time) predicts different results, often
with a power-law tail at large wait times (Aschwanden et al.
2016). Here, the best power-law fit gives an index of 0.47,
but we do not draw any interpretation from it.

We also remark that the power-law index of the Fourier
spectrum of the light curve with flares but without orbital
modulation is −1.11 ± 0.05 while without flares it is only
−0.70 ± 0.05 (see section 4). The pink noise (power-law in-
dex of −1) is one of the main characteristics of SOC pro-
cesses, as this theory was introduced to explain the ubiqui-
tous presence in natural processes of this type of noise (Bak
et al. 1987). Therefore, the fact that the index is closest
to -1 with flares included suggests that these are only the
larger-amplitude tail of an overall SOC signal. This is fur-
ther re-enforced by the previously mentioned fact that the
distribution of peak intensities behaves like the upper tail of
a broader distribution.

6.3.1 A comparison with low accretion rate CVs

The most obvious self organised criticality mechanism to
compare J1023 during its accretion phase with is the SOC
possibly present in low accretion rate cataclysmic variables
(e.g. Dendy et al. 1998). Low accretion rate non-magnetic
CVs often undergo brightening events called dwarf novae
during which the systems brightness increases by 2-7 mag-
nitudes. Dwarf novae events are suspected to arise due to
a combination of an instability in the accretion disc (disc

instability model, or DIM; Osaki 1974) and a variable mass
accretion rate. At low accretion rates, the discs are cool and
stable. Once the discs reach a critical density, the viscosity
of the disc changes, and material begins to move rapidly in-
ward through the disc, increasing the temperature of the disc
while rapidly transferring material on to the white dwarf.
This continues until the density of the disc drops below the
critical value, and the disc becomes stable again. For a re-
view, see Lasota (2001).

While the mechanisms between the outbursts in dwarf
novae and the flares in J1023 are very different, future work
should be done on investigating the similarities between
these systems, especially since the driving force behind dwarf
novae and the flares in J1023 is accretion.

7 CONCLUSIONS

The Kepler K2 light curve of J1023 has revealed more about
the nature of tMSPs during their accreting state.

In particular, we have found that the amplitude of the
underlying orbital modulation in the accretion state is sim-
ilar to that in the radio powered state, while the asymme-
try in the light curve is less obvious, but still detectable.
The similarity between the light curves in these two dis-
tinct states suggests that the mechanism by which the neu-
tron star heats the companion remains active and of similar
magnitude in the accreting state, despite the large increase
in the system’s high-energy emissions (Stappers et al. 2014)
and differing torques acting on the neutron star (Jaodand
et al. 2016).

Secondly, we have found that the fractional time J1023
spends in an optical flaring state appears to be much higher
than the system spent in the X-ray flaring state in the obser-
vations presented in Bogdanov et al. (2015). This either sug-
gests that previous studies have underestimated their num-
ber (which is likely due to the much shorter baselines of their
observations) or that the system was flaring more during the
K2 observations than in previous years. This could be due
to a higher mass transfer rate or more subtle changes in the
disc, but without a definitive answer for where the flares are
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produced, it is impossible to say for certain what changes
would give rise to a higher flare rate.

Finally, our analysis suggests that the SOC theory for
the optical flares qualitatively, if not quantitatively, agrees
with the predictions for a one-dimensional SOC theory: peak
intensity, duration, and fluence show appropriate power-law
behaviours, the wait time is correlated with the fluence as
expected, and the light curve exhibits a marked pink noise.

Continued optical, X-ray, radio, and gamma-ray obser-
vations of J1023 are highly encouraged, as not only might
they help answer where the optical and X-ray flares are pro-
duced, and if the heating component of the orbital modu-
lation changes, but there is also the chance that J1023 will
transition back into another radio powered state, in which
case new data will be invaluable in understanding the tran-
sitions within these systems.
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