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ABSTRACT: SAFT-VRE is an extension of the statistical associating fluid theory for potentials of variable range (SAFT-VR) that can be used to describe the thermodynamic properties of strong-electrolyte solutions. Here the SAFT-VRE method is used in a flowsheet simulation code to calculate the densities of uranyl-nitric acid aqueous solutions and the activities of species that are needed for the calculation of the distribution coefficients of nitric acid and uranium in the nitric acid – 30 % tributyl phosphate (TBP) extraction system that is used in an advanced PUREX process for the reprocessing of spent nuclear fuels. Simulation results of both single stage extraction experiments and of a multistage flowsheet test showed
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that the SAFT-VRE method can be used in flowsheet simulations with a reasonable accuracy, thus demonstrating for the first time that thermodynamically based meso-scale SAFT-VRE models can be linked to the macro-scale model of the PUREX solvent extraction process.

1. INTRODUCTION

In the management and disposal of spent nuclear fuel from nuclear power production, the presence of long-lived, heat generating and radiotoxic actinides complicate storage in a geological disposal facility. Of particular concern on a timescale of millions of years, neptunium-237 with a half-life of about 2 million years is potentially mobile in the environment under certain conditions. Therefore, removing actinides, including neptunium, from spent nuclear fuel can significantly reduce the long-term radioactivity of the waste and can potentially increase public acceptance for the disposal facility.

The standard industrial method for reprocessing spent nuclear fuel is the PUREX process. This technology is based on solvent extraction between aqueous nitric acid and tributyl phosphate (TBP) diluted into an organic kerosene phase. One option is to adapt this process to recover and recycle neptunium for incorporation in new fuel for burning in nuclear reactors including thermal and fast reactors such as the liquid metal fast breeder reactor (LMFBR) and the minor actinide burner (MAB). The conventional PUREX process, however, does not efficiently recover neptunium and current reprocessing plants tend to split neptunium between several products that then require specific stages to purify the products from neptunium contamination. Improved control of neptunium is considered to be an essential feature of an “advanced PUREX” process. In consequence, significant efforts have been made to modify and simplify the PUREX process so that it efficiently extracts neptunium along with uranium and plutonium.
However, due to the significant differences in extractability of the various neptunium oxidation states and the sensitivities of the neptunium redox reactions to nitric acid and nitrous acid,\textsuperscript{11-13} it is not easy to fully route neptunium to a single desired process stream.\textsuperscript{9,10} Hence, accurate models of the solvent extraction process are needed for predicting neptunium extraction behaviour, to guide experimental design and to find operating conditions that facilitate complete neptunium recovery.

Thermodynamic and physical properties, such as the equilibrium distribution of species and liquid mixture densities are critical data for modelling solvent extraction processes. Due to the complexity of the composition of reprocessing solutions and the non-ideal behaviour of the electrolyte solution in the process, normal thermodynamic methods developed for non-electrolyte system, such as equation of states, Wilson and NRTL methods,\textsuperscript{14} cannot easily be used to describe the thermodynamic properties of this system. Empirical distribution coefficient models, therefore, have been used in many solvent extraction flowsheet simulations.\textsuperscript{15-19}

This was, in fact, the approach used in our previous work\textsuperscript{20,21} on the development of a flowsheet simulation code for the advanced PUREX process; the approach was validated using data obtained from experimental trials\textsuperscript{10} on single and multi-stage centrifugal contactors. In particular, our model developed based on the Jobin’s distribution coefficient model\textsuperscript{16,17} which was used in the established and open source SEPHIS code\textsuperscript{16} was shown to be in reasonable agreement with a compilation of the published experimental data.\textsuperscript{22} However, process level models built on a more robust theoretical basis using new meso-scale methods could offer potential improvements in solvent extraction modelling capability. This work investigates such a modelling approach.
Statistical Associating Fluid Theory (SAFT)\textsuperscript{23} is an advanced thermodynamic theory based on firm statistical mechanical principles. Essentially it employs a perturbation approach about a reference hard sphere fluid and thereby incorporates the effects of attractive interactions, chain formation and association, such as hydrogen bonded interactions. The parameters required are closely related to molecular geometry and the form of the inter-molecular pair potentials of interaction. They thus carry physical meaning rather than merely being fitting parameters. The aim, therefore, is to explore whether this approach could be more robust than semi-empirical methods and whether SAFT-based models can accurately describe many relevant properties of pure components and mixtures, using experimental data for validation purposes.

SAFT is becoming more established, and while there are variations of detail, the basic approach is common to all SAFT models. We give a non-exhaustive set of references to several of these techniques.\textsuperscript{24-31} These theories promise to give extremely accurate predictions.\textsuperscript{31-33} In this paper, however, our aim is not so much to find the most accurate available models, but rather to show how such theories may be incorporated into the flowsheet modelling for extraction processes.

SAFT-VRE\textsuperscript{27} is an extension of SAFT-VR\textsuperscript{25} that can model the thermodynamic behaviour of strong electrolyte solutions. SAFT-VRE has been used to predict the phase equilibria and thermodynamic properties of electrolyte solutions.\textsuperscript{34-36} In this paper, we explore the use of SAFT-VRE to calculate activity coefficients of uranium and nitric acid in aqueous solution, in the context of an advanced PUREX process. These activity coefficients are then used to construct models for distribution coefficients and the density of the aqueous phase for application in flowsheet simulations.
2. BACKGROUND

2.1 SAFT-VRE model

In the SAFT-VRE model of aqueous electrolytes, a water molecule is modelled as a hard sphere of diameter $\sigma_{11}$ with four short-range attractive sites for association. The sites are situated off-centre at a distance $r_{d1}$. When a donor site and an acceptor site are closer than a distance $r_{c1}$, they interact with an attractive energy $\varepsilon_{11}^{\text{HB}}$. The four sites represent the two hydrogens and two oxygen lone pairs of electrons in the water molecule. The relative positions of the sites can be viewed as being situated in a tetrahedral arrangement on the sphere. These interactions are used to describe the hydrogen-bonded interactions between water molecules. Cations and anions are modelled as charged hard spheres of specified diameter, e.g. $\sigma_{22}$ and $\sigma_{33}$.

In addition, all these hard spheres have attractive van der Waals interactions that are modelled using a square well potential. The total attraction-repulsion interactions between the hard spheres $i$ and $j$ are thus described by the potential energy function $u_{ij}(r)$:

$$u_{ij}(r) = \begin{cases} +\infty, & r < \sigma_{ij} \\ -\varepsilon_{ij}, & \sigma_{ij} \leq r \leq \sigma_{ij}\lambda_{ij} \\ 0, & r \geq \sigma_{ij}\lambda_{ij} \end{cases}$$

(1)

where

$$\sigma_{ij} = \frac{\sigma_{ii} + \sigma_{jj}}{2}$$

(2)

and where a hard sphere $i$ is characterised by three parameters, namely the hard sphere diameter $\sigma_{ii}$, the square well range $\lambda_{ii}$, which is the range of dispersion interactions, and the square well depth $\varepsilon_{ii}$, which is the strength of dispersion interactions. The values of these parameters depend on which particles make up the pair, hence the variable range description. More details are given in the literature.\textsuperscript{25,27}
Ion-ion interactions are considered to be Coulombic in nature. Interactions via a square well potential are not considered, because good fits to the activity coefficients of nitric acid and uranyl nitrate can still be achieved. It is probable that even greater accuracy could be achieved by including such terms. Similarly, the quality of the fit meant there was no need to consider the presence of any undissociated electrolyte.\textsuperscript{37}

2.2 Predicting activity coefficients

The total residual Helmholtz free energy of the mixture, $A^R$, is given by:

$$\frac{A^R}{NkT} = \frac{A^{MONO}}{NkT} + \frac{A^{CHAIN}}{NkT} + \frac{A^{ASSOC}}{NkT} + \frac{A^{ION}}{NkT}$$

Here $k$ is Boltzmann’s constant, $N$ is the total number of molecules and ions and $T$ is the temperature in Kelvin.\textsuperscript{27} $A^{MONO}$ is the residual free energy due to hard core and dispersion interactions between monomers, $A^{CHAIN}$ is the residual free energy contribution from chain formation, $A^{ASSOC}$ is the residual free energy contribution from intermolecular association and $A^{ION}$ is the residual free energy contribution due to Coulombic interactions between the ions.

SAFT-VRE expressions for $A^{MONO}$, $A^{ASSOC}$ and $A^{ION}$ in terms of the various SAFT-VRE parameters including the hard sphere diameter $\sigma$, the square well range $\lambda$ and square well depth $\varepsilon$, can be found in the literature.\textsuperscript{26,27} For the aqueous solution of nitric acid and uranyl nitrate, no chains are present and so $A^{CHAIN}$ is zero.

Activity coefficients are among the physical properties that can be calculated from the Helmholtz free energy via thermodynamic relationships. Activity coefficients are of particular importance for the modelling of actinide ions in solution and, hence, the simulation of solvent extraction-based processes for separation of actinides, as used in spent nuclear fuel reprocessing. For application to electrolyte solutions, the mean activity coefficient of the
electrolyte compound is used. The mean activity coefficient for compound $A^{q+}_p B^{p-}_q$ can be calculated from the total residual Helmholtz free energy $A^R$:  

$$\mu_i^R = \frac{1}{V} \left[ \frac{\partial A^R}{\partial \rho_i} \right]_{V,T}$$  

(4)

$$\ln \gamma_i = \frac{1}{kT} (\mu_i^R - \mu_i^{R,\infty})$$  

(5)

$$\ln \gamma_{\pm} = \frac{p \ln \gamma_{+,q} \ln \gamma_{-,q}}{p+q}$$  

(6)

where $\rho_i$ is the number density of species $i$, $\mu_i^R$ is its residual chemical potential, $\mu_i^{R,\infty}$ is the residual chemical potential at infinite dilution, $\gamma_i$ is the activity coefficient of species $i$ where $i$ can be molecular water or any cation, or anion present in the system. $\gamma_+$, $\gamma_-$ are the activity coefficient of cation $A^{q+}$ and anion $B^{p-}$ respectively while $\gamma_{\pm}$ is the mean activity coefficient of the compound $A^{q+}_p B^{p-}_q$.

### 2.3 Predicting solution density

As the total residual Helmholtz free energy $A^R$ can be calculated from SAFT-VRE, based on thermodynamic relationships, the compressibility factor, $Z$, can then be calculated from $A^R$:  

$$Z = 1 + V \left( \frac{\partial A^R}{\partial V} \right)$$  

(7)

$$V = \frac{N}{Avg} V_m$$  

(8)

where $V$ is the volume of the system, $A_{vg}$ is the Avogadro constant, $V_m$ is the molar volume of the mixture, and $N$ is the total number of molecules and ions present. The molar volume, $V_m$, is related to the compressibility factor, $Z$, by:

$$V_m = \frac{ZRT}{P}$$  

(9)

The liquid density of a solution, $\rho$, is given by:
\[ \rho = \frac{\sum_{i=1}^{n} M_i x_i}{V_m} \]

where \( M_i \) is the molecular weight of species \( i \) and \( x_i \) is its mole fraction in the mixture.

### 2.4 Distribution coefficient modelling

A widely used approach for calculating distribution coefficients is to treat extraction as a reaction between a species in the aqueous phase and an extraction agent in the organic phase.\(^{16,17,40-42}\) The distribution coefficients can be calculated from the equilibrium constant and activities of the species. In this approach, the non-ideal behaviour of the organic phase can be included in experimental fitting parameters, organic activity coefficients then being taken as unity. The non-ideal behaviour of the electrolyte solution is described by activity coefficients. Due to the complex composition of reprocessing solutions used in an advanced PUREX process and the non-ideal behaviour of the electrolyte solution in that process, these activity coefficients are not easy to calculate and are usually represented by empirical correlations. However, the SAFT-VRE method provides a more fundamental approach to calculate these activities. This work treats extraction of nitric acid and uranyl nitrate by TBP as extraction reactions, as proposed by Rozen et al.,\(^{40}\) where the concentrations of HNO\(_3\) and uranium in 30% TBP can be calculated as follows:

\[
C_{H1,or} = \bar{K}_{H1} C_{H^+,aq} C_{NO_3^{-},aq} Y_{H^+} Y_{NO_3^-} C_{TBP,or} \tag{11}
\]

\[
C_{H2,or} = \bar{K}_{H2} C_{H^+,aq} C_{NO_3^{-},aq} a_W Y_{H^+} Y_{NO_3^-} C_{TBP,or}^2 \tag{12}
\]

\[
C_{H1/2,or} = \bar{K}_{H1/2} C_{H^+,aq}^2 C_{NO_3^{-},aq}^2 Y_{H^+}^2 Y_{NO_3^-}^2 a_W C_{TBP,or} \tag{13}
\]

\[
C_{H,or} = C_{H1,or} + C_{H2,or} + 2C_{H1/2,or} \tag{14}
\]

\[
C_{U,or} = \bar{R}_U C_{U,aq} C_{NO_3^{-},aq}^2 Y_{UO_2^2+} Y_{NO_3^-}^2 C_{TBP,or}^2 \tag{15}
\]
where subscripts aq and or indicate the aqueous and organic phases, respectively, $\bar{K}_i$ is the effective equilibrium constant of species $i$ defined as follows: $W$ is water, and $H1$, $H2$ and $H1/2$ are the mono-solvate ($\text{HNO}_3\cdot\text{TBP}$), di-solvate ($\text{HNO}_3\cdot\text{H}_2\text{O}\cdot(\text{TBP})_2$) and semi-solvate ($\text{(HNO}_3)_2\cdot\text{H}_2\text{O}\cdot\text{TBP}$) species, respectively. In contrast to the SEPHIS model, Rozen’s model introduced the semi-solvate nitric acid species and considered both the di-solvate nitric acid species and the semi-solvate nitric acid species to be hydrated. In this way, Rozen’s model provided a good description of nitric acid and water extraction.

The activity coefficients in Eqs. (11-15) can be calculated from the SAFT-VRE model. The free TBP concentration, $C_{\text{TBP,or}}$, if we neglect the extraction of other actinides, can be calculated from the mass balance:

$$C_{\text{TBP,total,or}} = C_{\text{TBP,or}} + 2C_{\text{U,or}} + 2C_{\text{H2,or}} + C_{\text{H1,or}} + C_{\text{H1/2,or}}$$

The effective equilibrium constants for acid and uranium can be calculated by Eq.(17), and the parameters $K_{i,0}$ and $E_i$ are regressed against experimental data. This also means that the non-ideal behaviour of the organic phase is included in these experimental fitting parameters.

$$\bar{K}_i = K_{i,0}e^{-\frac{E_i}{RT}} \quad \text{(where } i = \text{H1, H2, H1/2, U)}$$

The neptunium distribution coefficients are calculated following the approach of Chen et al. In which the distribution coefficient of neptunium (V) was set to 0.01 and the distribution coefficient of neptunium (VI) was calculated from aqueous concentrations using the model of Kolarik and Petrich. The parameters of this model were fitted to the KfK4660 dataset. The redox reaction between neptunium (V) and (VI) in aqueous and organic phase were calculated based on redox kinetics published in the literature. The disproportionation of neptunium (V) was neglected. The distribution coefficient of nitrous acid was calculated from the empirical equation published by Tachimori.
3. APPLICATION OF SAFT-VRE FOR CALCULATION OF DISTRIBUTION COEFFICIENTS

This work uses the least squares regression function in MATLAB to estimate the distribution coefficient model parameters $K_0$ and $E$ from nitric acid and uranium distribution coefficient data in the KfK3080 data set.\textsuperscript{21} The pressure is constant (101,325 Pa). It is assumed that nitric acid fully dissociates to nitrate and hydronium ions. The activity coefficients of water, hydronium, nitrate and uranyl are calculated by SAFT-VRE. The parameters $\sigma_{ii}$, $\varepsilon_{ii}$ and $\lambda_{ii}$ for species $i$ were obtained by Pelendritis,\textsuperscript{37} via regression against experimental data obtained at 298.15 K for the uranyl nitrate and nitric acid activity coefficients; the values are listed in Table 1. For water, the parameters $\sigma_{ii}$, $\varepsilon_{ii}$ and $\lambda_{ii}$ were obtained from the literature,\textsuperscript{27} along with $r_{d1}$, $r_{c1}$ and $\varepsilon_{11}^{HB}$.

Table 1: Molecular simulation parameters

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\sigma_{ii}$ ($10^{-10}$ m)</th>
<th>$\varepsilon_{ii}/k$ (K)*</th>
<th>$\lambda_{ii}$</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>1</td>
<td>3.036</td>
<td>253.3</td>
<td>1.8</td>
</tr>
<tr>
<td>Hydronium</td>
<td>2</td>
<td>3.036</td>
<td>750</td>
<td>1.2</td>
</tr>
<tr>
<td>Nitrate</td>
<td>3</td>
<td>3.4</td>
<td>313</td>
<td>1.2</td>
</tr>
<tr>
<td>Uranyl</td>
<td>4</td>
<td>3.57</td>
<td>1250</td>
<td>1.2</td>
</tr>
</tbody>
</table>

* $k$ is the Boltzmann constant

Eight sets of data from the KfK3080 data set were used, together with Eq.(17), to estimate the parameters of the distribution coefficient model. The regressed parameters needed for the distribution coefficient model are listed in Table 2. Table 3 highlights which data from KfK3080 were used for model fitting and also lists the percentage average absolute deviation (%AAD) of the predicted distribution coefficients at various temperatures. Predictions using the conventional method \textsuperscript{16,17} that is used in the SEPHIS code to calculate the distribution coefficient of nitric acid and uranyl nitrate between aqueous solutions and 30% TBP solvent
(notes as SEPHIS model follow on) and the new approach are summarised and compared in Table 3.

Table 2: Distribution coefficient model parameters

<table>
<thead>
<tr>
<th></th>
<th>Mono-solvate (H1)</th>
<th>Di-solvate (H2)</th>
<th>Semi-solvate (H1/2)</th>
<th>Uranium</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_0$</td>
<td>6.71</td>
<td>2.05×10⁻³</td>
<td>10.46</td>
<td>11.41</td>
</tr>
<tr>
<td>$E$ (J/mol)</td>
<td>9445.04</td>
<td>-15379.50</td>
<td>44935.47</td>
<td>-4408.42</td>
</tr>
</tbody>
</table>

Table 3: Regression of distribution coefficient models and validation against KfK3080 data

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>No. of data points</th>
<th>$C_{\text{HNO}_3}$ (mol/L)</th>
<th>$C_{\text{U}}$ (mol/L)</th>
<th>%AAD of $D_{\text{HNO}_3}$ SEPHIS</th>
<th>%AAD of $D_{\text{U}}$ SEPHIS</th>
<th>%AAD of $D_{\text{HNO}_3}$ SAFT-VRE</th>
<th>%AAD of $D_{\text{U}}$ SAFT-VRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>288</td>
<td>2</td>
<td>0.1, 0.2</td>
<td>-</td>
<td>30.11</td>
<td>11.64</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>293</td>
<td>41*</td>
<td>0.1~10.29</td>
<td>-</td>
<td>6.17</td>
<td>10.25</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>293</td>
<td>70*</td>
<td>0.05~6.13</td>
<td>4×10⁻⁵~1.01</td>
<td>11.04</td>
<td>19.20</td>
<td>6.80</td>
<td>24.40</td>
</tr>
<tr>
<td>295</td>
<td>19*</td>
<td>0.02~8.94</td>
<td>-</td>
<td>10.49</td>
<td>4.12</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>296</td>
<td>15</td>
<td>0.2~9.06</td>
<td>-</td>
<td>5.91</td>
<td>11.64</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>298</td>
<td>43*</td>
<td>0.02~5.91</td>
<td>-</td>
<td>9.26</td>
<td>10.71</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>298</td>
<td>160*</td>
<td>0.02~5.12</td>
<td>8×10⁻⁵~1.04</td>
<td>24.16</td>
<td>28.96</td>
<td>6.40</td>
<td>16.35</td>
</tr>
<tr>
<td>299</td>
<td>14</td>
<td>1.97~4.04</td>
<td>1.7×10⁻³~1.24</td>
<td>11.10</td>
<td>19.66</td>
<td>5.68</td>
<td>14.04</td>
</tr>
<tr>
<td>303</td>
<td>16</td>
<td>0.1~6.48</td>
<td>-</td>
<td>3.94</td>
<td>5.55</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>303</td>
<td>9</td>
<td>1.68~2.28</td>
<td>4×10⁻⁵~1.02</td>
<td>19.84</td>
<td>21.10</td>
<td>0.97</td>
<td>10.25</td>
</tr>
<tr>
<td>313</td>
<td>17*</td>
<td>0.048~8.19</td>
<td>-</td>
<td>6.11</td>
<td>2.13</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>313</td>
<td>28*</td>
<td>0.27~3.91</td>
<td>0.01~1.13</td>
<td>22.37</td>
<td>30.40</td>
<td>3.59</td>
<td>5.15</td>
</tr>
<tr>
<td>318</td>
<td>4</td>
<td>1.02~4</td>
<td>-</td>
<td>4.57</td>
<td>4.22</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>318</td>
<td>19</td>
<td>1.05~4.74</td>
<td>0.007~0.81</td>
<td>13.14</td>
<td>22.04</td>
<td>5.36</td>
<td>16.76</td>
</tr>
<tr>
<td>323</td>
<td>1</td>
<td>1.73</td>
<td>-</td>
<td>6.14</td>
<td>9.29</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>323</td>
<td>19</td>
<td>0.46~2.04</td>
<td>4×10⁻⁵~1.03</td>
<td>20.26</td>
<td>24.12</td>
<td>5.66</td>
<td>7.45</td>
</tr>
<tr>
<td>328</td>
<td>2</td>
<td>1.5</td>
<td>0.13, 0.24</td>
<td>17.23</td>
<td>16.77</td>
<td>7.43</td>
<td>4.55</td>
</tr>
<tr>
<td>333</td>
<td>23*</td>
<td>0.05~7.96</td>
<td>-</td>
<td>8.88</td>
<td>4.66</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>333</td>
<td>51*</td>
<td>0.02~4.65</td>
<td>0.01~1.09</td>
<td>25.87</td>
<td>29.78</td>
<td>7.61</td>
<td>12.13</td>
</tr>
<tr>
<td>343</td>
<td>1</td>
<td>1.69</td>
<td>-</td>
<td>1.84</td>
<td>1.03</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>343</td>
<td>49</td>
<td>0.67~4.18</td>
<td>1.68×10⁻⁴~1.06</td>
<td>12.95</td>
<td>14.57</td>
<td>8.04</td>
<td>9.10</td>
</tr>
</tbody>
</table>

*Used for parameter estimation

As can be seen in Table 3, for nitric acid - water binary system both models can predict nitric acid distribution coefficients reasonably well over a range of temperatures and acid
concentrations. The model applying the SAFT-VRE method fits the experimental data better in the range 313–333 K than the SEPHIS model. The overall %AAD for the calculated nitric acid distribution coefficients for 182 data points where uranium is not present are similar – 7.8% for the SAFT-VRE method and 7.7% for the SEPHIS model. 90% of the prediction errors are less than 14% for SEPHIS and 16% for SAFT-VRE, while 80% of the prediction errors are less than 9% for SAFT-VRE and 12% for SEPHIS. It may be concluded that, for the nitric acid–water system, the nitric acid distribution coefficients are predicted equally accurately by the new method and the SEPHIS model. The results of the distribution coefficient calculation in the HNO₃-water system also suggest that the SAFT-VRE parameters in Table 1 can be used in mean activity calculations at other temperatures.

When uranium is present, both methods give less accurate predictions of the nitric acid distribution coefficients. The SAFT-VRE method is also less accurate than the SEPHIS model. The %AAD of predictions, compared to the KfK3080 data set of 421 distribution coefficients of nitric acid with uranium present, are 25% by the SAFT-VRE model and 20% by the SEPHIS model.

The deviation (%AAD) between calculated uranium distribution coefficients for uranium and 421 KfK3080 data is 15% for the SAFT-VRE method and 6% for the SEPHIS model. It is evident that both approaches are more accurate for predicting uranium distribution than HNO₃ distribution when uranium is present, but clearly the fitted SEPHIS model is more accurate than the predictive SAFT-VRE approach. The errors in the calculation of distribution coefficients in UO₂(NO₃)₂-HNO₃ system imply the current activity coefficient calculation by SAFT-VRE in a multiple salt system is not as accurate as in a binary system.
The accuracy of the calculation of distribution coefficients by SAFT-VRE can be improved. The SAFT-VRE method itself is subject to ongoing development. For example, in this work, ion-ion dispersion interactions were neglected. No doubt the quality of the model could be improved by including such terms. Furthermore, non-ideal effects in the organic phase were treated via the $K_0$ and $E$ parameters. Further developments of the SAFT method might lead to the ability to describe the non-ideal effects in organic phases and thereby improve the predictive capabilities of the model.

4. APPLICATION OF SAFT-VRE FOR PREDICTING AQUEOUS SOLUTION DENSITY

In this work, the SAFT-VRE calculations are implemented using gSAFT 3.0®, which was developed by Process Systems Enterprise. The model parameters ($\sigma_{ii}$, $e_{ii}$ and $\lambda_{ii}$ of the ions) are the same as those listed in Table 1. The parameters for water are taken directly from the gSAFT 3.0 databank, and are consistent with the literature.

The gSAFT 3.0 results are compared with 478 experimental density data from the literature in Table 4, which lists five sources of experimental data and the %AAD of the SAFT-VRE method, compared with results of our earlier empirical method. The temperature range is 283–348 K, the uranium concentration range is 0–2.2 mol/L and the nitric acid concentration range is 0–7.2 mol/L. The effects of temperature on the measurement of concentration are neglected. The deviation (%AAD) in predicted density is 0.2–1.6% for SAFT-VRE and 0.1–1.5% for the model of Chen et al. The result shows that the SAFT-VRE method can predict density for a range of temperatures, concentrations and densities, at least as well as the empirical method and, therefore, can be used to provide reliable predictions for use in flowsheet simulations.
Table 4 Comparison of density predictions using SAFT-VRE and the empirical method

<table>
<thead>
<tr>
<th>Data source</th>
<th>Temperature (K)</th>
<th>No. of data points</th>
<th>Uranium (mol/L)</th>
<th>Nitric acid (mol/L)</th>
<th>%AAD of SAFT-VRE</th>
<th>%AAD of empirical method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Botts, et al.</td>
<td>298–348</td>
<td>198</td>
<td>0.04–1.10</td>
<td>0.088–1.75</td>
<td>0.72</td>
<td>0.76</td>
</tr>
<tr>
<td>Cauchetier et al.</td>
<td>288–313</td>
<td>78</td>
<td>0</td>
<td>0–8</td>
<td>0.93</td>
<td>0.30</td>
</tr>
<tr>
<td>Boualia, et al.</td>
<td>298</td>
<td>34</td>
<td>0.004–1.34</td>
<td>0.025–1.25</td>
<td>1.57</td>
<td>1.48</td>
</tr>
<tr>
<td>Yu, et al.</td>
<td>298</td>
<td>42</td>
<td>0.1–0.4</td>
<td>1–4</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>Sakurai &amp; Tachimori</td>
<td>283–333</td>
<td>126</td>
<td>0–2.23</td>
<td>0–7.2</td>
<td>0.78</td>
<td>1.10</td>
</tr>
</tbody>
</table>

5. FLOWSHEET SIMULATIONS

The aqueous-phase density model and the distribution coefficient model for nitric acid and uranium based on SAFT-VRE are then applied to simulate the single-stage and multi-stage neptunium extraction processes described in Taylor et al. The flowsheet simulation code has been described previously and is implemented in gPROMS 4.2. Activity coefficients of nitric acid and uranyl nitrate are calculated using the SAFT-VRE method, coded in Fortran 77 and compiled with the Intel Visual FORTRAN Compiler 11.1 to create a dynamic link library (DLL) file. The dynamic link library file then links to the flowsheet simulation code through a foreign object interface set up in gPROMS. Since the SAFT-VRE parameters for neptunium and nitrous acid are unavailable at present, the distribution coefficients of neptunium (VI), neptunium (V) and nitrous acid are calculated using the empirical method presented by Chen et al.. The aqueous-phase density is calculated by the SAFT-VRE method, also using the gSAFT 3.0 package within gPROMS 4.2. Since the concentrations of neptunium and nitrous acid are low, their influence on the aqueous-phase density is neglected. Other simulation models and parameters such as the redox kinetic models and parameters, and the mass transfer models and mass transfer coefficients are the same as in our previous work.
5.1 Simulation of single-stage centrifugal contactor trials

Initially, fifteen neptunium extraction experiments\textsuperscript{10} in single-stage centrifugal contactors, without uranium present, were simulated. Figure 1 presents the simulation results. It may be seen that the model predictions are in reasonable agreement with Taylor’s experimental results:\textsuperscript{10} the mean absolute error (MAE) of these 15 simulations (0.075) is very close to the MAE of 0.073 for the results presented by Chen et al.\textsuperscript{21} As the neptunium distribution coefficients are not predicted using the SAFT-VRE method, the similarity between these results is understandable – the main difference between the two methods is how the nitric acid distribution coefficient and aqueous-phase density are calculated.

5.2 Multi-stage flowsheet simulation with SAFT-VRE

Following the simulation of single stage trials, this model was applied to simulate a multi-stage advanced PUREX extract–scrub flowsheet, based on an experiment reported by Taylor et al.\textsuperscript{10} and depicted in Scheme 1. The accuracy of the flowsheet simulation results to Taylor’s experimental results\textsuperscript{10} is presented in Figure 2 in terms of %AAD.

Figure 2 shows that the SAFT-VRE method can improve predictions of nitric acid distribution in this flowsheet. Figure 3 shows that, as a consequence, the simulated concentration profile for the aqueous nitric acid, using the SAFT-VRE model, is close to that obtained using the SEPHIS model. In the organic phase, the simulation results with the SAFT-VRE model agree better with Taylor’s experimental data\textsuperscript{10} than those of the SEPHIS model. The nitric acid distribution coefficients predicted by the SAFT-VRE model are generally higher than those of the SEPHIS model, as indicated by comparison of nitric acid concentration profiles predicted by the two methods shown in Figure 3.
Figure 1 Simulation of single-stage centrifugal contactor trials using SAFT-VRE (using experimental data reported in ref. 10).

Scheme 1. Overview of Taylor’s multi-stage advanced PUREX flowsheet
Figure 2 Deviations of the multi-stage flowsheet experimental results to simulations with SAFT-VRE and SEPHIS models

On the other hand, Figure 4 shows that the uranium concentration profile is predicted less accurately by the SAFT-VRE method than by the SEPHIS model. The experimental data are from Taylor’s work. This result follows from the evidence in Table 3 that the uranium distribution coefficient ($D_U$) is less accurately predicted by the SAFT-VRE model than by the SEPHIS model. Figure 4 shows that the uranium concentrations in both phases predicted using the SAFT-VRE model are lower than those obtained with the SEPHIS model. This is because the uranium distribution coefficients predicted using the SAFT-VRE model are significantly higher than those obtained using the SEPHIS model. Besides the differences of predicted uranium concentrations in HA stages caused by high distribution coefficient of uranium in those stages, the high distribution coefficient value also reduces the uranium concentration in the aqueous phase leaving the feed stage (stage 5), and therefore reduces...
uranium aqueous concentration in all HA stages (stage 5-14). As uranium in the organic phase entering stage 5 is extracted from the aqueous phase in stages 6 to 14, reducing aqueous phase uranium concentrations in stages 6 to 14 also reduces the organic phase uranium concentration in stages 6 to 14 as well as that entering stage 5. The low organic phase uranium concentration entering stage 5 then reduces the uranium concentration in the organic phase output from stage 5 which is fed into HS stages (stages 1 to 4). As in HA stages, the low organic uranium concentrations in the HS stages reduces uranium aqueous concentrations in HS stages. One of the reasons for the errors in the calculation of the distribution coefficients of uranium in the multi-stage simulation is the accuracy of activity coefficients of uranium in nitric acid solutions is not good when the ratio of uranium to nitric acid is low. Further development of the SAFT method such as introduction of interaction parameters for ions and a more complex description of particle interactions should be able to improve the accuracy of the activity coefficient prediction for uranyl nitrate in nitric acid solutions. Further, we currently consider non-ideality of the organic phase by including it in the experimental fitting constant parameter in the uranium distribution coefficient model. Improvements to deal with those non-ideal effects will increase the accuracy of simulation.
Figure 3 Comparison of experimental data of Taylor et al.\textsuperscript{10} with simulation results: Nitric acid profiles for (a) aqueous and (b) organic phases

As shown in Figure 5, compared to the experimental results of Taylor’s work,\textsuperscript{10} both models perform reasonably well in simulating neptunium profiles, which is not surprising as neptunium extraction was calculated in both cases using the same approach of Chen et al.\textsuperscript{21} Nevertheless, there are some contradictory results. As captured by the simulation code, the distribution coefficients of Np(VI) and nitrous acid both depend on the aqueous-phase uranium and nitric acid concentrations\textsuperscript{21} predicted by the model. Therefore, the difference in the predicted aqueous-phase uranium concentrations in stages 1 to 6 causes the two modelling approaches to predict different neptunium concentrations. The SEPHIS model predicts higher neptunium concentrations in both phases, compared to the concentrations predicted by the SAFT-VRE model.

![Figure 4](image-url)

Figure 4 Comparison of experimental data\textsuperscript{10} with simulation results: Uranium profiles for (a) aqueous and (b) organic phases
Figure 5 Comparison of experimental data\textsuperscript{10} with simulation results: Neptunium profiles for (a) aqueous and (b) organic phases

The difference can also be understood by studying the results shown in Figure 6 which presents profiles for neptunium in valence states V and VI calculated by the SAFT-VRE and SEPHIS models. Figure 6 shows that both models predict that, in stages 1–4 (HS bank), neptunium exists primarily in the hexavalent state; therefore, the lower aqueous neptunium concentrations in these stages predicted by the SAFT-VRE model (shown in Figure 5(a)) are due to higher neptunium (VI) distribution coefficients. Again, the higher \( \text{Np(VI)} \) distribution coefficient is a direct result of the lower aqueous-phase uranium concentration in the HS bank calculated by the SAFT-VRE model. It is to be expected that improved prediction of uranium distribution coefficients should lead to better prediction of neptunium concentration profiles, because the distribution coefficient of \( \text{Np(VI)} \) is dependent on the concentration of aqueous components, including uranium.\textsuperscript{21}
Figure 6 Profiles of neptunium (V) and (VI) valence states, predicted using (a) the SAFT-VRE model and (b) the SEPHIS model

6. CONCLUSIONS

The ability to model advanced PUREX flowsheets is crucial for the efficient development of flowsheets that can successfully partition uranium and neptunium from spent nuclear fuel. An open source process model developed using gProms, has been developed for this purpose. A lack of adequate predictive methods for estimating thermodynamic and transport properties in these flowsheets continues to hinder progress in this area. This work investigated the potential use of more fundamentally based models based on SAFT-VRE for process modelling of PUREX reprocessing flowsheets. In this case, SAFT-VRE was used to predict distribution coefficients and density in order to simulate such flowsheets.

This work uses a thermodynamic method based on SAFT-VRE to calculate activity coefficients, to allow prediction of distribution coefficients in the flowsheet. The density of the aqueous phase is also calculated by the SAFT-VRE method. In this initial study, the application of SAFT-VRE is limited to the major species, nitric acid and uranium ions – neptunium concentrations were calculated using the empirical approach previously described in Chen et al.20,21
The average absolute deviation of calculated distribution coefficients of HNO₃ and U(VI) compared to experimental results is shown to be similar for the SAFT-VRE method and the conventional SEPHIS-based model, thus justifying the approach. Furthermore, the SAFT-VRE method is shown to give accurate predictions of the aqueous-phase density.

The model has been validated against experimental data from the single-stage and multi-stage flowsheet experiments of Taylor et al. The simulation results using the SAFT-VRE method have also been compared to those obtained using the SEPHIS model. The simulation results for single-stage experiments are generally similar, but some differences are apparent for the multi-stage flowsheet. In particular, SAFT-VRE gave improved predictions of nitric acid concentrations, but worse predictions of the uranium profile. It is believed that errors in the uranium profiles in turn lead to discrepancies in the neptunium profile.

This paper explores, for the first time, the potential of integrating SAFT-VRE based models with gPROMS-based process models for simulation of solvent extraction flowsheets commonly used in actinide separation processes. The SAFT-VRE method uses physically meaningful parameters to calculate the effect of non-ideality in electrolyte solutions, offering the prospect of improvements in the robustness of flowsheet simulation by application of fundamental approaches as opposed to the usual empirical approaches used in solvent extraction models. The results show that SAFT-VRE can successfully support prediction of the aqueous-phase density in this context. Further, with the ongoing development of the SAFT methods, more molecular interactions are becoming available for use in the SAFT calculations. For example, inclusion of the Born contribution to free energy calculations and use of the group contribution approach in SAFT is now possible. Those modifications will make this method more robust and accurate in the future. Future directions are thus
opening up to apply these new developments and extend the use of SAFT calculations to a broader range of solvent extraction process simulations.
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