DETERMINATION OF THE VIBRATION WITHIN A SQUEEZE-FILM DAMPER UNDER ROTATIONAL UNBALANCE CONDITIONS FROM EXTERNALLY MOUNTED SENSORS
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ABSTRACT

Recently, there has been a focus on the use of inverse problem techniques in order to monitor rotor unbalance, and obtain a balancing solution, from vibration measurements on the casing and prior knowledge of the rotor-casing structure. In certain practical configurations that use nonlinear bearings like the squeeze-film damper (SFD) bearing, an inverse model of the bearing is an important part of the unbalance identification process. The inverse bearing model is used to estimate the journal vibration from casing vibration measurements, thus acting as a substitute for internal instrumentation in applications where the rotor is not accessible under operational conditions. Previous research has shown that an inverse bearing model can be identified using a trained Recurrent Neural Network (RNN) from experimental input/output data. However, the RNN was both trained and validated under simulated rotational conditions, wherein the motion was driven by two orthogonally-phased perpendicular shakers.

In this paper, a RNN of an inverse bearing model that is identified from experimental data generated under simulated rotational conditions is validated under actual rotational (i.e. unbalance-driven) vibration conditions. The necessary modifications to the test rig are presented, together with the identification/training procedure. The results of the validation tests show that the RNN is capable of predicting the frequency spectrum of the dynamic nonlinear response of the journal with reasonable accuracy. This inverse SFD bearing model can be thus used in a future work to identify rotor unbalance.

1. INTRODUCTION

A cost-effective means of introducing damping into the rotordynamic system (e.g. aero-engine) is achieved by surrounding the outer race of the rolling-element bearings with a film of oil (SFD), as shown in Figure 1. Typical aero-engine assemblies have at least two nested rotors mounted within a casing through SFD bearings. As can be seen in Figure 1, the inner side of the damper is shaped by the journal, which is a ring fixed to the outer race of the rolling element bearing and is prevented from spinning, while orbiting freely within the oil-filled annular clearance in the bearing housing.

The prediction of the dynamic response from a known unbalance distribution is referred to as the forward problem [1–9]. Its solution utilizes a forward bearing model, which has been used to identify nonlinear bearings, where the displacement is the input and the bearing force is the output [10–12]. Recent developments in modelling, mean that there are now effective solutions to the forward problem, even for nonlinear SFD bearing models. However, the real unbalance distribution under operational conditions will be unknown [2] unless an inverse problem technique is applied to identify it [3,4].

![Figure 1: An SFD bearing assembly.](image-url)
SFD bearings are nonlinear elements, which complicates the inverse problem that needs to be solved when identifying the rotor unbalance from vibration measurements from externally mounted sensors (on the casing/bearing housings) and a known model of the rotor/casing structure [9,13]. Most inverse problems for the unbalance assumed linear models of the bearings [14–17]. However, nonlinearities in the SFD should not be ignored, particularly since these become more prominent as abnormal unbalance conditions develop (i.e. when the need for balancing arises) [7]. The first work that solved an inverse problem considering nonlinearity of bearings was that by Dicken et al [3]. In [3], a rotor-casing system with one SFD was considered. The SFD model was nonlinear, but assumed circular centered orbits. A theoretically-derived database relating the bearing force with the amplitude of the vibration of the journal relative to the housing (casing) was used to solve the problem. The inverse problem of [3] was therefore implicit.

Torres Cedillo and Bonello [7] considered a more generic form of the system considered by Dicken et al [3] and showed that an effective balancing solution can be obtained by explicit inversion, without making any assumptions on the nonlinearity of the bearing, provided there is at least one linear connection between the rotor (source of the unbalance) and the casing (measurement positions), apart from the non-linear ones, as was the case in [3]. If there is only one weak linear connection (e.g. when rotor and casing are connected through a single soft retainer spring, as in [8]) then the explicit inversion problem becomes badly conditioned. If there is no linear structural coupling at all between casing and rotor, the inverse problem for the unbalance becomes fully implicit and requires an inverse bearing model to provide information on the vibration of the rotor, thus serving as a virtual instrumentation.

The inverse bearing model outputs information of the vibration of the journal relative to the housing, for given input bearing forces. The latter are determined from the readings of vibration sensors mounted on the casing (bearing housing) and the modal properties of the casing. The inverse model of a given SFD identified under prescribed conditions is therefore transferable in principle to any practical system where the SFD is installed [13].

Torres Cedillo and Bonello [13] identified an inverse SFD model using a recurrent neural network (RNN). This RNN was trained to output the current journal displacement from the time history of the bearing force and the feedback of the time history of the RNN’s displacement output. This identification technique is non-parametric i.e. makes no assumption about the underlying input/output relationship. Moreover, the inverse SFD model requires a dynamic network (like the RNN) to account for the time history of the forces and the displacement, since it is not possible to determine the current value of journal displacement (output) based only on the current value of the bearing force (input). This contrasts with the forward bearing model, which can be identified using “memoryless” techniques like static neural networks [12] or Chebyshev polynomials [10,11], since it is possible to determine the current value of the output (bearing force) based only on the current value of the input (journal displacement and velocity). The nonlinear inverse SFD model in [13] was identified from empirical data (force input/displacement output) gathered from a specially designed SFD non-rotating test rig, which was excited using two orthogonal shakers. The RNN inverse SFD model was then applied in [13] to the implicit inverse rotor-bearing solution of the same experimental rig for the identification of the rotor excitation force using only the vibration measurements at the bearing housing.

Recent work [9] showed that the inverse SFD bearing model trained with RNN is also essential for finding an effective balancing solution for the case when there is just one weak linear structural connection between casing and rotor, as in a practical aeroengine design [9]. The enhancement provided by the RNN inverse bearing models to the explicit inverse problem was shown to dramatically improve its conditioning. It should be noted however, that the RNNs in [9] were trained from data generated from a theoretical SFD model.

The use of experimental data for identifying the inverse model enables the RNN to capture features that are difficult to capture theoretically, like non-circularity of the bearing profile [13]. The bearing models in [9] were identified by training a RNN using a circular chirp excitation method [18], which was proven experimentally by Al-Ghazal et al. [18] to be more effective than the training method used in [13]. The method devised by Al-Ghazal et al. [18] reproduced a reliable inverse bearing model in less training time than that of [13] through an exhaustive search method introduced recently by [19] to identify an optimal RNN topology.

Although previous work on RNN inverse SFD models [13,18] used experimental data for training and validation, the rotational conditions were simulated since the motion was induced by two orthogonally-phased parallel shakers in both training and validation. The novel contribution of this paper is to demonstrate that an RNN inverse SFD model that is experimentally trained under simulated (shaker-induced) rotational conditions according to the chirp excitation technique of [18] can be used to predict the journal motion under actual rotational (i.e. unbalance-driven) vibration conditions.

The remaining part of the paper is structured as follows. Section 2 details the conversion of the test rig to enable rotational excitation in the validation stage. Section 3 describes the RNN model identification method for the SFD bearing (note that this is still done using controlled shaker-induced motion of the journal in the x-y plane). Section 4 presents and discusses the validation tests (under unbalance excitation).

2. TEST RIG DETAILS

Figure 2 shows a photograph of the SFD test rig with significant items labelled and Figure 3 depicts the schematic diagram. This test rig is converted into a rotating rig from a specially designed non-rotating setup, which was used in [12,13,18], where the shaft was prevented from spinning by a retainer spring that supported the static load of the rotor. The modified rotating test rig is essentially similar to a non-
rotating one, except that a new retainer spring has been added to enable rotation and to support the static load of the shaft. It is designed such that the SFD forces and relative motion across the film may be measured. This provides the training data for the RNN-based inverse SFD model.

- so that the SFD (oil film) forces can be directly obtained from the vibration of the housing (10) (as per equations (2a,b) in section 3);
- to allow an implicit relationship between the vibration of the housing and the unbalance on the rotor (no structural connection between them).

The oil is pumped into the annular clearance between the journal (8) and the bearing housing (10), thus forming the SFD (9) (see also Figure 4). As shown in Figure 4, the installed SFD bearing has two lands of length 6.23 mm each, separated by a groove of depth of 7.52 mm and width 2.03 mm. The radial clearance of the SFD is 0.09 mm and the SFD journal radius is 69.8 mm. The oil is provided through three equi-spaced feed ports in the bearing housing, each feed port diameter being 1.5 mm and their lengths are 25 mm. As depicted in Figure 4, the SFD is unsealed at one face and lightly sealed at the other. As in all SFDs, the journal (8) is prevented from spinning, in this case by the retainer spring (11), but is allowed to orbit within the oil-filled clearance in the x-y plane. The shaft itself can rotate due to the rolling element bearing (7).

The structure is rigidly bolted down to a cast iron bedplate (16), which is itself fixed onto a massive concrete block that rests on ground at basement level of the building. The drive shaft (5) is belt-driven using an electric motor at (1), which is bolted to the ground (motor and belt drive not shown) and the torque is transferred to the shaft at (2) via coupling.

An unbalance ring (14) is mounted over the rotor for the attachment of unbalance masses (15) that excite the system under rotational conditions. The design of the new retainer spring ((11), (12), (13)) is described in the following subsection.
2.1 SFD RETAINER SPRING DESIGN

Figure 5 shows the retainer spring that was designed and manufactured for the research of this paper, and how it fits with the flexibly mounted bearing housing (via the SFD). The retainer spring was designed to be considerably more flexible than the mounting of the bearing housing, as in practical applications. An FE analysis of the retainer spring (Figure 6) showed that its stiffness was 0.322 MN/m. An FE analysis of the mounting of the housing (Figure 7) showed that its stiffness was 6.2 MN/m. This latter value agrees with the experimentally determined value of the same mounting in [20]. The FE models have been created using Abaqus 6.14 [21].

3. RNN CHIRP IDENTIFICATION METHOD OF AN INVERSE SFD MODEL VIA SHAKER EXCITATION RESPONSE

For training the RNN, journal motion within the SFD annular clearance is induced by circular chirp excitation applied to the non-rotating shaft via two orthogonally-phased perpendicular shakers (Figure 8), as in [9,13,18].

3.1 TRAINING DATA DETERMINATION FROM A NON-ROTATING RIG SETUP

Figure 8 shows the SFD end of the setup where a collar (consisting of two pieces (14)) is mounted on the rotor with orthogonal tappings to enable the connection of the rods between the rotor and the two shakers (these replaced the rotational unbalance ring (14), (15) in Figure 3 for the purpose of the non-rotational tests). As in [18], the shakers are driven by custom-generated input signals to apply the excitation forces $P_x$, $P_y$ (shown in Figure 8) to the rotor. The $P_x$, $P_y$ forces are made to have constant and equal amplitudes as well as perpendicular phasing, resulting in circular chirp excitation which is expressed as follows [9,18]:

$$P_x(t) = A \cos \left(2\pi \left( f_{\text{init}} t + \frac{\Delta f}{\Delta t} \frac{t^2}{2} \right) \right)$$

$$P_y(t) = -A \sin \left(2\pi \left( f_{\text{init}} t + \frac{\Delta f}{\Delta t} \frac{t^2}{2} \right) \right)$$

where $\frac{\Delta f}{\Delta t} = \frac{f_{\text{end}} - f_{\text{init}}}{t_{\text{end}} - t_{\text{init}}}$

The constant amplitude is denoted by $A$, whilst the applied final and initial values of the time and excitation frequencies are denoted by the subscripts $\text{end}$ and $\text{init}$. During testing, the oil supply pressure and temperature were maintained at 0.8 bar and 29°C respectively, in line with previous works e.g. [12]. The oil used was Shell Morlina grade 5 (viscosity 0.006 Pa·s, density 869 kg/m³).
To train a neural network, input/output training data are required, where the SFD forces are the input and the relative motion Cartesian components are the output (target). The instantaneous displacements of the journal relative to the bearing housing (x, y) are measured by a pair of orthogonal proximity probes mounted on the bearing housing (10). The displacement and acceleration of the bearing housing are measured in order to determine the SFD forces Qx, Qy, which are computed as in [12,13,18] using the known modal data of the bearing housing (10) supported by the flexible suspension (6) (i.e. the support structure subsystem, as shown in Figure 2 and 3).

These modal data were determined in [12]. They characterise the dynamics of the bearing housing support structure subsystem as a spring–mass model in both the xz and yz planes for frequencies up to 800 Hz. Hence, the SFD forces on the bearing housing −Qx, −Qy are expressed by:

$$-Q_x = M_{hz} \ddot{x}_h + k_{hz} x_h$$  \hspace{1cm} (2a)

$$-Q_y = M_{hy} \ddot{y}_h + k_{hy} y_h$$  \hspace{1cm} (2b)

where Mhz, khz, khy are the effective mass and stiffness constants of the bearing housing in the xz and yz planes respectively [12]. The absolute Cartesian displacements of the bearing housing (10) are denoted by x_h, y_h, and are measured by proximity probes mounted on the rigid frame (3) and aimed at (10). The accelerations ù_h, ù_h are measured by accelerometers mounted on the housing (10).

The training data are generated as three sets from three shaker force amplitudes of P_x, P_y in eq. (1) of 20, 50, 80 N, respectively for 50 seconds, at separate frequency sweeps (10-100 Hz). Force gauges are used to monitor the shaker forces. Figure 9 shows the training data obtained with a shaker force amplitude of 20 N. The amplitudes of the SFD forces in the x and y directions are significantly different due to the different amplitudes of the x and y relative displacements. This significant difference between the x and y directions was only observed with the lowest amplitude of shaker force (20 N) and did not happen with higher shaker force amplitudes (50 N, 80 N). The likely cause of this effect at low shaker force amplitude is the influence of a slight radial play in the rolling-element bearing of the SFD.

The training data (SFD forces/relative displacements) are prepared for training a chosen neural network architecture using the method in [18].

Figure 9 shows the training data obtained with a shaker force amplitude of 20 N (eq. (1)).

### 3.2 INVERSE SFD MODEL IDENTIFICATION USING RNN

As explained in the Introduction, the inverse model is basically different from the forward model of the SFD in that the forward model is memoryless, which means that the instantaneous SFD forces (output) \( f_v = [Q_x \ Q_y]^T \) can be obtained from given instantaneous displacements and velocities of the journal relative to the housing, \( \dot{v} = [x_r \ y_r]^T, v = [x_r \ y_r]^T \):

$$f_v = f_v(v, \dot{v})$$  \hspace{1cm} (3)

where \( f_v \) is a nonlinear function of \( v, \dot{v} \). On the other hand, with the inverse SFD model, the determination of the instantaneous (current) relative displacement (output) requires the time histories of \( f_v \) and \( v \), as per the Nonlinear Autoregressive Exogenous (NARX) identification method used in time-series modelling [22].

Figures 10 and 11 show the RNN, which is an implementation of the NARX scheme. The external input of the RNN is the signal \( f_v(t_k) \), where \( t_k = (k-1)\Delta \) denotes discrete times, whilst \( k = 1, 2, ..., \Delta \) is the sampling time resolution. The input data is normalised for the network within a range of [-1,1], where \( \overline{ } \), refers to the network-normalised version of the variables \( ( ) \) [22].

The output \( \hat{v}(t_k) \) of the RNN is an estimation of \( v(t_k) \), and its normalised form \( \hat{v}(t_k) \) is internally fed back to the network. Hence, the system memory is taken into account since the RNN includes multiple delays of the signals in the Tapped Delay Lines (TDLs) as in Figure 10. This means that
the net has internal feedback and is dynamic. TDL no.1 in Figure 11 is a multi-channel line carrying the delayed signals \( \hat{f}_k(t_{k-1}), \hat{f}_k(t_{k-2}), \ldots, \hat{f}_k(t_{k-n_1}) \) in the respective \( n_1 \) channels, whilst TDL no. 2 carries the delayed signals \( \hat{\nu}(t_{k-1}), \hat{\nu}(t_{k-2}), \ldots, \hat{\nu}(t_{k-n_2}) \) in the respective \( n_2 \) channels.

![Figure 10: Identification procedure of the RNN inverse SFD model (N: network normalisation; N': de-normalisation; TDL: tapped delay line) [18].](image)

### 3.2.1 NETWORK DETAILS

The RNN structure enclosed within the dashed box in Figure 10 is shown in more detail in Figure 11, which shows the generic architecture and the optimization approach to obtain an RNN inverse model. In total 32,731 pairs of training data were employed to train the RNN and the three sets of empirical data (explained in 3.1) were applied separately to the generic architecture, as shown in Figure 10.

Each of these sets of input/output data were structured randomly into three sub-sets: 60% for training, 20% for testing, and 20% for validation, as shown in Figure 11. These subsets were employed by the Neural Network Toolbox [22] to reach an optimal topology. The number of neurons in the \( j \)th layer is denoted by \( S^{(j)} \), where \( J \) denotes the total number of layers, and \( n_1, n_2 \) respectively denote the number of delays in TDL no.1 and TDL no.2. If \( \mathbf{a}_k^{(j)} \) is the \( S^{(j)} \times 1 \) vector including the signal outputs of the \( j \)th layer, then ([13]):

\[
\mathbf{a}_k^{(j)} = \hat{\nu}(t_k)
\]

(4)

\[
\mathbf{a}_k^{(j)} = \mathbf{g}^{(1)}(\mathbf{W}_k \mathbf{p}_k + \mathbf{b}^{(1)})
\]

(5a)

\[
\mathbf{a}_k^{(j)} = \mathbf{g}^{(j)}(\mathbf{W}_k \mathbf{a}_k^{(j-1)} + \mathbf{b}^{(j)}) , \ j = 2, \ldots, J
\]

(5b)

where \( \mathbf{p}_k \) is a \( (2n_1 + 2n_2) \times 1 \) column matrix containing the inputs of signal to layer no. 1:

\[
\mathbf{p}_k = \begin{bmatrix}
\hat{f}_k(t_{k-1})^T & \ldots & \hat{f}_k(t_{k-n_1})^T & \hat{\nu}(t_{k-1})^T & \ldots & \hat{\nu}(t_{k-n_2})^T
\end{bmatrix}^T
\]

(6)

\[
\hat{f}_k(t_{k-n_1}), \hat{\nu}(t_{k-n_2}) = 0 , \ t_{k-n} < t_k
\]

(7)

where \( \mathbf{W}_k \) is the matrix of weights, \( \mathbf{b}^{(j)} \) is the vector of biases of the \( j \)th layer and \( \mathbf{g}^{(j)}(\cdot) \) is a vector operator comprising the transfer functions of the neurons of the \( j \)th layer.

The identification and training procedures are shown in Figure 10, and Figure 11 shows the parameters of the proposed RNN architecture. These parameters are optimised to reduce the error-difference \( \delta \) between the actual data (i.e. target) output \( \hat{\nu}(t_k) \) and the network’s output \( \hat{\nu}(t_k) \). The architecture of the RNN (Figure 11) uses three layers with different numbers of neurons. There are \( n_1 = 2 \) delays in the input channel and \( n_2 = 2 \) delays in the feedback channel. The output channel contains two signals \( (x_r, y_r) \), and so the number of neurons of the final (output) layer is fixed at two.

The tan-sigmoid transfer functions [13,18,22] are used for the neurons, except for the output layer where linear transfer functions are utilised. The Levenberg-Marquardt algorithm (optimisation method) [22] was used in the training to optimise the weights and biases of the RNN (eqs. (5a,b)). Referring to Figure 10, the optimisation objective was the convergence of the mean square error (MSE) to a value below a set tolerance specification.

![Figure 11: RNN architecture and optimization of its parameters.](image)
With reference to Figure 11, the best numbers of neurons in layers 1 and 2 (“hidden layers”) were obtained using an exhaustive search method that was recently employed in [18,19]. With this approach, the number of neurons in each hidden layer was progressively increased and, for each trial architecture, the RNN was trained 10 times. Due to the random initialization of the weights and biases, training multiple times for a given trial architecture was considered necessary to avoid the MSE being trapped in local minima [18,19]. For the training data in Figure 9 (measured at shaker force amplitudes of 20N), the architecture of the optimal topology (which gave the lowest MSE) comprised 9, 4, 2 neurons for the three layers respectively.

4. VALIDATION TESTS: PERFORMANCE RESULTS AND DISCUSSION

The first step of the post-training validation tests was to generate a vibration SFD response to seeded rotational unbalance excitation using the illustrated rotating rig in Figures 2 and 3. A total of 24 experimental validation data sets were measured by applying four different unbalance masses located at six different angular positions, as per Table 1. These validation sets were then used to test the performance accuracy of the trained networks (i.e. inverse SFD models), which were trained from completely different experimental data (measured in the non-rotating setup, as per section 3). The validation data sets used in this section should not be confused with the validation data (in section 3/Figure 11) employed during the supervised training process.

The trained RNNs were tested to predict the time histories of the journal displacements, \( x_r, y_r \), with the inputs to the network being the time histories of the SFD forces, \( Q_{x,y} \), which were computed from eqs. (2a,b) from the bearing housing vibration induced by the rotational unbalance via the SFD, which provides a nonlinear interface between the rotor and the bearing housing (Figure 3). The predicted outputs of the network were then compared with the time histories of the actual measurements for \( x_r(t), y_r(t) \). Figures 12-27 illustrate the measured and predicted relative displacement response signals, \( x_r(t), y_r(t) \), together with their frequency spectra, for a variety of unbalance levels ranging from high to low.

**Table 1:** Seeded unbalance distribution.

<table>
<thead>
<tr>
<th>unbalance (gram)</th>
<th>angular location (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>30</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td>9</td>
<td>120</td>
</tr>
<tr>
<td>6.1</td>
<td>195</td>
</tr>
<tr>
<td>5</td>
<td>270</td>
</tr>
<tr>
<td>3.3</td>
<td>330</td>
</tr>
</tbody>
</table>

Figures 12 and 13 display the validation tests for the rotational unbalance of 12g located at 330° degrees at rotor speeds of 6,000rpm and 3,500rpm respectively. The time histories of the SFD forces (inputs) are shown in the first column, the outputs of the network are presented in the second column in comparison with the actual measurements. Also, the third column of the Figure 12 shows the steady state trajectory (orbit) plots of the SFD journal relative to the bearing housing, i.e. \( y_r \) vs \( x_r \).

It should be noted that the clearance boundary of the SFD is nominally a circle of radius 0.09mm, but measurement showed that it actually has a distorted triangular form as a result of machining irregularity of both the housing bore and journal (as previously reported). This clearance profile was the measured trajectory \((y_r vs x_r)\) obtained by gently brushing the journal against the housing bore without oil pumped in the clearance when imposing shaker forces of suitably high amplitude and very low frequency [18].

![Figure 12](image12.png)

**Figure 12:** Test for the validation of network inputs/outputs under rotational unbalance excitation conditions at mass/speed 12g/6,000rpm at position 330° : inputs (SFD forces), outputs (relative displacements time histories & orbits).

![Figure 13](image13.png)

**Figure 13:** Test for the validation of network inputs/outputs under rotational unbalance excitation conditions at mass/speed 12g/3,500rpm at position 330° : inputs (SFD forces), outputs (relative displacements time histories & orbits).

The measured and predicted SFD vibrations clearly show highly nonlinear features, unlike those presented in the authors’ previous work [18]. In [18], where the vibration was induced by orthogonally-phased perpendicular shakers applied to a non-rotating rotor, the measured orbits were practically elliptical. In the present case, the measured orbits are considerably distorted. The RNN-predicted orbits are similarly distorted. The RNN-predicted peak-to-peak amplitudes in the \( x \) and \( y \) directions are comparable to the measurement, but there is a discrepancy in the mean values. However, as stated and shown in [9], this discrepancy is not important when using the RNN inverse SFD model to solve the inverse problem for the unbalance, since only the dynamic part of the journal vibration is required.

Copyright © 2019 by ASME
The observed nonlinearities in Figures 12, 13 are consistent with the fact that the amplitudes of the SFD force time histories under these conditions are considerably higher than those obtained in the generation of the training data using shakers (Figure 9).

The frequency spectra (from the Fast Fourier Transform (FFT)) in Figures 14, 15 show that the RNN-predicted time histories accurately track the major (synchronous) frequency of the measured response. Moreover, the frequency spectra of the RNN-predicted time histories also manage to predict some of the non-synchronous frequencies (including the second harmonic), as indicated by the arrows.

Figure 14: FFT comparison of the measured with predicted relative displacements \((x_r, y_r)\) under rotational unbalance excitation conditions at mass/speed of 12g/6,000rpm at position 330°.

Figure 15: FFT comparison of the measured with predicted relative displacements \((x_r, y_r)\) under rotational unbalance excitation conditions at mass/speed of 12g/3,500rpm at position 330°.

A broadly similar degree of correlation is seen for other unbalance levels, Figures 16-27, although the correlation appears to deteriorate with decreasing unbalance. Also, in some cases, the frequency spectra of the RNN-predicted time histories show faint non-synchronous frequency components that were not observed in the measurement. Nonetheless, the RNN predictions correctly track the synchronous frequency of the nonlinear response, which is the feature that is needed for the solution of the inverse problem for unbalance identification [9,13].

Figure 16: Test for the validation of network inputs/outputs under rotational unbalance excitation conditions at mass/speed 10g/6,000rpm at position 195°: inputs (SFD forces), outputs (relative displacements time histories & orbits).

Figure 17: FFT comparison of the measured with predicted relative displacements \((x_r, y_r)\) under rotational unbalance excitation conditions at mass/speed of 10g/6,000rpm at position 195°.

Figure 18: Test for the validation of network inputs/outputs under rotational unbalance excitation conditions at mass/speed 10g/3,500rpm at position 195°: inputs (SFD forces), outputs (relative displacements time histories & orbits).
Figure 19: FFT comparison of the measured with predicted relative displacements \((x_r, y_r)\) under rotational unbalance excitation conditions at mass/speed of \(10g/3,500\text{rpm}\) at position \(195^\circ\).

Figure 20: Test for the validation of network inputs/outputs under rotational unbalance excitation conditions at mass/speed \(9g/6,000\text{rpm}\) at position \(120^\circ\): inputs (SFD forces), outputs (relative displacements time histories & orbits).

Figure 21: FFT comparison of the measured with predicted relative displacements \((x_r, y_r)\) under rotational unbalance excitation conditions at mass/speed of \(9g/6,000\text{rpm}\) at position \(120^\circ\).

Figure 22: Test for the validation of network inputs/outputs under rotational unbalance excitation conditions at mass/speed \(9g/3,500\text{rpm}\) at position \(120^\circ\): inputs (SFD forces), outputs (relative displacements time histories & orbits).

Figure 23: FFT comparison of the measured with predicted relative displacements \((x_r, y_r)\) under rotational unbalance excitation conditions at mass/speed of \(9g/3,500\text{rpm}\) at position \(120^\circ\).

Figure 24: Test for the validation of network inputs/outputs under rotational unbalance excitation conditions at mass/speed \(6.1g/6,000\text{rpm}\) at position \(30^\circ\): inputs (SFD forces), outputs (relative displacements time histories & orbits).
he measured with predicted during some process of the input cause the Fourier coefficients of the SFD relative identification/training procedure.

The present, together with the ide under actual rotational (i.e. unbalance generated under simulated rotational conditions was validated bearing model that was identified from experimental data

Figure 25: FFT comparison of the measured with predicted relative displacements ($x_r, y_r$) under rotational unbalance excitation conditions at mass/speed of 6.1g/6,000rpm at position 30°.

Figure 26: Test for the validation of network inputs/outputs under rotational unbalance excitation conditions at mass/speed 6.1g/3,500rpm at position 30°: inputs (SFD forces), outputs (relative displacements time histories & orbits).

Figure 27: FFT comparison of the measured with predicted relative displacements ($x_r, y_r$) under rotational unbalance excitation conditions at mass/speed of 6.1g/3,500rpm at position 30°.

5. CONCLUSIONS

In this paper, for the first time, a RNN of an inverse bearing model that was identified from experimental data generated under simulated rotational conditions was validated under actual rotational (i.e. unbalance-driven) vibration conditions. The necessary modifications to the test rig were presented, together with the identification/training procedure. The chirp excitation used in the training methodology provided, with less training effort, RNNs that can offer satisfactory predictions for the SFD bearing’s nonlinear response. The frequency spectra of the time histories output from the RNN were shown to correctly track the synchronous frequency of the actual unbalance-driven response, despite the evident nonlinearity of the orbital motion. This is an important test, because the Fourier coefficients of the SFD relative displacements are strongly dependent on the fundamental frequency and these Fourier coefficients are essential for the solution of inverse rotor-bearing problem. Furthermore, non-synchronous/second harmonic components observed in the frequency spectra of the actual response were predicted, although extra faint frequencies were also predicted in some cases. In a forthcoming paper, the inverse SFD model of this paper shall be used within the solution process of the unbalance identification inverse problem.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>amplitude</td>
</tr>
<tr>
<td>$a_j$</td>
<td>vector of the signal outputs of the $j$th neural network layer, Sec. 3</td>
</tr>
<tr>
<td>$b_j$</td>
<td>neural network bias vector, Sec. 3</td>
</tr>
<tr>
<td>$f_{\text{init}}$</td>
<td>initial shaker excitation frequency (Hz)</td>
</tr>
<tr>
<td>$f_{\text{end}}$</td>
<td>final shaker excitation frequency (Hz)</td>
</tr>
<tr>
<td>$F_j$</td>
<td>SFD force vector</td>
</tr>
<tr>
<td>$g_j$</td>
<td>vector of neural network activation functions for layer no. $j$, Sec. 3</td>
</tr>
<tr>
<td>$j$</td>
<td>layer number of the network, Sec. 3</td>
</tr>
<tr>
<td>$J$</td>
<td>total number of layers within the network, Sec. 3</td>
</tr>
<tr>
<td>$M_{\text{HX}}$</td>
<td>effective masses of the support structure in the $x$ and $y$ directions respectively (kg)</td>
</tr>
<tr>
<td>$M_{\text{HY}}$</td>
<td>stiffness constants of the support structure in the $x$ and $y$ directions respectively (N/m)</td>
</tr>
<tr>
<td>$N$</td>
<td>network normalization, Sec. 3</td>
</tr>
<tr>
<td>$N^{-1}$</td>
<td>reverse normalization, Sec.3</td>
</tr>
<tr>
<td>$P_k$</td>
<td>the column matrix comprising the signal inputs to layer no. 1 of network. Sec. 3</td>
</tr>
<tr>
<td>$P_x(t), P_y(t)$</td>
<td>shaker forces simultaneously applied at the collar in $x$ and $y$ directions (N)</td>
</tr>
<tr>
<td>$Q_{x}, Q_{y}$</td>
<td>squeeze-film damper forces in $x$ and $y$ directions (N)</td>
</tr>
<tr>
<td>$S(j)$</td>
<td>number of neurons in the layer $j^{th}$, Sec. 3</td>
</tr>
<tr>
<td>$t$</td>
<td>time (s)</td>
</tr>
<tr>
<td>$t_k$</td>
<td>discrete time (s)</td>
</tr>
<tr>
<td>$v$</td>
<td>$=[x_r \ y_r]^T$ i.e. vector of the instantaneous Cartesian displacements of journal relative to housing</td>
</tr>
<tr>
<td>$\dot{v}$</td>
<td>$=[\dot{x}_r \ \dot{y}_r]^T$ i.e. vector of the instantaneous Cartesian velocities of the journal relative to the housing</td>
</tr>
<tr>
<td>$\mathbf{W}(j)$</td>
<td>matrix of network weights at $j$th layer neural network, Sec. 3</td>
</tr>
<tr>
<td>$x_r, y_r$</td>
<td>$x$, $y$ displacements of the SFD journal centre relative to bearing housing centre (m)</td>
</tr>
</tbody>
</table>
absolute Cartesian displacements of the bearing housing (m)
accelerations of the bearing housing (m/s^2)
error between the network output and training target. Sec. 3
Network prediction for the variable ( )
Network-normalised version of the variable ( )
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