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Abstract—The non-intrusive polynomial chaos (NIPC) expansion method is one of the most frequently used methods for uncertainty quantification (UQ) due to its high computational efficiency and accuracy. However, the number of polynomial bases is known to substantially grow as the number of random parameters increases, leading to excessive computational cost. Various sparse schemes such as the least angle regression method have been utilised to alleviate such a problem. Nevertheless, the computational cost associated with the NIPC method is still non-negligible in systems which consist of a high number of random parameters. This paper proposes the first versatile UQ method which requires the least computational cost whilst maintaining the UQ accuracy. We combine the hyperbolic scheme with the principal component analysis method and reduce the number of polynomial bases with the simpler procedure than currently available, keeping most information in the system. The ridge regression method is utilised to build a statistical parsimonious model to decrease the number of input samples and the leave-one-out cross-validation method is applied to improve the UQ accuracy.

Index Terms—Non-intrusive polynomial chaos expansion (NIPC), principal component analysis (PCA), ridge regression (RR), uncertainty quantification, finite difference time domain (FDTD), Debye media

I. INTRODUCTION

An abstract of a physical phenomenon can be ideally represented by a physical model consisting of a set of equations, enabling scientists to elucidate the laws of physics such as optics and electromagnetism. The modeling technique has become an essential tool over recent decades, being propelled by advances in computer simulation in the design of manufactured products and the numerical predictions of experimental observations.

The finite difference time domain (FDTD) method is a powerful and robust technique to model inhomogeneous materials, making it ideally suited for bioelectromagnetic simulations. This paper deals with the numerical simulation of the propagation of electromagnetic waves in the human body. In the FDTD calculations, the one-pole Debye model is utilised to describe the frequency-dependent behaviour of human tissues whose frequency response varies from person to person. Such variation is termed as uncertainty.

This paper focuses on quantifying the uncertainty of the FDTD results produced by the propagation of uncertainty of input Debye-parameters. The methods utilised for uncertainty quantification (UQ) can be classified as either intrusive or non-intrusive. The intrusive UQ methods, such as the stochastic Galerkin scheme, require the modification of existing deterministic code, which take risks of introducing errors to the well-validated simulators. On the other hand, non-intrusive UQ methods, such as the Monte Carlo method (MCM) and ridge regression method, can be utilised to estimate the coefficients of these PC bases. In the projection method, the coefficients in NIPC can be estimated by advances in computer simulation in the design of manufactured products and the numerical predictions of experimental observations.

Although the MCM is considered a gold standard technique for UQ, it requires a large number of simulations to produce satisfactory results, leading to computational inefficiency. The NIPC expansion method offers an ideal alternative to MCM. It estimates outputs of the system using a series of orthogonal polynomials. In NIPC, the input parameters are expanded with a certain number of polynomial chaos (PC) bases, and the projection method or the regression method can be utilised to estimate the coefficients of these PC bases. In the projection method, the coefficients in NIPC can be estimated by the quadrature rule or MCM, while the ridge regression method is based on the least square minimisation of the error between the system output and its approximation. However, both methods are prone to the curse of dimensionality, whereby the number of required simulations grows substantially as the number of input parameters increases.

A. Related work

Many advanced UQ techniques have been proposed over the last decade to lift the curse of dimensionality. Ideas behind these techniques include sparse strategies, the hierarchical approach and model order reduction. In general, higher-order PC bases are usually less important than the lower-order PC bases and so preservation of the latter
Our proposed method consists of three stages; sample selection based UQ method aiming to further reduce the computational cost of UQ for FDTD computation. The techniques based on the analysis of variance (ANOVA) have also been utilised to exploit the sparsity of the generalised PC expansion. For instance, develops a hierarchical stochastic spectral simulator based on the anchored ANOVA in which an anchor point and a threshold are introduced to the ANOVA in order to obtain a truncated ANOVA decomposition. [30] proposes an ANOVA-based stochastic simulator to efficiently simulate subsystems within a hierarchical system. This technique treats the outputs of subsystem as new random inputs of the entire system, thereby considerably reducing the number of input parameters. [31] utilises the adaptive $L_0$ regularisation to perform the feature selection in order to ascertain a unique solution for an underdetermined equation. [32] proposes a method based on stochastic collocation to solve the high-dimensional UQ problems, whereby a tensor recovery approach is adopted to significantly reduce the cost of tensor product. [33] proposes a model reduction technique to obtain the optimum number of samples based on the quadrature point sampling method. Such reduced models can preserve the important properties of the original system. Furthermore, most UQ techniques assume that the input parameters are Gaussian and correlated. The work in [35] generalises the stochastic collocation method to quantify the uncertainty of systems which consist of non-Gaussian and correlated input parameters.

**B. Paper contributions**

This paper extends a recently developed least angle regression (LARS) method aiming to further reduce the computational cost of UQ for FDTD computation. Our proposed method consists of three stages; sample selection, sparsity process and UQ.

- **Sample selection:** An efficient sampling method is crucial for determining the accuracy of UQ results. This paper adopts the Latin hypercube sampling (LHS) method for sample selection, making use of its property of variance reduction and its capability to preserve the real variability of Debye-parameters within selected samples.
- **Sparsity process:** This stage combines the principal component analysis (PCA) method with the hyperbolic scheme to minimise the number of PC bases and improve the stability of UQ results. The PCA method transforms a large set of input parameters into a smaller set while retaining a high proportion of the information from the original set of data. Such a procedure reduces the number of input parameters. The transformed input parameters are then utilised to construct the sparse PC expansion based on the hyperbolic scheme. As a consequence, only a quarter of the PC bases are required, in comparison to the number utilised for NIPC expansion.
- **Uncertainty quantification:** We adopt the ridge regression (RR) method to estimate the coefficients of PC bases. Following the sparsity process, the number of input samples may fall below the number of PC bases leading to the NIPC expansion being underdetermined. In this case, the ordinary least square (OLS) method is unable to provide a unique solution. However, the RR method is capable of handling such a problem. It introduces a penalty term to the regression method and makes the matrix inversion function irrespective of the number of input samples without degrading the accuracy of UQ results.

Due to the ease of implementation and its non-parametric nature, PCA has gained high popularity in its ability to help determine UQ over the past decade. Various extensions of PCA, such as kernel PCA and non-linear PCA, have been proposed to solve specific problems. This paper adopts standard PCA for dimensionality reduction in order to reduce the complexity of the entire UQ algorithm. Although standard PCA has some limitations, the influence of these limitations on UQ results is trivial. For example, one of the limitations of PCA is that the transformed principle components are difficult to interpret. However, such a limitation does not impact the non-intrusive UQ method.

This paper is organised as follows: Section II explains the principle of the hyperbolic scheme, the PCA method, the RR method and the proposed method. Section III details the numerical experiments for UQ by the MCM and the proposed method. Finally, we discuss the results from these techniques with the merits of the proposed method outlined and evaluated.

**II. Methodology**

The principles of the hyperbolic scheme, the PCA method, the RR method and the proposed method are presented in Section II. The hyperbolic scheme enables us to build a sparse PC expansion. The PCA method is capable of reducing a number of input parameters thereby further reducing the number of PC bases. The RR method and the proposed method are used for UQ based on the sparse PC expansion.

### A. The hyperbolic scheme for PC expansion

The PC basis is defined as $\psi_{b_1b_2\ldots b_K}(\xi_1, \xi_2, \ldots, \xi_K)$, where $b_1b_2\ldots b_K$ is the index of the PC basis, and $\xi_1, \xi_2, \ldots, \xi_K$ are $K$ input parameters. In this paper, each input parameter $\xi_k$ represents a certain Debye parameter of a certain tissue and the electric field $E$ is observed in the FDTD simulations. The highest order of the PC basis in a PC expansion is denoted as $r \in [1, +\infty)$. We set $r$ to a certain finite value so that the PC expansion is truncated from the infinite PC expansion. In this case, $b_k$ satisfies
\[
\sum_{k=1}^{\bar{\tau}} b_k \leq r, b_k \geq 0
\]  
and the total number of PC bases in the PC expansion is
\[
\mathcal{L} = (\bar{\tau} + r)! / \bar{\tau}!
\] (2)

The combination of \(b_1 b_2 \ldots b_{\bar{\tau}}\) can be restricted to satisfy
\[
\left( \sum_{k=1}^{\bar{\tau}} b_k^q \right)^{1/q} \leq r
\] (3)

for \(0 < q \leq 1\), and thus the number of PC bases in the PC expansion can be reduced from \(q\)-based on \(q\)-quasi-norm.

The details of the hyperbolic scheme is explained in [4].

**B. PCA: The principal component analysis**

PCA is a dimension-reduction method used to transform a set of parameters into a number of uncorrelated parameters, namely, principal components. The PCA starts with the standardisation of the data. We define a matrix \(\mathbf{X} = (\xi_k^{(m)}, m = 1 \sim M, k = 1 \sim K)\) as a sample set which consists of \(M\) \(\xi^{(m)}\), where the vector \(\xi\) is a combination of \(K\) Debye parameters of interest as in \(\xi = [\xi_1, \xi_2, \ldots, \xi_K]\) and \(\xi^{(m)}\) indicates the \(m\)-th \(\xi\). \(\mathbf{X}\) is presented as
\[
\mathbf{X} = \begin{bmatrix}
\xi_1^{(1)} & \xi_2^{(1)} & \cdots & \xi_K^{(1)} \\
\xi_1^{(2)} & \xi_2^{(2)} & \cdots & \xi_K^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
\xi_1^{(M)} & \xi_2^{(M)} & \cdots & \xi_K^{(M)}
\end{bmatrix}
\] (4)

Let \(\xi_k\) be a vector consisting of \(M\) samples for \(\xi_k\) as in \(\xi_k = [\xi_k^{(1)}, \xi_k^{(2)}, \ldots, \xi_k^{(M)}]^T\), and matrix \(\tilde{\mathbf{X}}\) be the standardised \(\mathbf{X}\) whose elements are \(\tilde{\xi}_k^{(m)} = \xi_k^{(m)} - \mu_k\), where \(\mu_k\) is the average value of \(\xi_k\) for \(M\) samples calculated as in \(\mu_k = \frac{1}{M} \sum_{m=1}^{M} \xi_k^{(m)}\), and \(\sigma_k\) is the standard deviation of \(\xi_k\) for \(M\) samples calculated as in \(\sigma_k^2 = \frac{1}{M - 1} \sum_{m=1}^{M} (\xi_k^{(m)} - \mu_k)^2\). The standardisation process enables all the \(\xi\) in \(\tilde{\mathbf{X}}\) to have the same measurement scale thereby improving the accuracy of PCA.

Let \(\tilde{\xi}_k = [\tilde{\xi}_k^{(1)}, \tilde{\xi}_k^{(2)}, \ldots, \tilde{\xi}_k^{(M)}]^T\) be a vector consisting of \(M\) samples for \(\xi_k\). We construct the covariance matrix \(\mathbf{G} = (\mathbf{G}_{ij}, i = 1 \sim K, j = 1 \sim K)\) where \(\mathbf{G}_{ij}\) is the covariance between \(\tilde{\xi}_i\) and \(\tilde{\xi}_j\) calculated by \(\mathbf{G}_{ij} = \frac{1}{M - 1} \sum_{m=1}^{M} (\xi_i^{(m)} - \frac{1}{M} \sum_{m=1}^{M} \xi_i^{(m)}) \cdot (\xi_j^{(m)} - \frac{1}{M} \sum_{m=1}^{M} \xi_j^{(m)})\). \(\mathbf{G}\) is then decomposed into eigenvectors and eigenvalues as in
\[
\mathbf{G} = \mathbf{P} \mathbf{\Lambda} \mathbf{P}^{-1},
\] (5)

where \(\mathbf{P}\) is a \(K \times K\) matrix which is the combination of a set of \(K\) eigenvectors and \(\mathbf{\Lambda}\) is the eigenvalue matrix presented as
\[
\mathbf{\Lambda} = \begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_K
\end{bmatrix}.
\]

The \(K\) diagonal elements of \(\mathbf{\Lambda}\) as in \(\text{diag}(\mathbf{\Lambda}) = \{ \lambda_1, \lambda_2, \ldots, \lambda_K\}\) are the eigenvalues of \(\mathbf{G}\). The eigenvalues are also called the characteristic roots used as the explanatory importance with respect to \(\xi_k\).

The eigenvectors indicate the principal components of \(\mathbf{G}\). We define the vector \(\mathbf{H} = \{\hat{H}_1, \hat{H}_2, \ldots, \hat{H}_K\}\) as the numerically sorted \(\text{diag}(\mathbf{\Lambda})\) in descending order of \(\hat{H}_1 \geq \hat{H}_2 \geq \ldots \geq \hat{H}_K\) and \(\mathbf{C} = \{C_1, C_2, \ldots, C_K\}\) as a vector of variance explained as calculated in
\[
\hat{C}_k = \frac{\hat{H}_k}{\sum_{k=1}^{K} \hat{H}_k}.
\] (6)

The vector of the cumulative variance explained \(\hat{\mathbf{C}} = \{\hat{C}_1, \hat{C}_1, \ldots, \hat{C}_K\}\) is the cumulative summation of the elements of \(\mathbf{C}\) given by
\[
\hat{C}_k = \sum_{i=1}^{k} C_i, k = 1 \sim K.
\] (7)

\(\hat{\mathbf{C}}\) indicates how much information the first \(K\) eigenvectors carry. In PCA, we select the first \(D\) principal components \((D \leq K)\) which satisfies \(\hat{C}_D \geq (1 - \rho)\), where \(\rho\) is a certain percentage of the information to be dropped.

Let \(\tilde{\mathbf{P}}\) be the \(K \times D\) matrix of eigenvectors when \(D\) principal components are kept. The original sample set is then transformed into a new subset as in
\[
\mathbf{X}_{\text{sub}} = \tilde{\mathbf{X}} \tilde{\mathbf{P}} = \begin{bmatrix}
\xi_1^{(1)} & \xi_2^{(1)} & \cdots & \xi_K^{(1)} \\
\xi_1^{(2)} & \xi_2^{(2)} & \cdots & \xi_K^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
\xi_1^{(M)} & \xi_2^{(M)} & \cdots & \xi_K^{(M)}
\end{bmatrix}^T,
\] (8)

where vector \(\xi^{(m)} = [\xi_1^{(m)}, \xi_2^{(m)}, \ldots, \xi_D^{(m)}]\) is the combination of the \(D\) Debye parameters in \(\mathbf{X}_{\text{sub}}\) and \(\xi^{(m)}\) indicates the \(m\)-th \(\xi\). The \(K\)-dimensional feature space is therefore transformed into a \(D\)-dimensional feature subspace.

**C. The ridge regression method**

In the NIPC method, the multicollinearity exists among the PC bases. For example, when considering 3 input parameters, the Hermite polynomials \(\psi_{100}(\xi_1, \xi_2, \xi_3) = \xi_1\) and \(\psi_{200}(\xi_1, \xi_2, \xi_3) = \xi_1^2 - 1\). The relationship of \(\psi_{100}(\xi_1, \xi_2, \xi_3)\) and \(\psi_{200}(\xi_1, \xi_2, \xi_3)\) can be written as \(\psi_{200}(\xi_1, \xi_2, \xi_3) = \psi_{100}(\xi_1, \xi_2, \xi_3)^2 - 1\), meaning \(\psi_{100}(\xi_1, \xi_2, \xi_3)\) and \(\psi_{200}(\xi_1, \xi_2, \xi_3)\) are in perfect correlation because the value of \(\psi_{200}(\xi_1, \xi_2, \xi_3)\) is completely dependent on the value of \(\psi_{100}(\xi_1, \xi_2, \xi_3)\). As a consequence, the NIPC method is unable to accurately distinguish the influence of \(\psi_{100}(\xi_1, \xi_2, \xi_3)\) on the UQ results and thereby the estimated coefficient of \(\psi_{100}(\xi_1, \xi_2, \xi_3)\) is unreliable.

In the projection method, the input samples to the system are predetermined among the vast number of random samples
and the number of input parameters cannot be reduced in a computationally-efficient manner \[60\], leading to the high computational cost. On the other hand, the regression method can vary the number of input samples. Hence, this paper focuses on the regression method to estimate the coefficients of PC bases. The regression method performs the matrix inversion under the condition \[19\] that the number of input samples exceeds the number of PC bases, i.e. oversampling. Such a condition restricts the minimum number of input samples. Relatively high number of input samples may hinder the computational efficiency of the NIPC method. However, this does not necessarily mean that the regression method is unable to provide an optimal solution for UQ when this condition is not met.

The RR method has the potential to analyse the data that suffers from multicollinearity, and it also enables the NIPC method to function irrespective of the number of samples. In the RR method, the NIPC expansion is expressed as a linear regression model of

\[ T(\mathbf{\xi}(m)) = \sum_{l=1}^{L} a_{1l} \psi_{1l}(\mathbf{\xi}(m)), \]  

(9)

where \( T(\mathbf{\xi}(m)) \) is the predicted value of \( |E|^2 \) for \( \mathbf{\xi}(m) \), the polynomial term \( a_{1l} \psi_{1l}(\mathbf{\xi}(m)) \) is called a predictor of \( T(\mathbf{\xi}(m)) \), \( b_{1l} \) indicates the index of the l-th \( \psi \), and \( a \) is the coefficient of \( \psi \).

We define \( a \) as a vector consisting of \( L \) coefficients as

\[ a = [a_{1}, \ldots, a_{c}]^{T} \]

and the PC bases matrix \( \Psi = (\psi_{b_{1}}(\mathbf{\xi}(m)), m = 1 \sim M, l = 1 \sim L) \) is presented as

\[
\Psi = \begin{bmatrix}
\psi_{b_{1}}(\mathbf{\xi}(1)) & \psi_{b_{2}}(\mathbf{\xi}(1)) & \ldots & \psi_{b_{c}}(\mathbf{\xi}(1)) \\
\psi_{b_{1}}(\mathbf{\xi}(2)) & \psi_{b_{2}}(\mathbf{\xi}(2)) & \ldots & \psi_{b_{c}}(\mathbf{\xi}(2)) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{b_{1}}(\mathbf{\xi}(M)) & \psi_{b_{2}}(\mathbf{\xi}(M)) & \ldots & \psi_{b_{c}}(\mathbf{\xi}(M))
\end{bmatrix}.
\]

\( a \) is calculated by

\[ a = (\Psi^{T} \Psi + v I)^{-1} \Psi^{T} \mathbf{E}, \]

(10)

where \( v \) is a constant named as penalty factor, \( \mathbf{E} = [|E_{1}|^2, \ldots, |E_{M}|^2]^{T} \)

(11)

is a vector of the \( M \) \( |E|^2 \) obtained by the FDTD simulation, \( |E_{m}| \) is \( |E| \) when \( \mathbf{\xi}(m) \) is used for the FDTD computation and \( I \) is an \( L \times L \) identity matrix as in

\[ I = \begin{bmatrix}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{bmatrix}. \]

When \( v = 0 \), the calculation of \( a \) is reduced to the one in the OLS method as in

\[ a = (\Psi^{T} \Psi)^{-1} \Psi^{T} \mathbf{E}, \]

(12)

in which the condition of \( M \geq L \) must be met. \( v \) is determined by minimising the penalised sum of

\[ \sum_{m=1}^{M} (|E_{m}|^2 - T(\mathbf{\xi}(m)))^2 + v \sum_{l=1}^{L} a_{bl}^2. \]

(13)

In \( 10 \), \( v \) exerts influence on the value of \( a \). Different values of \( v \) lead to different \( a \) in \( 10 \) and thus affect \( T(\mathbf{\xi}(m)) \) in \( 9 \). \( v = 0 \) may not minimise \( 13 \) because the condition of \( v = 0 \) may result in a larger value of \( \sum_{m=1}^{M} (|E_{m}|^2 - T(\mathbf{\xi}(m)))^2 \) in \( 13 \) than that in case of \( v \neq 0 \). Minimising \( 13 \) is equivalent to finding an optimum value of \( v \) that enables the estimation of \( a \) to reach the stable status.

We use the Leave-One-Out Cross-Validation (LOOCV) method to identify the stable status of \( a \) at which the Leave-One-Out (LOO) error \( \varepsilon_{l} \) of \( T(\mathbf{\xi}(m)) \) becomes minimum. At each scanned \( v \), \( a \) is calculated in \( 10 \), and \( \varepsilon_{l} \) is computed as in

\[ \varepsilon_{l} = \frac{1}{M} \sum_{m=1}^{M} \left( \frac{|E_{m}|^2 - T(\mathbf{\xi}(m))}{1 - h_{m}} \right)^2, \]

(14)

where \( h_{m} \) is the \( m \)-th diagonal element of the square matrix \( \Psi(\Psi^{T} \Psi)^{-1} \Psi^{T} \). The process of calculating \( a \) and \( \varepsilon_{l} \) using \( v \) is called a RR iteration. After scanning \( v \), we choose the \( v \), whose corresponding \( \varepsilon_{l} \) is the smallest, as the optimum value. Once \( v \) is determined, \( a \) is calculated in \( 10 \), and the standard deviation \( \sigma \) of \( |E|^2 \) is calculated by

\[ \sigma^2 = \sum_{l=1}^{L} a_{bl}^2. \]

(15)

The range setting of \( v \) depends upon the experimental design. A large value of \( v \) will lead to a large value of the penalty term of \( v \sum_{l=1}^{L} a_{bl}^2 \) in \( 13 \) and a small value of \( a \) \[61\]. Thus the estimation of the variance will become smaller than its true value. Therefore, in general, \( v \) tends to be small \[47\].

D. A proposed method for uncertainty quantification

This section proposes an UQ method, aiming at the quantification of the uncertainty of the FDTD results with the minimum computational cost whilst ensuring the accuracy of the UQ results, based on the PCA and RR methods, herein named as the PCA-RR based method. It follows the principle of statistical parsimony \[62\] stating that a regression model should be built using only significant PC bases thereby decreasing the complexity and increasing the stability of the regression model. The procedure of the PCA-RR based method is as follows.

1) Initialisation.
   a) Setting \( M \) to \( K \) (\( M = K \)) to minimise the computational cost. For successful eigen-decomposition in PCA, \( M \) should be no less than \( K \).
   b) Building \( \mathcal{X} \) in \( 4 \) with \( K \) parameters, each of which contains \( M \) samples chosen by LHS.
   c) Constructing \( \mathcal{E} \) in \( 11 \) with \( M \) \( |E|^2 \) obtained from \( M \) FDTD simulations using \( M \) \( \mathbf{\xi}(m) \).

2) Transformation of \( \mathcal{X} \) to \( \mathcal{X}_{\text{sub}} \).

   a) Setting \( \mathcal{D} \) to \( \mathcal{K} \).
   b) Using the PCA method to keep \( \mathcal{D} \) parameters and construct the sample set \( \mathcal{X}_{\text{sub}} \) in \( 8 \).
   c) Formation of \( \mathcal{D} \).
   d) Using the RR method to obtain the coefficients of the linear regression model.
Building the sparse PC expansion in (9) by replacing \( \mathcal{K} \) with \( \mathcal{D} \) in Section II-A.

4) Calculation of \( a \).
When \( \mathcal{M} \geq \mathcal{L} \), we calculate \( a \) by the OLS method as in

\[
a = (\hat{\Psi}^T \hat{\Psi})^{-1} \hat{\Psi}^T \mathcal{E},
\]

where the PC bases matrix \( \hat{\Psi} = (\psi_b(x^{(m)}), m = 1 \sim \mathcal{M}, t = 1 \sim \mathcal{L}) \). Otherwise the RR method is utilised to calculate \( a \) as in

\[
a = (\hat{\Psi}^T \hat{\Psi} + v I)^{-1} \hat{\Psi}^T \mathcal{E},
\]

where \( v \) is scanned and set to the one when

\[
\varepsilon_\ell = \frac{1}{\mathcal{M}} \sum_{m=1}^{\mathcal{M}} \left( |E_m| - T(\xi^{(m)}) \right)^2
\]

reaches its minimum. \( \hat{h}_m \) is the \( m \)-th diagonal element of the square matrix \( \hat{\Psi}^T \hat{\Psi} \). When \( \mathcal{M} \geq \mathcal{L} \), we calculate \( \mu \) of \( |E|^2 \) as in

\[
\mu = \frac{1}{\mathcal{M}} \sum_{m=1}^{\mathcal{M}} |E_m|^2,
\]

and calculate \( \sigma \) in (15).

The PCA-RR based method is summarised in Fig. 1.

The PCA-RR method offers two advantages which allow us to minimise the computational cost of UQ while maintaining the accuracy of the UQ results.

1) Before building the sparse PC expansion, the PCA method is utilised to reduce a certain number of input parameters. As a consequence, we obtain the less number of PC bases than in the PC expansion without using the PCA method. The fewer number of PC bases required for the UQ computation means the lower complexity of the regression model thereby improving the stability and accuracy of UQ results.

2) Although the RR method is more versatile than the OLS method, it has a higher algorithmical complexity compared to the OLS method and requires more computational resources. The condition of \( \mathcal{M} \geq \mathcal{L} \) in Fig. 1 enables to improve the computational efficiency for UQ. When \( \mathcal{M} \geq \mathcal{L} \), the RR method is not the preferred method to calculate \( a \), rather the OLS method in (16) is then best suited. As a consequence, the unnecessary computation of using RR method is avoided and the computational cost of the PCA-RR based method is reduced.

III. NUMERICAL EXPERIMENTS FOR UNCERTAINTY QUANTIFICATION

The MCM and the PCA-RR based method are utilised to quantify the uncertainty of the FDTD results. The simulation scenario is depicted in Fig. 2 where we place a point soft source excitation 17 mm away from the human body and observe \( \mathcal{E} \) in the middle of the prostate tissue. 10 layers of the complex frequency shifted-perfect matched layers (CFS-PML) are used to terminate the 265 × 490 × 601 FDTD space. The digital human phantom (DHP) used in this work is provided by RIKEN (Saitama, Japan) under the non-disclosure agreement between RIKEN and the University of Manchester. The usage was approved by RIKEN ethical committee.

We use \( |E|^2 \) as the output of the 3-dimensional FDTD simulation calculated as in

\[
|E|^2 = \sum_{n=1}^{5000} \left( |E_x(i, j, k)|^2 + |E_y(i, j, k)|^2 + |E_z(i, j, k)|^2 \right),
\]

where \( (i, j, k) \) is the point location of the observation in the prostate and \( n \) is the FDTD time step. There are five influential tissues (fat, skin, muscle, bone and prostate) between the excitation and observation. \( |E|^2 \) observed changes significantly when one or more of the Debye parameters of the influential tissues are changed. The Debye parameters for all human tissues are presented in [65]. In our scenario, the input parameters refer to the Debye parameters of interest of the influential tissues whose complex permittivity and conductivity are varied within \( \pm 10\% \) in the FDTD simulations. The remaining Debye parameters of the human tissues as well as the values associated with the setting of the FDTD simulations, such as temporal and spatial sampling rate, are treated as constants.

1) The Monte Carlo method
The details of utilising the MCM for UQ are explained in [41], where \( \mu(\mathcal{M}) \) and \( \sigma(\mathcal{M})^2 \) are calculated by

\[
\mu(\mathcal{M}) = \frac{1}{\mathcal{M}} \sum_{m=1}^{\mathcal{M}} |E_m|^2
\]

and

\[
\sigma(\mathcal{M})^2 = \frac{1}{\mathcal{M} - 1} \sum_{m=1}^{\mathcal{M}} (|E_m|^2 - \mu(\mathcal{M}))^2
\]

![Fig. 1. Flow chart of the PCA-RR based method for UQ](image-url)
using the first $\mathcal{M} \cdot |E|^2$ among the $10^4 \cdot |E|^2$ varying $\mathcal{M}$ from 2 to $10^4$.

2) The PCA-RR based method

In the PCA method, 5% of information ($\hat{C}_D \geq 95\%$) [21] can be safely dropped without significantly affecting the accuracy of PCA. For example, in one of numerical experiments in case of $K = 10$ and $\mathcal{M} = 10$, 10 eigenvalues are obtained from (5) as in $\mathcal{H} = \{3.2, 2.2, 1.3, 1.3, 1.0, 7.0 \cdot 10^{-1}, 2.3 \cdot 10^{-1}, 6.3 \cdot 10^{-2}, 1.4 \cdot 10^{-2}, 1.1 \cdot 10^{-16}\}$. $C$ and $\hat{C}$ are then calculated in (6) and (7), respectively. The results are presented in Fig. 3.

Fig. 3 illustrates that 31.89% information can be explained by the first principal component, and contribution of each principal component to the total information is gradually reduced with the growth of $k$. Furthermore, the first 6 ($D = 6$) principal components possess over 95% information ($\hat{C}_6 = 96.93\%$). Therefore, the first 6 principal components are kept.

We obtain $L = 12$ by replacing $K$ in Section II-A with $D$ in the case of $D = 6$ and $r = 2$. The condition of $\mathcal{M} \geq L$ is not met. Thus the RR method is required for the calculation of $a$. Fig. 4 shows the change of the first 5 $a_{b_i}$ as $v$ increases from $10^{-6}$ to $2 \cdot 10^{-3}$ with an interval of $10^{-6}$. At some point, these coefficients become stable and gradually shrink to zero.

Fig. 5 is $\varepsilon_l$ calculated using $a$ in Fig. 4. $\varepsilon_l$ is minimum when $v = 2.2 \cdot 10^{-4}$. We therefore choose $a$ calculated with $v = 2.2 \cdot 10^{-4}$. The $\sigma$ of $|E|^2$ is then estimated in (15) using the chosen $a$ and the $\mu$ of $|E|^2$ is estimated in (20) using the 10 $|E|^2$ obtained from the 10 FDTD simulations.

IV. RESULTS AND DISCUSSIONS

Section IV presents $\mu$ and $\sigma$ obtained from the MCM and the PCA-RR based methods. Furthermore, a discussion is carried out to emphasise the merit of the PCA-RR based method.

A. Results

1) Average values:
The $\mu(M)$ of the first $M |E|^2$ obtained from the MCM is presented in Fig. 6, where $M$ varies from 2 to $10^4$. Fig. 7 shows $\mu$ obtained from the PCA-RR based methods for 1000 experiments. The $\mu$ from the MCM when $M = 10^4$ is presented as a straight line for comparison.

2) Standard deviations:

Fig. 8 presents $\sigma(M)$ of the first $M |E|^2$ obtained from the MCM, where $M$ varies from 2 to $10^4$.

Fig. 9 shows $\sigma$ obtained from the PCA-RR based method for 1000 experiments. $\sigma$ from the MCM when $M = 10^4$ is presented as a straight line for comparison.

B. Discussions

The PCA-RR based method focuses on the improvement of the computational efficiency while preserving the accuracy of the UQ result. The performance of the PCA-RR based method is analysed from the viewpoint of its accuracy and the computational efficiency.

1) Accuracy:

We define the result from the PCA-RR based method less than $\pm 5\%$ away from the result of MCM as the satisfactory result. 875 $\mu$ out of 1000 $\mu$ in Fig. 7 and 722 $\sigma$ out of 1000 $\sigma$ in Fig. 9 are satisfactory. The accuracies of using PCA-RR based method for UQ of the FDTD results are therefore 87.5% for average estimation and 72.2% for standard deviation estimation, which outperforms one of the state-of-the-art UQ techniques namely the least angle regression (LARS) method whose accuracies are 86.8% for average estimation and 63.4% for standard deviation estimation [41]. The main causes of unsatisfactory results from the PCA-RR based method include underfitting, outlier and unreasonable $\varepsilon_l$. The underfitting and the outlier have been detailed in our previous work [41]. As for the unreasonable $\varepsilon_l$, in the process of the RR method, $v$ is determined at which $\varepsilon_l$ is minimum. We randomly choose the 100 satisfactory $\sigma$ and 100 unsatisfactory $\sigma$ in Fig. 9 and present their corresponding minimum $\varepsilon_l$ in Fig. 10. It is worth noting that minimum $\varepsilon_l$ of the 100 unsatisfactory $\sigma$ are about 6 times higher than those of the 100 satisfactory $\sigma$. We call the $\varepsilon_l$ larger than 0.5 as the unreasonable $\varepsilon_l$. In the RR method, all 2000 scanned $v$ could yield unreasonable $\varepsilon_l$. In such a case, the minimum $\varepsilon_l$ is also unreasonable. An unreasonable $\varepsilon_l$ indicates that the calculation of $\alpha$ in the PCA-RR based method is not accurate and thus the UQ result deviates from
its true value.

Furthermore, we evaluate the influence of the LHS method on the accuracy and stability of the PCA-RR based method. The average and the standard deviation of $\sigma$ in Fig. 2 which are obtained from the PCA-RR based method with the LHS method, are $3.395 \pm 0.349$, while $\sigma(10^4) = 3.348$. Replacing the LHS method with the random sampling (RS) method, we conduct 1000 experiments to obtain 1000 $\sigma$ using the PCA-RR based method. The average and the standard deviation for the 1000 $\sigma$ are presented in Table I, which demonstrates that the LHS method improves both accuracy and stability of the PCA-RR based method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average of $\sigma$</th>
<th>Standard deviation of $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA-RR based method with LHS</td>
<td>3.395</td>
<td>0.349</td>
</tr>
<tr>
<td>PCA-RR based method with RS</td>
<td>3.237</td>
<td>0.475</td>
</tr>
</tbody>
</table>

TABLE I

Comparison of the LHS method and the RS method. The accuracy is calculated as $1 - \frac{\sum_{\sigma=1}^{\sigma(10^4)} \sigma - \sigma(10^4)}{\sigma(10^4)}$.

2) Computational efficiency:

Apart from the FDTD simulation, the computational cost of an UQ technique is negligible. Therefore, we only take the number of required FDTD simulations into account when evaluating the computational efficiency of an UQ technique. Fig. 11 shows the number of required FDTD simulations of the three methods of the general PC expansion, the sparse PC expansion and the PCA-RR based method, where the general PC expansion refers to the PC expansion with $L$ calculated in (5) without utilising the hyperbolic scheme. The PCA-RR based method demands the smallest number of FDTD simulations among the three techniques thereby greatly reducing the computational cost. For example, when $K = 10$, the number of required FDTD simulations in the general PC expansion and the sparse PC expansion are 66 and 20 respectively, whereas the PCA-RR based method only requires 10 FDTD simulations. In general, when $q = 0.4$, the computational cost with regard to the FDTD simulations in the PCA-RR based method is half of the cost required in the sparse PC expansion.

Though the minimum number of required FDTD simulations in the PCA-RR based method is identical to the number of input parameters, the accuracy of UQ results can be further improved from additional input samples. Fig. 12 shows $\mu$ and $\sigma$ obtained from the PCA-RR based method varying $M$ from 10 to 100. The $\mu$ and $\sigma$ from the MCM when $M = 10^4$ are presented as dashed lines for comparison. When $M \geq 30$, $\sigma$ is stable as $M$ increases. Fig. 13 shows the influence of $v$ on $\sigma$ in (15) in the case of $M = 10$, where $v$ varies from $10^{-7}$ to 0.5. With the increase of $v$, $\alpha$ in (17) gradually decreases resulting in the reduction of $\sigma$ in (15).

We define the PCA-RR based method with the minimum $\varepsilon_l$ in (18) less than 0.1 as the high-accuracy PCA-RR (HA-PCA-RR) based method. Table II presents the comparisons of the proposed method with other advanced UQ techniques including the NIPC method, the works in [52] and [20], where the P-PCA-RR based method refers to the parsimonious PCA-RR based method which only uses the minimum number of required FDTD simulations. [52] combines PCA with sparse grid interpolation for UQ and the relative tolerance is set to 0.2 in our scenario. [20] proposes a combined uncertainty based UQ method. It is worth noting that the accuracy of $\sigma$ in HA-PCA-RR based method outperforms other UQ methods while it demands the second least number of FDTD simulations.

Though the performance of the P-PCA-RR based method is relatively moderate, it requires the least number of FDTD simulations.

V. CONCLUSION

Various sparse techniques can be utilised to alleviate the curse of dimensionality. However, the computational cost is
### Table II

<table>
<thead>
<tr>
<th>Method</th>
<th>FDTD simulations</th>
<th>( \mu )</th>
<th>Accuracy of ( \mu )</th>
<th>( \sigma )</th>
<th>Accuracy of ( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIPC</td>
<td>65</td>
<td>20.942</td>
<td>99.56%</td>
<td>4.083</td>
<td>78.11%</td>
</tr>
<tr>
<td>Work in [52]</td>
<td>221</td>
<td>21.154</td>
<td>98.54%</td>
<td>3.207</td>
<td>99.52%</td>
</tr>
<tr>
<td>Work in [20]</td>
<td>30</td>
<td>20.720</td>
<td>99.37%</td>
<td>4.027</td>
<td>79.79%</td>
</tr>
<tr>
<td>P-PCA-RR based</td>
<td>10</td>
<td>21.116</td>
<td>98.72%</td>
<td>3.844</td>
<td>85.25%</td>
</tr>
<tr>
<td>HA-PCA-RR based</td>
<td>27</td>
<td>20.947</td>
<td>99.41%</td>
<td>3.305</td>
<td>98.66%</td>
</tr>
</tbody>
</table>

Comparisons of the proposed method with the UQ methods of NIPC expansion, [52] and [20], where P-PCA-RR refers to the parsimonious PCA-RR based method which only uses the minimum number of required FDTD simulations, and HA-PCA-RR indicates the high-accuracy PCA-RR based method whose minimum \( \varepsilon \) in (18) is less than 0.1. The accuracies are calculated by \( 1 - \frac{|\mu - \mu(10^4)|}{\mu(10^4)} \) and \( 1 - \frac{|\sigma - \sigma(10^4)|}{\sigma(10^4)} \), respectively.

---

still non-negligible when a system has a considerable number of input parameters. This paper proposed a versatile UQ technique in order to overcome this problem. In contrast to the previous works on UQ, the PCA-RR based method significantly reduces the number of required FDTD simulations by combining the PCA method and the hyperbolic scheme. It also introduces the RR method in the calculation of the NIPC coefficients to enable the matrix inversion to be successfully performed irrespective of the number of input samples. As a consequence, the PCA-RR based method is capable of accurately quantifying the uncertainty of the FDTD computation using only 10 FDTD simulations for 10 input Debye-parameters, whereas at least 66 FDTD simulations are required in the general NIPC expansion.

The main contribution of this paper lies in the significant reduction of the computational cost for UQ. Comparing with existing UQ techniques, the PCA-RR based method is one of the least-costly UQ techniques. Furthermore, it presents a better stability than other regression techniques such as the LARS method and the least absolute shrinkage and selection operator (LASSO) method [66] since our method reduces the complexity of the regression model.
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APPENDIX A

MATHEMATICAL NOTATIONS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{E}$</td>
<td>Electric field</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Polynomial basis</td>
</tr>
<tr>
<td>$r$</td>
<td>Order of NIPC expansion</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of Debye parameters of interest</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Debye parameters of interest</td>
</tr>
<tr>
<td>$b$</td>
<td>Index of polynomial basis</td>
</tr>
<tr>
<td>$b_L$</td>
<td>Collective form of $b_1 b_2 \cdots b_C$</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>Number of polynomial bases in the NIPC expansion</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>Sample set</td>
</tr>
<tr>
<td>$\mathcal{X}$</td>
<td>Standardised $\mathcal{X}$</td>
</tr>
<tr>
<td>$\mathcal{G}$</td>
<td>Covariance matrix</td>
</tr>
<tr>
<td>$\mathcal{C}$</td>
<td>Vector of variance explained</td>
</tr>
<tr>
<td>$\mathcal{C}$</td>
<td>Cumulative summation of the elements of $\mathcal{C}$</td>
</tr>
<tr>
<td>$D$</td>
<td>Number of remained Debye parameters</td>
</tr>
<tr>
<td>$X_{\text{sub}}$</td>
<td>Transformed subset of $\mathcal{X}$</td>
</tr>
<tr>
<td>$T(\xi^{(m)})$</td>
<td>Predicted value of $</td>
</tr>
<tr>
<td>$a$</td>
<td>Coefficient of $\psi$</td>
</tr>
<tr>
<td>$\varepsilon_i$</td>
<td>LOO error</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Penalty factor</td>
</tr>
<tr>
<td>$\mu(\mathcal{M})$</td>
<td>Average value from the MCM</td>
</tr>
<tr>
<td>$\sigma(\mathcal{M})$</td>
<td>Standard deviation from the MCM</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Standard deviation</td>
</tr>
</tbody>
</table>

Runze Hu received the B.S. degree in computer science from the North China Electric Power University, Baoding, China, in 2014, and the M.Sc. degree in computer science from the University of Manchester, Manchester, U.K., in 2016. He started his Ph.D. study in Electrical and Electronics Engineering, University of Manchester, U.K., in 2017. His current research interests include artificial intelligence, uncertainty quantification techniques, and high-performance computing.

Fumie Costen (M’97) received the B.S. degree, the M.S. degree in electrical engineering and the Ph.D. degree in Informatics, all from Kyoto University, Japan. From 1993 to 1997 she was with Advanced Telecommunication Research International, Kyoto, where she was engaged in research on direction-of-arrival estimation based on Multiple Signal Classification algorithm for 3-D laser microvision. She filed three patents from the research in 1999 in Japan. She was invited to give 5 talks in Sweden and Japan during 1996-2014. From 1998 to 2000, she was with Manchester Computing in the University of Manchester, U.K., where she was engaged in research on metacomputing and has been a Lecturer since 2000. Her research interests include computational electromagnetics and computer networking in such topics as a variety of the finite difference time domain methods for microwave frequency range, microwave imaging, application of deep learning to FDTD, radar images and medical images. She filed a patent from the research on the boundary conditions in 2012 in the U.S.A. Her work extends to the hardware acceleration of the computation using general-purpose computing on graphics processing units, Streaming Single Instruction Multiple Data Extension and Advanced Vector eXtensions instructions. Dr. Costen received an ATR Excellence in Research Award in 1996 and a best paper award from 8th International Conference on High Performance Computing and Networking Europe in 2000.

Hideo Yokota received his Doctor of Engineering degree from the University of Tokyo in 1999. In 1993, he joined Higuchi Ultimate Mechatronics Project, Kanagawa Academy of Science and Technology, Kawasaki, Japan. In 1999, he joined RIKEN and is the contract researcher of Computational biomechanics unit. 2004-2012 Bio-research Infrastructure Construction Team Leader, VCAD system research program, RIKEN. 2007-2012 Cell-scale Research and Development Team Leader, Research Program for Computational Science, RIKEN. 2013-present Image Processing Research Team Leader, Center for Advanced Photonics, RIKEN. He is also a visiting Professor at Hokkaido University, Kobe University, Tokai University and the Tokyo University of Agriculture and Technology. He currently studies biomedical imaging and image processing to the biomedical simulation. Bioimaging Society, Best Image Award, 2005. The Commendation for Science and Technology by the Minister of Education, Culture, Sports, Science and Technology, Young Scientists Prize in 2008.
Vikass Monebhurrun (SM’07) received the PhD degree in electronics in 1994 and the Habilitation à Diriger des Recherches (HDR) in physics in 2010 from Université Pierre et Marie Curie (Paris VI) and Université Paris-Sud (Paris XI), respectively. He was engaged in research on electromagnetic non-destructive testing for nuclear power and aeronautical applications until 1998, following which he joined the Department of Electromagnetics at Supélec (CentraleSupélec since 2015). His research interests encompass time domain numerical modeling as well as radio frequency measurements. He actively participated in French National Research Programs on electromagnetic dosimetry since 1998, namely COMOBIO (1999-2002 on 2G systems), ADONIS (2003-2005 on 3G systems) and MULTIPASS (2007-2010 on 4G systems). His research contributed to international standardization committees of CENELEC (European Committee for Electrotechnical Standardization), International Electrotechnical Commission (IEC), and IEEE. He is author and co-author of more than hundred peer-reviewed international conference and journal papers. He also holds three international patents on antennas for mobile communications. He is an active contributor to international standardization committees of IEC 62209, IEC 62232, IEC/IEEE 62704 and IEEE1528. He was a member of the European COST Action BM 1309. Dr. Monebhurrun serves as member of the Editorial Board of the IEEE COMPUMAG and IEEE CEFC conferences, and IEEE Transactions on Magnetics special issues since 1998. He is the founder of the IEEE Radio and Antenna Days of the Indian Ocean (RADIO) international conference and he served as General Chair for all seven editions since 2012. In 2013, he initiated the Radio Society (Mauritius) for which he serves as President. He is currently the Chair of the international committees of IEC/IEEE 62704-3 and IEEE Antennas and Propagation Standards. He further serves as member within several committees of the IEEE Antennas and Propagation Society. Since 2019, he is AdCom member of the IEEE Sensors Council and Corresponding Member of the Conference Coordination and Standards Coordination Subcommittees of IEEE Region 8. He serves as Associate-Editor for the IEEE Antennas and Propagation Transactions and Magazine, and Editor of the IoP Conference Series: Materials Science and Engineering. He was the recipient of the Union Radio-Scientifique Internationale (URSI) Young Scientist Award in 1996. Following the publication of the dual/logo IEC/IEEE 62704-3 international standard on computational dosimetry in 2017, he was awarded the IEEE Standards Association International Working Group Chair Award. As Chair of IEEE SIGHT Indian Ocean, he was presented the Ulrich L. Rohde Humanitarian Technical Field Project Award in 2018 for the Agriculture, Climate and Technology in Indian Ocean Network (ACTION) project. He was also the recipient of the IEC 1906 Award in 2018.

Ryutaro Himeno received his Doctor of Engineering degree from the University of Tokyo in 1988. In 1979, he joined Central Research Laboratories, Nissan Motor Co., Ltd., Yokosuka, Japan, where he has been engaged in the research of applying Computational Fluid Dynamics analysis to the car aerodynamic development. In 1998, he joined RIKEN and is a coordinator of R&D Group, Head Office for Information Systems and Cybersecurity at RIKEN. He is also a visiting professor at Hokkaido University, Kobe University and Tokyo Denki University. He currently studies Computational Bioengineering, High Performance Computing and blood flows of human bodies. He was a winner of Nikkei Science, Computer Visualization Contest in 2000 and Scientific Visualization Contest in 1996, and received JSME Computational Mechanics Division Award in 1997 and JSME Youth Engineer Award in 1988. He has also received the Paper Award by NICOGRAPH in 1993, GigaFLOPS Award by CRAY Research Inc. in 1990 and other awards.