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Abstract: Aryloxyalkanoate dioxygenases are unique herbicide 

biodegrading nonheme iron enzymes found in plants and hence, 

from environmental and agricultural point of view they are important 

and valuable. However, they often are substrate specific and little is 

known on the details of the mechanism and the substrate scope. To 

this end, we created enzyme models and calculate the mechanism 

for 2,4-dichlorophenoxyacetic acid biodegradation and 2-methyl 

substituted analogs by density functional theory. The work shows 

that the substrate binding is tight and positions the aliphatic group 

close to the metal center to enable a chemoselective reaction 

mechanism to form the C2-hydroxy products, whereas the aromatic 

hydroxylation barriers are well higher in energy. Subsequently, we 

investigated the metabolism of R- and S-methyl substituted inhibitors 

and show that these do not react as efficiently as 2,4-

dichlorophenoxyacetic acid substrate due to stereochemical clashes 

in the active site and particularly for the R-isomer give high rebound 

barriers. 

Introduction 

Herbicides are common chemicals used in agriculture to 

improve crop yield. Often, however, these chemicals cause 

toxicological and ecological problems to the environment.[1] As 

such, research has been devoted into biodegradable herbicides 

or environmentally friendly alternatives. Thus, herbicide 

biodegradation is important in agriculture and particularly from a 

human health perspective, whereby plants metabolize excess 

herbicide and prevent these chemicals from entering the human 

body or the environment. As a consequence a lot of scientific 

research has been devoted to studies into the efficiency and 

efficacy of these herbicides and their toxicological and 

environmental effects.[2] 

In recent years a number of herbicides have been identified that 

are biodegradable by plants. In particular, herbicide resistant 

maize [3] and corn [4] crops were engineered with the 

aryloxyalkanoate dioxygenase (AAD) enzyme and found to be 

able to degrade the commonly used herbicide 2,4-

dichlorophenoxyacetic acid (2,4-D) efficiently. This did not affect 

plant growth and led to herbicide biodegradation instead of its 

release into the environment.[4] Compounds like 2,4-D (Scheme 

1) are extensively used in agriculture as they are low-cost and 

effective.[5] Therefore, research has been performed into the 

activation of 2,4-D and structural and functional analogues, such 

as R- and S-2-(2,4-dichlorophenoxy)propanoate (designated RP 

and SP). In particular, further use of aryloxyalkanoate 

dioxygenases in plant biotechnology and agriculture is being 

pursued. However, as little is known on the catalytic mechanism 

and substrate scope of these fascinating enzymes, we decided 

to do a computational study into the enzymatic reaction 

mechanism of AAD to shed light on its selectivity patterns. 

 

Scheme 1. Common dichlorophenoxy acids used in agriculture as herbicides. 

Early studies on the enzyme AAD characterized it as a 

mononuclear nonheme iron hydroxylase that utilizes -

ketoglutarate (KG; also called 2-oxoglutarate) and dioxygen.[6] 

Using 14C isotopically labelled KG it was established that the 

reaction produces 14CO2 as products probably in a reaction with 

dioxygen. Moreover, gas chromatography-mass spectrometry 

measurements characterized succinate as a product. Based on 

these measurements, a catalytic cycle was proposed, whereby 

KG binds to an iron(II) center and with dioxygen reacts to form 

an iron(IV)-oxo species and succinate upon release of CO2. 

These nonheme iron(II) dioxygenases are widespread in nature 

and are involved in biosynthesis as well as biodegradation 

reactions.[7] For instance, the biosynthesis of antibiotics, such as 

viomycin and vancomycin, involves a nonheme iron 

dioxygenase,[8,9] while the metabolism of cysteine in the human 

body is triggered by the nonheme iron dioxygenase cysteine 

dioxygense.[10] For analogous nonheme iron dioxygenases, 

including taurine/KG dioxygenase and prolyl-4-hydroxylase the 

iron(IV)-oxo species was trapped and characterized and it was 

shown to be the active oxidant in a reaction with deuterated 

substrate.[11,12]  
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Figure 1. Left: Active site environment of R-2-(2,4-dichlorophenoxy)propanoate-bound AAD as taken from the 5BKB pdb file with key amino acid residues and 

Mn(II) ion highlighted. Right: Reaction mechanism of 2,4-dichlorophenoxyacetic acid biodegradation by AAD enzymes with Succ = succinate and KG = -

ketoglutarate. 

AAD is expected to convert 2,4-D to its monohydroxylated 

product initially while in a subsequent step it is transformed into 

dichlorophenol, which was characterized as the final product. 

The latter is biodegraded by catechol dioxygenases to -

ketoadipate further. Details of the reaction mechanism are still 

elusive and the monohydroxylated product has never been 

characterized specifically. In addition to AAD, there are also 

enzymes, namely (R)- and (S)-dichlorprop/-ketoglutarate 

dioxygenases (RdpA and SdpA), that activate the analogous 

substrates RP and SP (Scheme 1). The RdpA and SdpA 

enzymes show distinct differences in substrate binding pocket 

and hence do not fit the other enantiomer well and react highly 

enantiospecifically.[13] Even AAD, is known to activate SP but not 

RP efficiently although the reasons for this remain unknown.[14] 

The AAD amino acid sequence was determined [15] and a 

structure of AAD enzymes was crystallographically resolved. In 

Figure 1, we highlight the active site of AAD as based on the 

5BKB protein databank (pdb) file.[16,17] Although the engineered 

structure has a central manganese(II) ion, the wildtype protein is 

a nonheme iron dioxygenase where the iron(II) is bound to the 

protein through a typical 2-His/1-Asp linkage with residues His111, 

Asp113 and His270. The crystal structure has the inhibitor R-2-

(2,4-dichlorophenoxy)propanoate bound, which is located just 

above the plane of the metal-KG group and its carboxylate 

group forms a hydrogen bonding interaction with the phenol 

group of Tyr221, while several aliphatic amino acids (Leu82, Leu83) 

line the top of the substrate binding pocket. An active site Arg 

residue (Arg285) does not appear to interact with the carboxylate 

of the substrate but is close to the metal-bound carboxylates of 

KG and Asp113. 

Despite the fact that several biochemical studies investigated 

the substrate-scope, dioxygen usage and product 

distributions,[6,15,18] little is known on the details of the reaction 

mechanism of AAD and whether alternative substrates can be 

activated. Therefore, we pursued a computational study into the 

activation of 2,4-D, RP and SP by AAD enzymes. As shown 

here, the substrate-binding pocket is tight and compact and 

enables little flexibility, which affects the reaction patterns for 

substrate hydroxylation. Alternative reactions such as aromatic 

hydroxylation were also tested but found to be high in energy, 

while aliphatic hydroxylation is predicted to be the favored 

pathway. 

Results and Discussion 

We created cluster models based on the first- and second-

coordination sphere of the AAD active site and substrate-binding 

pocket obtained from a molecular dynamics simulation on the 

crystal structure coordinates (Supporting Information). Cluster 

models have been used extensively for calculating the reaction 

mechanisms of heme and nonheme iron enzymes.[19] Generally, 

they include the oxidant and substrate and their direct 

environments with second-coordination sphere residues that 

interact through hydrogen-bonding, steric and charge-dipole 

interactions. Recent studies on cluster models showed that the 

second-coordination sphere is critical in the description of 

reaction selectivities, whereby small model complexes or 

QM/MM with a small QM region often predict wrong kinetics and 

product distributions when essential substrate-protein 

interactions are missing in the model.[19de] Large cluster models 

with more than 200 atoms as calculated with density functional 

theory often reproduce substrate binding and positioning in 

enzyme active sites well and have shown to reproduce 

experimental rate constants and selectivities.[19af] Consequently, 

they are the method of choice for enzymatic reaction 

mechanisms. 

Our model (Figure 2) is based on the 5BKB pdb file,[16,17] and 

converted into the iron(IV)-oxo oxidant in the catalytic cycle of 

AAD by replacement of the metal ion in the pdb with an iron(IV)-

oxo group with the oxygen atom trans to methylimidazole for 
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His270, and with bound propionate instead the succinate (Succ). 

Furthermore, a large chain of twelve amino acid residues (Arg104 

until Phe116) that circumvents the oxidant and donates two 

ligands (His111 and Asp113) to iron was included in the model. An 

additional eight protein residues were taken as part of the model, 

which describe the shape of the substrate-binding pocket 

through mostly aliphatic residues (Val80, Pro81, Leu82, Leu83, 

Val220) and a Tyr residue (Tyr221) that hydrogen bonds to the 

carboxylate group of the substrate. The model has two water 

molecules that form hydrogen-bonding interactions with the 

phenol group of Tyr221 and the alcohol group of Ser114 located in 

the vicinity of the substrate carboxylate group. Note that the pdb 

file contains SP as the substrate, which was manually replaced 

by 2,4-D. The cluster model has 337 atoms and was calculated 

in the triplet and quintet spin states. In addition, we created 

iron(IV)-oxo cluster models with bound SP (5ReB) and one with 

bound RP (5ReC) by manually replacing one of the hydrogen 

atoms of the substrate with a methyl group. 

 

Figure 2. AAD model with 2,4-D bound as studied in this work. Wiggly lines 

represent where bonds were cut and where link (hydrogen) atoms were added. 

We created two substrate bound reactant structures with 2,4-D 

bound, namely ReA1 and ReA2 that have the substrate in a 

different orientation. Both reactant complexes were geometry 

optimized in Gaussian without constraints in the triplet and 

quintet spin states. The unconstraint geometry optimizations did 

not divert the structure dramatically from the starting crystal 

structure coordinates and an overlay puts most atoms in similar 

positions (Figure S4, Supporting Information). Structure 5ReA2 is 

lower in energy than 5ReA1 by E+ZPE = 2.8 kcal mol1 (ZPE 

stands for zero-point energy) and as such the two substrate 

orientations are likely to exist alongside each other. The triplet 

spin reactants 3ReA1 and 3ReA2; on the other hand, are E+ZPE 

= 15.3 and 16.4 kcal mol1 higher in energy than the lowest 

energy quintet spin state structure 5ReA2. The spin state ordering 

does not change when a different density functional theory 

method or basis set is used in the calculations (see Supporting 

Information) or through the addition of solvent or dispersion 

corrections. The AAD enzyme; therefore, is expected to have an 

iron(IV)-oxo intermediate in its catalytic cycle with a quintet spin 

ground state while the triplet spin conformers will play little role 

of importance. Our calculated spin-state ordering is in 

agreement with previous calculations on iron(IV)-oxo 

intermediates of analogous nonheme iron dioxygenases and 

biomimetic model complexes,[20,21] that also found a quintet spin 

state for trigonal bipyramidal iron coordination. In addition, 

experimental work on nonheme iron enzymes characterized 

these systems as quintet spin ground states using electron 

paramagnetic resonance measurements.[11,22] Often in 

biomimetic iron(IV)-oxo complexes the triplet and quintet spin 

states are close in energy and the first-coordination sphere 

orientation determines what the lowest energy spin state is. In 

particular, in complexes with the metal in trigonal bipyramidal 

symmetry often the structure is stabilized a high-spin state, while 

in octahedral symmetry the triplet spin state is the ground state. 

Therefore, our calculated spin-state-ordering fits the pattern 

seen in nonheme iron dioxygenases and matches experiment 

well.[20,22]  

Optimized geometries of the lowest energy quintet spin reactant 

structures of models 5ReA1 and 5ReA2 are shown in Figure 3. The 

two reactant complexes have similar first-coordination sphere 

interactions with almost identical FeO and FeN(His270) 

interactions that are found within 0.001 Å of each other. An 

overlay (right-hand-side of Figure 3) of 5ReA1 and 5ReA2 shows 

that also the second-coordination sphere is virtually in the same 

position and little changes have incurred when the substrate was 

reoriented. Therefore, the enzyme is highly rigid and substrate 

and oxidant bind neatly into the active site, but there is space for 

multiple substrate orientations. In both structures the carboxylate 

group of the substrate forms hydrogen bonding interactions with 

a peptide amide group (of Ser114) as well as with the 

guanidinium group of Arg285. The other NH2 group of Arg285 has 

hydrogen bonding interactions with the carboxylate groups of 

succinate and Asp113 of the first-coordination sphere. The main 

difference between the substrate positioning in 5ReA1 and 5ReA2 

is related to the aliphatic CH2 group. Thus, the pro-S CH bond 

in 5ReA1 is at a distance of 2.626 Å of the iron(IV)-oxo, while the 

pro-R CH bond is much further away at 4.297 Å. By contrast, in 
5ReA2 both pro-R and pro-S are at large distances from the 

iron(IV)-oxo species, namely at 4.169 and 5.764 Å, respectively. 

Therefore, despite the fact that 5ReA2 is the lower energy isomer, 

the substrate orientation is lesser favorable for aliphatic CH 

abstraction than in 5ReA1 and hence may be lesser reactive. 

Moreover, in 5ReA2 the ortho-carbon atom of the phenyl ring is at 

a shorter distance of 3.265 Å (3.287 Å in 5ReA1). Based on these 

geometries; therefore, it is not clear how the substrate will react 

with oxidant and consequently we tested aliphatic hydroxylation 

at the pro-R and pro-S positions of the substrate as well as 

aromatic hydroxylation of the ortho-position. 
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5ReA1
5ReA2 Overlay of 5ReA1 and 5ReA2

 

Figure 3. Optimized geometries of quintet spin reactant complexes with substrate in position A1 or A2. Bond lengths are in angstroms and the overlay of the two 

structures gives 5ReA1 in purple (substrate in red) and 5ReA2 in light blue (substrate in green). 

  

 

Scheme 2. Reaction mechanisms calculated for substrate activation by AAD with definition of the labels of the structures. 

Next, we explored the reaction mechanisms leading to three 

possible products, namely pro-R and pro-S hydroxylation of the 

C2-position and ortho-aromatic hydroxylation of 2,4-D. Details of 

the mechanisms and the individual steps considered are shown 

in Scheme 2. The aliphatic hydroxylation starts with a hydrogen 

atom abstraction of the pro-R or pro-S CH bond of the 

substrate via transition states TS1proR and TS1proS, respectively, 

and relax to an iron(III)-hydroxo radical intermediate IM1. An OH 

rebound step via TS2reb,proR or TS2reb,proS gives either the R-2-

hydroxy-2,4-D (PrproR) or S-2-hydroxy-2,4-D (PrproS) products. As 

the ortho-carbon atom of the phenyl ring is close in position to 

the iron(IV)-oxo species in both reactants complexes, we also 

attempted a nucleophilic pathway, where an addition complex 

(IM1CO) is formed after a CO bond formation transition state 

(TS1CO). An internal hydrogen atom transfer from the ipso-CH 

group to the oxo via transition state TS2NA gives the phenol 

product (PrNA). 

Let us start with a discussion on the aliphatic hydroxylation of 

2,4-D leading to R- and S-C2-hydroxylated products. 

Experimental studies failed to trap and characterize the singly 

hydroxylated species and as such it is not known if the enzyme 

reacts enantioselectively on 2,4-D. Although we located two 

reactant complexes, 5ReA1 and 5ReA2, both connect to the same 

hydrogen atom abstraction transition states for hydrogen atom 

abstraction from the pro-R and pro-S C2H positions.  
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Figure 4. DFT calculated potential energy profile for 2,4-D hydroxylation at the pro-R and pro-S positions for an AAD cluster model. Energies are in kcal mol1 and 

are obtained at UB3LYP/BS2//UB3LYP/BS1+ZPE level of theory while values in parenthesis have dispersion corrections included. Optimized geometries give 

bond lengths in angstroms and the imaginary frequency in cm1. 

We located transition states on the quintet spin state surface for 

hydrogen atom abstraction from the pro-R and pro-S positions of 

2,4-D. The hydrogen atom abstraction transition state for the 

pro-R hydrogen abstraction (5TS1proR,s) has a barrier of E+ZPE 

= 15.2 kcal mol1. On the other hand, the pro-S hydrogen atom 

abstraction transition state (5TS1proS,s) is E+ZPE = 14.4 kcal 

mol1 above the reactants complex. Therefore, the calculations 

predict the pro-R and pro-S hydrogen atom abstraction transition 

states to be in a close window within 1 kcal mol1 with a small 

preference for the pro-S C2H hydrogen atom abstraction. The 

ordering does not change when dispersion, thermal or entropic 

corrections are added to the energies. 

Optimized geometries of the transition states are shown in 

Figure 4 as well. The pro-R hydrogen atom abstraction transition 

state is relatively central with CH and OH distances that are of 

similar magnitude: r(CH) = 1.288 Å, r(OH) = 1.247 Å, while 

these values are 1.251 and 1.275 Å for 5TS1proS,s, respectively. 

The two hydrogen atom abstraction transition states both have a 

large imaginary frequency of i1438 cm1 (pro-R) and i1223 cm1 

(pro-S), which will result in a significant tunneling contribution 

and a large kinetic isotope effect upon replacement of the 

hydrogen atom with deuterium. Indeed, our calculated kinetic 

isotope effects (Supporting Information Table S27) predicts the 

free energy of activation to increase by more than 2 kcal mol1 

leading to KIE values well over 10 with empirical tunneling 

corrections included. As such the structures are functionally 

similar in geometry as well as energy.  

The FeO distances in the hydrogen atom transition states have 

elongated from 1.655 Å in 5ReA1 (Figure 3) to 1.759 Å in 

5TS1proR,s and 1.748 Å in 5TS1proS,s (Figure 4) as expected from 

the electron transfer from the substrate into the s*z2 orbital along 

the FeO axis. Thus, the reactant structure has a quintet spin 

configuration with *xy
1 *xz

1 *yz
1 s*x2-y2

1. These orbitals 

represent the antibonding interactions of the metal 3d orbitals 

with first-coordination sphere ligands, whereby the z-axis is 

taken along the molecular FeO bond. After hydrogen atom 

transfer, a radical intermediate is formed (5IM1s) with electronic 

configuration of *xy
1 *xz

1 *yz
1 s*x2-y2

1 s*z2
1 Sub

1. The metal type 

orbitals are singly occupied with a -spin electron, while the 

substrate radical has a -spin electron in orbital Sub. 

For a number of radical intermediate structures we attempted to 

locate the alternative -type intermediate (5IM1) with 

configuration *xy
2 *xz

1 *yz
1 s*x2-y2

1 Sub
1, whereby all unpaired 

electrons are up-spin. For the pro-S hydrogen atom abstraction 

pathway, we located both 5IM1proS,s and 5IM1proS, states as well 

as the two transition states leading to these radical complexes, 

namely 5TS1proS,s and 5TS1proS,, and found the s-type transition 

state and intermediate the lowest in energy by at least 8 kcal 

mol1. In particular, the 5TS1proS, was 23.6 kcal mol1 above the 

energy of the reactants and consequently well higher in energy 

than the s-type transition states and hence the -pathway will 

not be able to compete with the s-pathway. This result matches 

previous calculations on the s- versus -configuration in iron(III)-

hydroxo complexes.[23] Although the triplet spin reactants were 

well above the quintet spin reactants, we calculated and 

optimized the hydrogen atom abstraction transition states for the 

pro-R and pro-S positions as well.  
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Figure 5. DFT calculated potential energy profile for aromatic hydroxylation of 2,4-D hydroxylation by an AAD cluster model. Energies are in kcal mol1 and are 

obtained at UB3LYP/BS2//UB3LYP/BS1+ZPE level of theory while values in parenthesis have dispersion corrections included. Optimized geometries give bond 

lengths in angstroms and the imaginary frequency in cm1. 

These transition states are very high in energy, 26.6 and 30.7 

kcal mol1 respectively, and consequently, the triplet spin state 

will play little role in the substrate activation mechanism.  

After the radical intermediate an OH rebound transition state 

leads to the R- and S-hydroxy products. The 5TS2proR,s and 
5TS2proS,s transition states are of the same level of energy and 

are much smaller than the hydrogen atom abstraction, which will 

be rate-determining. The 5TS2proR,s structure has a long CO 

bond of 2.363 Å and hence is an early transition state. Previous 

DFT calculations on OH rebound reactions gave similar 

structures with long CO bonds and elongated FeO bonds.[24] 

The imaginary frequency for the OH rebound transition state is 

i362 cm1 and shows a CO stretch vibration as expected. 

As the substrate contains an aromatic ring, we considered 

aromatic hydroxylation at the ortho-position with respect to the 

ether bond and studied this pathway for the model A2 reactant 

structure. The obtained energy profile and optimized geometries 

of the transition states along the aromatic hydroxylation pathway 

are shown in Figure 5. The initial CO bond formation transition 

state is relatively high in energy (E+ZPE = 21.3 kcal mol1) and 

is well higher in energy than the hydrogen atom abstraction 

barriers shown in Figure 4. Structurally, the nucleophilic 

transition state (5TS1CO,s) is relatively linear with a FeOC 

angle of 170 and long CO and FeO bonds of 1.887 and 

1.761 Å. The transition state has an imaginary frequency of i434 

cm1 corresponding to a CO stretch vibration. This magnitude 

of the imaginary frequency is typical for aromatic hydroxylation 

transition state that typically have a broad potential energy 

surface with imaginary frequencies below i500 cm1.[25] 

After the transition state the system relaxes to a radical 

intermediate with *xy
1 *xz

1 *yz
1 s*x2-y2

1 s*z2
1 Sub

1 configuration, 

i.e. the 5s-pathway as discussed above in aliphatic hydroxylation. 

The radical intermediate 5IM1CO,s; however, is less stable than 

the reactants complex by E+ZPE = 10.3 kcal mol1, which 

means it has a relatively small barrier for the reverse reaction 

leading back to the reactants complex. Furthermore, the 

subsequent hydrogen atom transfer from the ipso-position to the 

oxygen atom has a high barrier of 35.2 kcal mol1. This is a 

relatively high barrier that will make the alternative aromatic 

hydroxylation process unlikely at room temperature. In previous 

studies such as the cytochromes P450, it was shown that this 

step is assisted by a basic residue in the substrate binding 

pocket, such as a pyrrole-heme nitrogen atom that would act as 

a springboard and shuttle the proton from the ipso-position to 

the oxygen atom.[25a] In the structure of AAD; however, no proton 

acceptor group is available nearby the ipso-proton and hence a 

proton shuttle mechanism is not feasible here. As a 

consequence only a direct hydrogen atom transfer is possible, 

which is high in energy. It is clear that the substrate binding 

pocket in AAD is not accommodated for an aromatic 

hydroxylation process. Nevertheless, the overall aromatic 

hydroxylation reaction is highly exothermic and the product 

complex is more stable than reactants by 38.4 kcal mol1, but 

due to slow kinetics it may not be a possible product. 

Next, we explored the reactivity of alternative substrates in the 

AAD model and considered the enzyme inhibitors R- and S-2-

(2,4-dichlorophenoxy)propanoate (molecules RP and SP). To 

this end we took the 5ReA1 optimized geometry and manually 

replaced 2,4-D with either SP or RP to obtain the model B and C 

reactant complexes: 5ReB and 5ReC. Figure 6 shows details of 

the aliphatic hydroxylation pathways of the two alternative 

substrates. Interestingly, both models give similar hydrogen 

atom abstraction barriers, i.e. 16.2 kcal mol1 for 5TS1proR,B,s and 

16.4 kcal mol1 for 5TS1proS,C,s.  
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Figure 6. Activation of inhibitors SP and RP by the iron(IV)-oxo model complex of AAD. Energies are in kcal mol1 and are obtained at 

UB3LYP/BS2//UB3LYP/BS1+ZPE level of theory. Optimized geometries give bond lengths in angstroms and the imaginary frequency in cm1. 

These barriers are somewhat higher in energy than those found 

for 2,4-D and show that the second-coordination sphere makes 

the hydrogen atom abstraction more difficult. The raise in 

hydrogen atom abstraction barriers from 2,4-D to SP/RP is 

surprising as in SP and RP and tertiary CH bond is broken, 

whereas in 2,4-D a secondary CH bond is broken. Usually, 

tertiary CH bond strengths are weaker than secondary CH 

bond strengths and lead to lower hydrogen atom abstraction 

barriers. Therefore, a lower energy hydrogen atom abstraction 

barrier would be expected for SP and RP than for 2,4-D, which 

clearly is not the case in AAD. Consequently, the substrate 

binding pocket may affect substrate positioning and hamper the 

hydrogen atom abstraction barriers for RP and SP. 

Structurally, the hydrogen atom abstraction transition states from 

RP and SP by AAD are indeed very similar with CH and OH 

distances within 0.005 Å. The 5TS1proR,B,s is slightly more upright 

with an FeOC angle of 157, while it is only 147 for 
5TS1proS,C,s. Both transition states have a large imaginary 

frequency for hydrogen atom transfer with magnitude of i1201 

cm1 for 5TS1proR,B,s and i1119 cm1 for 5TS1proS,C,s. These values 

indicate that the hydrogen atom abstraction will undergo 

significant amount of tunneling and will experience a large 

kinetic isotope effect when the transferring hydrogen is replaced 

by deuterium. 

After the hydrogen atom abstraction from either RP or SP a 

radical intermediate is formed. However, despite the fact that 

OH rebound has a relatively small barrier for RP (E+ZPE = 6.7 

kcal mol1 above 5IM1C,s) the barrier for rebound for SP is much 

larger, namely 20.6 kcal mol1 above the radical intermediate 
5IM1B,s). This implies that radical rebound will be rate-

determining for substrate SP and due to the high barrier the 

reaction will be slow. On the other hand, for RP the rebound is 

lower and the rate-determining step will be hydrogen atom 

abstraction with significantly lower barrier than OH rebound for 

substrate SP. Therefore, the two stereoisomers RP and SP will 

react differently in AAD enzymes and different product 

distributions will be obtained. As RP and SP have the same 

number of atoms, we analyzed the substrate binding energies 

into the substrate binding pocket by comparing the relative 

energies of 5ReB,SP and 5ReC,RP. Thus, 5ReC,RP is lower in energy 

than 5ReB,SP by 3.4 kcal mol1. As such, the RP inhibitor will be 

stronger bound than SP in the AAD substrate-binding pocket 

and consequently, product release will be more energetic for RP 

than SP. Therefore, there are differences in stability, reactivity 

and rebound barriers for the reactions of AAD with RP and SP. 

To understand the differences in kinetics between 2,4-D and 

RP/SP, we calculated homolytic bond dissociation energies 

(BDEs). Firstly, we took isolated substrates and calculated their 

geometry and energy in the gas-phase. Subsequently, the 

structure was recalculated with one hydrogen atom removed in 

the doublet spin state. Together with the energy of a hydrogen 

atom, the BDE was calculated for the pro-R and pro-S C2H 

bonds of 2,4-D as well as the CH bonds in RP and SP. In the 

gas-phase, not surprisingly, the tertiary CH bonds in RP and 

SP are the weakest at 87.3 kcal mol1, while the secondary 

C2H bonds in 2,4-D both have a BDE = 90.5 kcal mol1. 

Generally, hydrogen atom abstraction barriers correlate with the 

strength of the CH bond that is broken and hence a lower 

barrier for RP and SP would be expected than for 2,4-D.  
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Figure 7. Calculated (UB3LYP/BS2) values for substrate BDEs in the gas phase (top) or inside a protein environment for the substrate-bound reactant complexes. 

Energies contain ZPE and are in kcal mol1 for the abstraction of a hydrogen atom. 

The hydrogen atom abstraction barriers, however, do not follow 

the trend in BDE values and we find lower hydrogen atom 

abstraction barriers from the C2H position for 2,4-D as a 

substrate than RP or SP. Therefore, the interactions of the 

protein and steric restraints of the substrate-binding pocket must 

affect the kinetics. 

To find out how and if the protein affects the BDE values through 

long-range electrostatic interactions, we took the structures of 
5ReA2, 5ReB and 5ReC and did a single point energy calculation at 

B3LYP/BS2 for a sextet spin state with one hydrogen atom 

removed from the C2H position of substrate. We then 

calculated the substrate diabatic BDE values inside the protein 

matrix and the results are shown at the bottom of Figure 7. As 

can be seen, the BDE values of 2,4-D change inside the protein 

and both pro-R and pro-S C2H bonds are stronger with values 

of 99.6 and 99.3 kcal mol1. Despite this, the calculations find 

that there should not be a selectivity for hydrogen atom 

abstraction from the C2H bond with almost equal bond energies. 

This is indeed what the potential energy landscapes above show. 

As these values are close in energy similar hydrogen atom 

abstraction barriers are expected, which is indeed seen from the 

full transition state optimizations from Figure 4. 

Similarly to the BDEs of 2,4-D inside the protein, also the C2H 

BDEs for SP and RP were evaluated from the reactant 

complexes 5ReB and 5ReC. In both cases the CH bond strength 

goes up by about 10 kcal mol1 with respect to the gas-phase 

BDE. Moreover, the C2H BDEs for SP and RP inside the 

protein are both lower in energy than the ones for 2,4-D. This 

would mean a lower hydrogen atom abstraction for SP or RP as 

a substrate compared to 2,4-D. However, the fully characterized 

transition states show slightly higher energy barriers for SP and 

RP (16.2 and 16.4 kcal mol1) as compared to those from 2,4-D 

(pro-R at 15.2 kcal mol1 and pro-S at 14.4 kcal mol1). 

Therefore, steric restraints of substrate approach rather than 

long-range electrostatic contributions affect the kinetics of 

substrate activation in AAD. 

Conclusion 

The work described in this paper is focused on the binding and 

activation of herbicide molecules to the nonheme iron enzyme 

AAD. Cluster models with 2,4-D, RP and SP bound in the AAD 

binding pocket with iron(IV)-oxo present were generated and the 

substrate hydroxylation pathways studied with density functional 

theory methods. The work shows that all three substrate can 

bind into the active site and react through C2H hydroxylation, 

which is identified as the initial product of the AAD reaction with 

substrate. The reaction pathways are stepwise via a radical 

intermediate and with a rate-determining hydrogen atom 

abstraction step. The pro-R and pro-S hydrogen atom 

abstraction barriers are close in energy and so is the 

subsequent OH rebound. Consequently, the DFT calculations 

predict a mixture of R- and S-hydroxy-2,4-D as products. The 

alternative aromatic hydroxylation was also studied but found to 

be high in energy mostly due to the absence of a proton shuttle 

acceptor that can relay a proton from the aromatic ring to the 

phenol group. Subsequently, we studied RP and SP 

hydroxylation by AAD and show that the hydrogen atom 

abstraction barriers – against expectation based on BDE values 

– are higher in energy than those for 2,4-D. Despite the slower 

hydrogen atom abstraction step, both substrates can be 

activated by AAD, fit the substrate binding pocket well and 

should give hydroxylated products efficiently. Although there 

may be differences in overall reaction rate due to major 

differences in OH rebound barrier for the two stereo-isomers as 

a result of the substrate binding pocket interactions that slow 

down the OH rebound step for SP. Overall, the work shows that 
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2,4-D and analogous substrates can be biodegraded by AAD 

enzymes efficiently and detoxified. Therefore, this should give 

ample applications of AAD in biotechnology and agriculture. 

Experimental Section 

Model Set-Up. A cluster model was designed based on the crystal 

structure coordinates of the substrate and -ketoglutarate bound form of 

AAD-1 reported by Nair et al[16] and deposited as the 5BKB pdb file at the 

protein databank.[17] This is an engineered protein structure saturated 

with manganese(II) rather than iron(II). Subsequently, the manganese(II)-

-ketoglutarate group in the pdb was replaced by iron(IV)-oxo-succinate. 

We selected the residues from chain A and added hydrogen atoms in 

Chimera at pH = 7.3.[26] A molecular dynamics (MD) simulation was 

performed (Supporting Information) and shows that the structure is highly 

rigid and has a tight substrate binding pocket. 

Next, we created a cluster model based on the last point of the MD 

simulation. We took the iron(IV)-oxo(succinate) and abbreviated 

succinate in our model to propionate. In the model (Figure 2) the axial 

histidine residue (His270) was truncated to methylimidazole, while the 

other protein ligands of the metal were part of the peptide chain Arg104-

Val105-Ile106-Gly107-Asp108-Asp109-Trp110-His111-Thr112-Asp113-Ser114-

Thr115-Phe116 with Val105, Trp110, Thr112 and Thr115 shortened to a Gly 

residue. In addition, part of the substrate binding pocket was included in 

the model, namely the chain Val80-Pro81-Leu82-Leu83 and the peptide 

dimer Val220-Tyr221. The Phe140 and Arg285 side chains were abbreviated 

to toluene and methylguanidine. The overall model is shown in Figure 2 

and had a total of 337 atoms and has overall charge 1. We calculated 

this system in the lowest lying triplet and quintet spin states. The inhibitor 

models were started from the optimized geometries of the 5ReA2 

structures, where substrate 2,4-D was manually replaced to RP or SP by 

replacing one of the C2H groups to C2CH3. 

Computational Approach. The Gaussian-09 software package was 

used for all quantum chemical calculations discussed here.[27] Following 

our previous experience with cluster models of nonheme iron 

dioxygenases,[28] we utilized the unrestricted B3LYP density functional 

method in combination with a LANL2DZ (with electron core potential) on 

iron and 6-31G on the rest of the atoms: basis set BS1.[29,30] To correct 

the energetics, single point calculations with the LACV3P+ (with electron 

core potential) on iron and 6-311+G* on the rest of the atoms were 

performed. The latter set of calculations included a continuum polarized 

conductor model (CPCM) with a dielectric constant mimicking 

chlorobenzene.[31] We ran some test calculations with the SMD solvent 

model and find quantitatively the same trends as with CPCM, see 

Supporting Information for details. 

To validate the methods and models a series of test calculations on the 

rate-determining steps were performed using the PBE0/BS2 and B3LYP-

D3/BS2 methods.[29,32,33] These calculations predicted the same trends in 

spin-state-ordering and chemoselectivity and hence did not change the 

conclusions. Frequency calculations were performed on all local minima 

and transition states and it was confirmed that local minima had real 

frequencies only, while the transition states had a single imaginary mode 

for the correct vibration along the reaction coordinate. The amount of 

spin contamination in the optimized geometries was verified for each 

structure and the S2 values for the triplet spin structures are close to the 

ideal value of 2, while those for the quintet spin structures are close to 

the ideal value of 6. 
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