
 
 

 

 

Assessment of Energy Throughput for 
Improved Availability and Reduced 

Degradation of Battery Energy Storage 
Systems for Frequency Support Applications in 

Great Britain 
 

A thesis submitted to The University of Manchester for the Degree of 

Doctor of Philosophy 

in the Faculty of Science and Engineering 

 

 

 

2022 

 

 

 

Vasileios Tsormpatzoudis 

The Department of Electrical and Electronic Engineering 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Blank Page 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



4 
 

#ÏÎÔÅÎÔÓ  
Chapter 1 Introduction ............................................................................................ 21 

1.1. Background ............................................................................................................. 21 

1.2. Frequency Services ................................................................................................. 24 

1.2.1. Firm Frequency Response .............................................................................. 24 

1.2.2. Enhanced Frequency Response ...................................................................... 26 

1.2.3. Future Frequency Response Products ............................................................ 28 

1.3. Research Objectives ............................................................................................... 32 

1.4. Research Contributions of the Thesis ..................................................................... 33 

1.5. Thesis Outline ......................................................................................................... 33 

Chapter 2 Literature Review .................................................................................... 35 

2.1. Energy Storage Systems ......................................................................................... 35 

2.1.1. Anatomy of BESSs ........................................................................................... 37 

2.1.1.1. Battery Cells ............................................................................................ 37 

2.1.1.2. Power Electronics and Transformer ....................................................... 44 

2.2. Modelling of Battery Cells ...................................................................................... 45 

2.2.1. Empirical Models ............................................................................................ 45 

2.2.1.1. Cycle Counting ........................................................................................ 45 

2.2.1.2. Coulomb Counting .................................................................................. 46 

2.2.1.3. Equivalent Electrical Circuit .................................................................... 46 

2.2.1.4. Summary of Empirical Models ............................................................... 47 

2.2.2. Performance Degradation Models ................................................................. 48 

2.3. Round-Trip Efficiency of BESSs ............................................................................... 49 

2.4. BESS SoC control methods ..................................................................................... 52 

2.5. Summary ................................................................................................................ 56 

Chapter 3 Efficiency and Instantaneous Power Losses of a Commercial BESS ........... 58 

3.1. SieStorage Description ........................................................................................... 58 

3.2. Data Capture .......................................................................................................... 60 

3.2.1. Profibus Sampled Data ................................................................................... 61 

3.2.2. Profibus Multiplexer Data .............................................................................. 62 

3.2.3. Calibration of SieStorage Measured Data ...................................................... 63 

3.2.3.1. Battery Current and Voltage .................................................................. 63 



5 
 

3.2.3.2. AC Current, Voltage and Real Power ..................................................... 64 

3.2.4. Measurement Uncertainty ............................................................................. 69 

3.2.5. Room Temperature ........................................................................................ 70 

3.3. Methodology .......................................................................................................... 70 

3.4. Data Analysis .......................................................................................................... 73 

3.4.1. Typical Test Cycle Data ................................................................................... 75 

3.4.2. Temperature Data .......................................................................................... 77 

3.4.2.1. Battery Temperature ............................................................................. 77 

3.4.2.2. Converter Temperature ......................................................................... 79 

3.4.3. Battery Rack Data ........................................................................................... 80 

3.4.3.1. Battery Rack Voltage .............................................................................. 81 

3.4.3.2. Battery Rack Current .............................................................................. 84 

3.4.4. Converter Data ............................................................................................... 84 

3.5. Instantaneous Power Losses .................................................................................. 86 

3.5.1. Instantaneous Power Efficiency Maps ........................................................... 89 

3.6. Round-trip Efficiency .............................................................................................. 90 

3.7. Outputs .................................................................................................................. 95 

3.8. Summary ................................................................................................................ 96 

Chapter 4 Modelling and Analysing SoC while Providing Frequency Response Services  

4.1. Historical Frequency Analysis of the UK Grid ......................................................... 97 

4.1.1. Comparison of dynamic FFR and Dynamic Moderation Profiles ................... 99 

4.1.1.1. Service Profile ...................................................................................... 100 

4.1.1.2. Number of Events ................................................................................ 101 

4.1.1.3. Average Event Power and Duration ..................................................... 102 

4.1.1.4. Accumulated Energy ............................................................................ 104 

4.1.1.5. Energy to Power Ratio ......................................................................... 105 

4.1.1.6. Summary of Key Characteristics .......................................................... 107 

4.1.2. Analysis of the Most Demanding Day .......................................................... 107 

4.2. SoC Modelling while Providing Dynamic FFR Service .......................................... 109 

4.2.1. Description of Experimental Service Provision ............................................ 109 

4.2.2. Description of the Algorithm ....................................................................... 110 

4.2.3. Modelling the Response of the SieStorage .................................................. 111 



6 
 

4.2.3.1. Validation of Results for Dynamic FFR Response ................................. 112 

4.3. SoC Modelling while Providing Dynamic Moderation Service ............................. 118 

4.3.1. Validation of Algorithm for Dynamic Moderation Response ....................... 118 

4.4. Outputs ................................................................................................................. 120 

4.5. Summary .............................................................................................................. 120 

Chapter 5 SoC Control for Frequency Supporting Storage Systems .......................... 122 

5.1. SoC Management Control .................................................................................... 122 

5.1.1. Proposed Control Method ............................................................................ 123 

5.1.1.1. Target SoC ............................................................................................. 124 

5.1.2. Control Implementation ............................................................................... 125 

5.1.3. Simulation Results ........................................................................................ 127 

5.1.3.1. Predicted Availability without SoC Control .......................................... 127 

5.1.3.2. Predicted Availability with Dead-Band SoC Control ............................. 129 

5.1.3.3. Predicted Availability with Proposed SoC Control ............................... 131 

5.1.3.4. Availability Improvements .................................................................... 132 

5.2. Long Term Availability Improvements ................................................................. 133 

5.2.1. {ȅǎǘŜƳΩǎ tŜǊŦƻǊƳŀƴŎŜ CŀŎǘƻǊ ǿƛǘƘƻǳǘ /ƻƴǘǊƻƭ ............................................ 134 

5.2.2. {ȅǎǘŜƳΩǎ tŜǊŦƻǊƳŀƴŎŜ ǿƛǘƘ 5ŜŀŘ-Band SoC Control ................................... 137 

5.2.3. {ȅǎǘŜƳΩǎ tŜǊŦƻǊƳŀƴŎŜ ǿƛǘƘ ǘƘŜ tǊƻǇƻǎŜŘ {ƻ/ /ƻƴǘǊƻƭ ............................... 141 

5.2.4. Discussion of Availability Improvements...................................................... 145 

5.3. Summary .............................................................................................................. 147 

Chapter 6 Conclusions and Future Work ................................................................. 149 

6.1. Summary of Key Research Findings ...................................................................... 149 

6.1.1. Efficiency and Instantaneous Power Losses of a Commercial BESS ............. 149 

6.1.2. Predicting the Performance of a BESS for Frequency Response Services .... 149 

6.1.3. Proposed SoC Control for Frequency Response Services ............................. 150 

6.2. Conclusions ........................................................................................................... 151 

6.3. Further Research Opportunities ........................................................................... 152 

6.4. Research Outputs ................................................................................................. 154 

References .................................................................................................................... 155 

Appendix  - Supplementary Information for Chapter 2 .................................................. 172 

2.1 BESS Projects in the UK ........................................................................................ 172 

Appendix  - Supplementary Information for Chapter 3 .................................................. 173 



7 
 

3.1 Grid Side Measurement Error Calculations ......................................................... 173 

3.2 Simulink Schematic of Efficiency Tests ................................................................ 175 

3.3 Battery and Converter Temperature at the End of Discharge ............................. 176 

3.4 Battery Rack 1 Voltages at the start and end of rest ........................................... 178 

3.5 Battery Rack 1 Voltages for Low and Full Power ................................................. 179 

3.6 SieStorage Open Circuit Voltage vs SoC ............................................................... 180 

3.7 Converter Current Reported by Profibus ............................................................. 181 

3.8 Instantaneous Power Losses Contour Map ......................................................... 182 

3.9 Round-trip Efficiency Contour Map ..................................................................... 183 

Appendix  - Supplementary Information for Chapter 5 .................................................. 185 

5.1 {ƛŜ{ǘƻǊŀƎŜΩǎ tǊŜŘƛŎǘŜŘ tƻǿŜǊ ŀƴŘ {ƻ/ wŜǎǇƻƴǎŜ ŦƻǊ ǘƘŜ мсκмлκнлмт ǿƛǘƘ нр҈ 

Starting SoC ..................................................................................................................... 185 

5.2 {ƛŜ{ǘƻǊŀƎŜΩǎ Predicted Power and SoC Response for the 16/10/2017 with 75% 

Starting SoC ..................................................................................................................... 187 

5.3 Comparison of SieStorage's Availability and Performance During Unavailable Days 

without and with Control ................................................................................................ 189 

 

Word Count: 45937 



8 
 

,ÉÓÔ ÏÆ &ÉÇÕÒÅÓ 
Figure 1-1. Electricity generation mix by quarter and fuel source in Great Britain [7]. ......... 22 

Figure 1-2. Existing Firm Frequency Response services [13]. ................................................. 25 

Figure 1-3. EFR service envelope [22]. ................................................................................... 27 

Figure 1-4. Initial design of future frequency products response. ......................................... 30 

Figure 1-5. Updated design of Dynamic Containment service. .............................................. 31 

Figure 2-1. Comparison of energy and power density of various ESS technologies [51]. ...... 36 

Figure 2-2. Ragone plot of various rechargeable battery chemistries [49]. ........................... 37 

Figure 2-3. Basic schematic of a grid-connected BESS [56]ς[59]. .......................................... 37 

Figure 2-4. Performance comparison of different battery technologies [56]. ....................... 38 

Figure 2-5. Schematic of a Li-ion cell [54]. ............................................................................. 39 

Figure 2-6. Full discharge cell voltage against capacity of an A&S Power AS-G985Y7-1001-10F 

LFP cell after one, 230 and 550 cycles at 1C-rate. .................................................................. 42 

Figure 2-7. Overview of power electronic topologies for BESSs [77]. .................................... 44 

Figure 2-8. EEC representation of an nth order Li-ion model [109]. ...................................... 47 

Figure 2-9. Example of SoC area division. .............................................................................. 54 

Figure 3-1. SieStorage room. .................................................................................................. 59 

Figure 3-2. Schematic and control structure of SieStorage. .................................................. 60 

Figure 3-3. Error fit line for measured DC current. ................................................................ 64 

Figure 3-4. SieStorage measurement error against measured power scope current. ........... 66 

Figure 3-5. SieStorage measured line current waveforms at 45 kW (upper plot) and 240 kW 

(lower plot). ............................................................................................................................ 66 

Figure 3-6. SieStorage power measurement error. ............................................................... 69 

Figure 3-7. Efficiency test sequence, including sequence order. ........................................... 71 

Figure 3-8. Sample SieStorage data at 45 kW power set-point, and 85% - 90% SoC. ............ 73 

Figure 3-9. Flowchart of the data analysis process in reference to sector of the cycle and the 

operation of the SieStorage. .................................................................................................. 74 

Figure 3-10. SieStorage data for 45 kW and 240 kW charge-discharge cycles, at 5% and 20% 

ɲ{ƻ/Φ....................................................................................................................................... 76 

Figure 3-11. Maximum battery temperature at 240kW, 20-40% SoC cycle. ......................... 79 

Figure 3-12. Maximum converter temperature at 240kW, 70-90% SoC cycle. ...................... 80 

Figure 3-13. Battery rack 1 reverse current delay. ................................................................. 81 

Figure 3-14. Rack 1 voltage at end of the rest period against SoC. ....................................... 82 



9 
 

Figure 3-15. Voltage against SoC for battery rack 1 during charge and discharge for 75-80% 

SoC range. .............................................................................................................................. 83 

Figure 3-16. Battery rack 1 current at the start of the charge and discharge. ...................... 85 

Figure 3-17. Contour map of the instantaneous power losses of the SieStorage system with 

labels. ..................................................................................................................................... 88 

Figure 3-18. Instantaneous power efficiency of SieStorage. ................................................. 89 

Figure 3-мфΦ /ƻƴǘƻǳǊ Ǉƭƻǘ ƻŦ ǘƘŜ {ƛŜ{ǘƻǊŀƎŜΩǎ ǊƻǳƴŘ-trip efficiency from 9 kW to 240 kW and 

ŦǊƻƳ мл҈ ǘƻ фл҈ {ƻ/ ŀǘ мл҈ ҟ{ƻ/Φ....................................................................................... 92 

Figure 3-нлΦ /ƻƴǘƻǳǊ Ǉƭƻǘ ƻŦ ǘƘŜ {ƛŜ{ǘƻǊŀƎŜΩǎ ǊƻǳƴŘ-trip efficiency from 9 kW to 240 kW and 

ŦǊƻƳ мл҈ ǘƻ фл҈ {ƻ/ ŀǘ нл҈ ҟ{ƻ/Φ....................................................................................... 93 

Figure 3-21. Round-trip efficiency for all power and SoC ranges tested. .............................. 95 

Figure 4-мΦ !ƴƴǳŀƭ ŦǊŜǉǳŜƴŎȅ ŘŜƴǎƛǘȅ ƻŦ ¦YΩǎ ƎǊƛŘ ŦǊƻƳ нлмп ǘƻ нлмфΦ ................................ 98 

Figure 4-2. Annual percentage of time spent inside and outside of the FFR and EFR narrow 

dead-band. ............................................................................................................................. 99 

Figure 4-3. Dynamic FFR and Dynamic Moderation service envelopes. .............................. 100 

Figure 4-4. Number of low and high events for the dynamic FFR and Dynamic Moderation 

profiles from 2014 to 2019. ................................................................................................. 102 

Figure 4-5. Average dynamic FFR and Dynamic Moderation event power and duration per 

year from January 2014 to December 2019. ....................................................................... 103 

Figure 4-6. Accumulated per unit energy for every SP for the dynamic FFR and Dynamic 

Moderation service from January 2014 to December 2019. ............................................... 105 

Figure 4-7. Per unit energy to power ratio distribution of each SP between from January 2014 

and December 2019 for the dynamic FFR and Dynamic Moderation service. .................... 106 

Figure 4-8. Event per unit energy for the most energy demanding days for dynamic FFR and 

Dynamic Moderation. .......................................................................................................... 108 

Figure 4-9. Flowchart of in service mode for dynamic low FFR support. ............................ 111 

Figure 4-10. Simulated and experimental state of charge and power flow for the dynamic low 

FFR service from 17:00 on the 22nd to 9:00 on the 23rd of February 2018. 1 pu power set to 

120 kW. ................................................................................................................................ 113 

Figure 4-11. Simulated and experimental state of charge and power flow for the dynamic low 

FFR service from 17:00 on the 2nd of March 2018. 1 pu power set to 240 kW. ................. 114 

Figure 4-12. Simulated and experimental state of charge and power flow for the dynamic low 

FFR service from 17:00 on the 9th of March 2018. 1 pu power set to 240 kW. ................... 116 

Figure 4-13. Measured and modelled SieStorage Dynamic Moderation performance for the 

16th of October 2017. ........................................................................................................... 119 



10 
 

Figure 5-1. Target SoC band for SieStorage without degradation (a), and with current 

degradation (b). .................................................................................................................... 125 

Figure 5-2. Flowchart of SieStorage control. ........................................................................ 125 

Figure 5-3. Flowchart of the rate limiter output. ................................................................. 127 

Figure 5-пΦ CǊŜǉǳŜƴŎȅ ŀƴŘ {ƛŜ{ǘƻǊŀƎŜΩǎ ǇǊŜŘƛŎǘŜŘ ōŜƘŀǾƛƻǳǊ ŦƻǊ ǘƘŜ мсth of October 2017. 

Initial SoC = 55%. .................................................................................................................. 128 

Figure 5-5. Service Performance Measure and Availability Factor of SieStorage on the 

16/10/2017 without SoC control. Initial SoC = 55%. ............................................................ 129 

Figure 5-сΦ {ƛŜ{ǘƻǊŀƎŜΩǎ ǇǊŜŘƛŎǘŜŘ ǇƻǿŜǊ ŀƴŘ {ƻ/ ōŜƘŀǾƛƻǳǊ ŦƻǊ ǘƘŜ мсth of October 2017 with 

dead-band SoC control. Initial SoC = 55%. ........................................................................... 130 

Figure 5-7. Service Performance Measure and Availability Factor of SieStorage on the 

16/10/2017 with dead-band SoC control. Initial SoC = 55%. ............................................... 131 

Figure 5-уΦ {ƛŜ{ǘƻǊŀƎŜΩǎ ǇǊŜŘƛŎǘŜŘ ǇƻǿŜǊ ŀƴŘ {ƻ/ ōŜƘŀǾƛƻǳǊ ŦƻǊ ǘƘŜ мсth of October 2017 with 

the proposed SoC control. Initial SoC = 55%. ....................................................................... 132 

Figure 5-9. SieStorage's predicted SoC distribution with no SoC control over six years (2014-

19 inc). .................................................................................................................................. 135 

Figure 5-10. Distribution of unavailability events per day, month, and year without SoC 

control over the period 2014-2019 inc. ............................................................................... 136 

Figure 5-11. Service performance measure per settlement period over six years without SoC 

control. ................................................................................................................................. 137 

Figure 5-12. SieStorage's predicted SoC distribution with dead-band SoC control over six 

years (2014-19 inc). .............................................................................................................. 138 

Figure 5-13. Distribution of unavailability events per day, month, and year with SoC dead-

band control over the period 2014-2019 inc. ...................................................................... 139 

Figure 5-14. SieStorage predicted SoC for all eleven unavailable incidents with dead-band SoC 

control. ................................................................................................................................. 141 

Figure 5-15. SieStorage's predicted SoC distribution with the proposed 7.5% active power SoC 

control over six years (2014-19 inc). .................................................................................... 142 

Figure 5-16. Distribution of unavailability events per day, month, and year with the proposed 

7.5% active power SoC control over the period 2014-19 inc. .............................................. 143 

Figure 5-17. Service performance measure per settlement period over six years (2014-19 inc) 

with the proposed 7.5% active power SoC control. ............................................................. 144 

Figure 5-18. SieStorage predicted SoC for all three unavailable incidents with the proposed 

7.5% active power SoC control. ............................................................................................ 145 



11 
 

Figure 5-19. SieStorage's predicted SoC distribution between 45%-50% SoC using the three 

control approaches over six years (2014-19 inc). ................................................................ 147 

 



12 
 

,ÉÓÔ ÏÆ 4ÁÂÌÅÓ 
Table 1.1: EFR wide service frequency and power envelope. ................................................ 27 

Table 1.2: EFR narrow service frequency and power envelope. ............................................ 27 

Table 1.3: Availability Factor based on SPM per SP. .............................................................. 28 

Table 1.4: Characteristics of proposed future frequency products. ...................................... 29 

Table 1.5: Frequency reference points for future frequency products. ................................ 31 

Table 2.1: Comparison of lithium-ion chemistry properties - one demonstrates poor, while 

five very good performance. .................................................................................................. 40 

Table 2.2: Comparison of lifetime modelling approaches for BESS [9]. ................................. 45 

Table 3.1: Full 4.5 s multiplexer ID sequence, multiplexer output mapping and frequency of 

variables selected. .................................................................................................................. 63 

Table 3.2: Expressions determined for the correction of the currents for battery racks 1 and 

2. ............................................................................................................................................. 64 

Table 3.3: Power set-points used in the tests. ....................................................................... 72 

Table 3.4: End of charge voltages for each real power set-point at 80% SoC. ...................... 83 

Table 3.5: Differences between Vdc for Rack 1 and 2............................................................ 84 

Table 3.6: Comparison of the SieStorage instantaneous power efficiency averaged across the 

range from 10% to 90% SoC for each power set-point. ......................................................... 90 

Table 4.1: Summary of the main characteristics for the dynamic FFR and Dynamic Moderation 

profiles. ................................................................................................................................. 107 

Table 4.2: Ideal, predicted, and measured performance of the SieStorage while providing 

dynamic low FFR. .................................................................................................................. 117 

Table 4.3: Measured and modelled performance of SieStorage while providing Dynamic 

Moderation. ......................................................................................................................... 120 

Table 5.1: Unavailability and Availability Factor for different initial SoC values, 16 October 

2017. ..................................................................................................................................... 133 

Table 5.2: Summary of SieStorage availability over six years (2014-19 inc). ....................... 146 

Table A-2.1: BESS Projects in the UK [70]. ............................................................................ 172 

Table A-5.1: Comparison of SieStorage's availability and performance during unavailable 

days. ..................................................................................................................................... 189 

 



13 
 

,ÉÓÔ ÏÆ 3ÙÍÂÏÌÓ 
 

C Capacitance [F] 

cos Cosine 

E Energy [Wh] 

f Electrical Frequency [Hz] 

I Current [A] 

)Ӷ Current Phasor [A] 

ὲ Number of Samples 

P Active Power [W] 

Q Reactive Power [VAr] 

R wŜǎƛǎǘŀƴŎŜ ώʍϐ 

S Apparent Power [VA] 

sin Sine  

t Time [s] 

tp Tender Price [£] 

V 
 

Voltage [V] 

6 Voltage Phasor [V] 

ώ Observed Value 

ώ Predicted Value 

 [%] Uncertainty ‏

 ́ Efficiency [%] 

 ̒ Angle [°] 

 ̄ Pi  



14 
 

,ÉÓÔ ÏÆ !ÂÂÒÅÖÉÁÔÉÏÎÓ 
 

AC Alternative Current 

AF Availability Factor 

AP Active Power  

BESS Battery Energy Storage System 

BMS Battery Management System 

CAES Compressed Air Energy Systems 

CO2 Carbon Dioxide 

COVID Coronavirus Disease 2019 

DB Dead-Band 

DC Direct Current 

DoE Department of Energy 

DoD Depth of Discharge 

EEC Equivalent Electrical Circuit  

EFR Enhanced Frequency Response 

EIS Electrochemical Impedance Spectroscopy  

EPSRC Engineering and Physical Sciences Research Council  

ESO Electricity System Operator  

ESS Energy Storage System 

EV Electric Vehicle 

FFR Firm Frequency Response 

GHG Greenhouse Gas 

GMT Greenwich Mean Time 

HVAC Heating, Ventilating and Air Conditioning  

ID Identity 

IP Intellectual Property 

Li2TiO3 (LTO) Lithium Titanate 

LiFePO4 (LFP) Lithium Iron Phosphate 

LiMn2O4 (LMO) Lithium Manganese Oxide 

LiNiMnCoAlO2 (NCA) Lithium Nickel Cobalt Aluminium Oxide 

LiNiMnCoO2 (NMC) Lithium Nickel Manganese Cobalt Oxide  

MAPE Mean Absolute Percentage Error  

MATLAB Matrix Laboratory 

NM Not Managed 

NREL National Renewable Energy Laboratory  

OCV Open Circuit Voltage 

PC Personal Computer 

PLC Programmable Logic Controller  

RC Resistance Capacitance 

RMS Root Mean Square 

RMSE Root Mean Square Error 

RoC Rate of Change 

RoCoF Rate of Change of Frequency 



15 
 

RPT Reference Performance Test 

RTE Round-Trip Efficiency 

SOC State of Charge 

SP Settlement Period 

SPM Service Performance Measure 

SR Slew Rate 

TSO Transmission System Operator 

UK United Kingdom 

UKERC UK Energy Research Centre 

UNFCC 
United Nations Framework Convention on Climate 
Change  



16 
 

!ÂÓÔÒÁÃÔ  
Investing in low or no-carbon means of energy production can dramatically reduce the 

greenhouse gas emissions in the energy sectors. Despite their significant benefits, 

renewables challenge the stability of the power networks due to their intermittent nature. 

To ensure the security of supply advanced power balancing techniques, such as energy 

storage, are essential. Battery energy storage systems (BESS) are widely used for grid 

frequency support. They can assist the grid in balancing any fluctuations and thereby ensure 

a reliable and secure supply. This project will investigate a commercial nickel manganese 

cobalt (NMC) chemistry, Siemens SieStorage BESS, from the perspective of a BESS operator, 

at a system level and develop a state of charge (SoC) control technique to use the system 

more efficiently in terms of availability while providing Dynamic Moderation (DM) frequency 

response services. 

This thesis presents the results of a performance test schedule to evaluate the round-trip 

efficiency and power losses across the full operating range of the SieStorage system. The 

schedule evaluates over 237 operating conditions; ten different real power set-points, and 

24 SoC ranges across the 5% to 90% SoC operating window. A round-trip efficiency and 

instantaneous power loss map is then produced. Historical frequency data for the UK grid 

have been analysed using the dynamic firm frequency response (FFR) and DM frequency 

response profiles. An algorithm to calculate the output power, energy, SoC, and predict the 

availability of a storage system for the above frequency response profiles is developed. The 

instantaneous power losses of the system are included in the algorithm in a form of a look-

up table. The algorithm is then validated against the SieStorage while providing DM service 

on the most energy demanding day. The algorithm accurately estimates the energy usage of 

the SieStorage with an error of 2.94%.  

A novel control algorithm is then proposed, where ŀ ǎƳŀƭƭ ǇŜǊŎŜƴǘŀƎŜ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǇƻǿŜr 

rating is dedicated to manage its SoC level. The algorithm offers a 16.67% reduction of the 

peak SoC managing power and 92.5% slower ramp rate when compared to the dead-band 

SoC control, and 98.5% slower when compared to the maximum ramp rate of 5% of the 

contracted power for the Dynamic Containment service. The proposed control achieves a 

reduction of 76.44% in the time that the system was unavailable to respond when compared 

to the dead-band SoC control, while avoiding high SoC regimes where the battery 

degradation is more severe. 
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Chapter 1  LƴǘǊƻŘǳŎǘƛƻƴ 

1.1.  Background 

The first power system was created in the 1880s and was based on direct current (DC). The 

power losses in a DC system are mainly dependent on the magnitude of the current; to 

minimise the losses in the system, the voltage level has to be high. At the time, such high 

voltages were not technically feasible either for generation or consumption of power. In 1889 

with the development of the alternating current (AC) equipment, mainly transmission and 

transformer, single-phase power successfully transmitted over 21 km at 4 kV, stepped down 

to 50 V for distribution [1]. A typical electric power network can be divided into three main 

parts: generation, transmission, and distribution.  

Conventional power plants burn fossil fuels such as oil and coal to generate electricity [2]. 

Even though burning fossil fuels is a cheap way to generate electricity, it is also the most 

prominent source of global greenhouse gas emissions. In the pursuit of reducing the global 

carbon dioxide (CO2) emissions, low or no-carbon means of energy production such as 

renewable energies are becoming increasingly more common.  

In the 1990s, coal and gas were the predominant sources of electricity generation. In 1994, 

the United Nations Framework Convention on Climate Change (UNFCC) placed developed 

countries accountable to take action towards the mitigation of climate change and the 

reduction of greenhouse gas (GHG) emissions [3]. To address climate change, the Climate 

Change Act 2008 enforced legal energy targets on the UK government [4]. Initially, in 2008, 

the UK Government committed to reducing its emissions by at least 80% of 1990 levels by 

2050 [5] however, the target was revised in 2019 to be at least 100% by 2050 in order to 

reach net-zero emissions [6]. 

The UK power system consists of many generation technologies, ancillary services, and 

storage systems. Since 2015, the share of the gas generation in the UK's energy fuel mix 

increased, while the share generated from coal decreased. Simultaneously, the UK system 

started integrating renewable energy, mostly wind and solar. In the first quarter of 2019, the 

electricity generation fuel mix comprised 38% gas, 24% renewables, 16% nuclear, and 10% 

bioenergy. The remaining 12% was made up by imports, coal, hydro and other fuels [7]. 
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Figure 1-1 shows the electricity generation mix in Great Britain from 1998. The data in Figure 

1-1 is categorised by fuel type and displayed on a quarterly basis. At the time of writing, the 

record for coal free running of the UK power system is 67 days which came to an end on the 

16th of June 2020. 

 

Figure 1-1. Electricity generation mix by quarter and fuel source in Great Britain [7].  

To achieve the targets set by the UK Government, low or no-carbon means of energy 

production like renewable energies are becoming more common. Primary sources of 

renewable energy in the UK are wind, solar and hydroelectric. Even though renewable energy 

sources such as solar and wind are a great way to reduce the carbon footprint of the 

electricity generation, they pose challenges to the existing network infrastructure. The main 

problem of renewables is their intermittent nature: i.e. their generated output varies in a 

way which does not necessarily coincide with the demand of the network. Furthermore, 

renewables offer non-synchronous supply; thus, ŘŜŎǊŜŀǎƛƴƎ ǘƘŜ ǎȅǎǘŜƳΩǎ ƛƴŜǊǘƛŀ ŀƴŘ 

challenge the stability and thereby the security of the power grid [8], [9]. Moreover, new 

highly-dynamic loads, such as heat-pumps and EV charging stations that are being introduced 

to the network, are increasing the complexity of the AC power network. Drastic measures in 

the operation and management of the grid have to be taken to ensure the growth of 

renewable energy penetration [10]. 

T
e
r
a
w
a
t
t

-
h
o
u
r
s
 

(T
W
h)
/q
u
a
r
t
e
r

Electricity generation mix by quarter and fuel source (GB)

Coal Oil Gas NuclearHydro (natural flow) Wind and Solar

Wind and Solar (Just Offshore) BioenergyPumped storage (net supply)

Other fuelsNet imports (Interconnectors)

0

25

50

75

100

125



Introduction 

23 
 

The stability of the power systems is accomplished by balancing the generation and the 

demand at any given time. Any mismatch between the supply and demand causes the voltage 

and the frequency of the system to fluctuate. Therefore, the frequency of the system is a 

continuously changing variable that is determined by the real-time balance between the 

system demand and the total generation and is influenced by demand forecasting errors [8], 

[11]. If these variations are not managed, they may potentially exceed their permitted limits, 

causing issues such as outages to the network.  

The Transmission System Operator (TSO) has ǘƘŜ ƭŜƎŀƭ ǊŜǎǇƻƴǎƛōƛƭƛǘȅ ǘƻ Ƴŀƛƴǘŀƛƴ ǘƘŜ ǎȅǎǘŜƳΩǎ 

frequency within statutory limits. National Grid Electricity Transmission, the ¦YΩǎ TSO, has to 

operate the system nominally at 50.00 Hz with maximum allowed deviations of ± 1% [12]. 

However, the target operating frequency of the system in the UK is 50.00 Hz ± 0.2 Hz [13]. To 

be able to manage any deviations between the supply and the demand, and maintain the 

frequency within those limits, National Grid Electricity System Operator (ESO) procures 

various balancing services such as frequency response services [14]. Since traditional fossil 

fuel plants are incapable of responding quickly to the occurrence of such events, energy 

storage systems (ESSs) are essential to ensure the security of supply in power networks with 

high-concentrations of renewable systems and dynamic loads. 

ESSs convert electrical energy to some form of energy that can be stored and released when 

required [15], [16]. There are a plethora of ESSs technologies, such as chemical, mechanical, 

pumped-hydro, and electrochemical [17]. Depending on the technology of the storage 

system, the size and the response time varies. Electrochemical storage systems, such as 

lithium-ion (Li-ion) battery cells, are in the spotlight of research for both electric vehicle and 

grid applications. Some of the advantages that Li-ion Battery Energy Storage Systems (BESSs) 

offer include flexibility in specific power and energy rating, high round-trip efficiency, and 

fast response time [18]. However, their efficiency depends on multiple mechanisms and 

varies across the state of charge (SoC) of the battery [19]. The finite energy stored within a 

lithium-ion BESS means that knowledge of both the energy and instantaneous power 

efficiency, over the full power and SoC operating range is essential to use the asset most 

effectively.  
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1.2.  Frequency Services 

The increase in embedded power-electronic-interfaced generation units, such as renewable 

energy sources has led to a reduction of the rotational inertia in the power system. 

Furthermore, this has also resulted in faster imbalances between the total demand and 

generated output. Over the past few years, along with increasing renewable penetration, 

balancing services have gained the interest of the system operators as they provide a way to 

ensure the stability of the system. Electricity System Operators (ESOs) use several balancing 

services to ensure the security of supply across a country's transmission system either by 

procuring from generation or load asset owners. There is trust that ESOs have the security of 

the supply in their best interests when designing balancing services. National Grid uses a 

portfolio of 15 balancing services across five main categories, to maintain the security and 

ensure the quality of supply in the United Kingdom [20]. 

One of these categories is the frequency response services. Such services are imperative to 

ensure the secure operation of electric power networks with high concentrations of 

renewable energy sources. This service is activated automatically as a consequence of an 

imbalance, in an effort to contain a frequency deviation and has three by-products:  

¶ Firm Frequency Response: a fast service of dynamic or non-dynamic changes in active 

power in response to changes in frequency [21].  

¶ Enhanced Frequency Response: a fast acting frequency service similar to Firm 

Frequency Response, however, designed to be delivered within one second or less. 

This service comes in two variants; wide and narrow band [22].   

¶ Mandatory Frequency Response: a mandatory and automatic change in active power 

output of large generators in response to a frequency change [20].  

Therefore, only the Firm and Enhanced Frequency Response services are available to Energy 

Storage Systems (ESSs).  

1.2.1.  Firm Frequency Response 

The Firm Frequency Response (FFR) service is divided into two categories: non-dynamic and 

dynamic frequency response. The non-dynamic or static frequency response is triggered at a 

defined frequency deviation and is a discrete service which assists in the management of a 

post-fault event. The defined frequency deviation, in which the service is activated, is 

specified in the Framework Agreement [23]. Dynamic frequency response is a continuous 
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service used to manage the second-by-second frequency variations. The service is triggered 

automatically when the frequency of the system crosses the predefined dead-band boundary 

of 50.00 Hz ± 0.015 Hz.  

The FFR services can further be divided in three depending on the direction of service as 

shown in Figure 1-2, the response and the service time [21], [23]ς[25]. These three services 

are:  

1. Primary response: Response starts within 2 seconds, reaching full response by 10 

seconds of an event, and can be sustained for 20 more seconds. 

2. Secondary response: Response starts within 10 seconds of an event, reaching full 

response by 30 seconds, and can be sustained for 30 minutes. 

3. High frequency response: Response starts within 2 seconds of an event, reaching full 

response by 10 seconds, and can be sustained indefinitely unless otherwise agreed. 

 

Figure 1-2. Existing Firm Frequency Response services [13].  

The FFR service was first introduced in the second half of 2013 [26]. In 2017 to attract new 

entrants, the minimum entry requirements for the service were reduced from 10 MW to 1 

MW [27]. The service also welcomes smaller units to participate by aggregating their output 

[21], [23]. In October 2018, the procurement process was transferred from monthly tenders 

to weekly basis auctions and standardised [28]. 

Monthly data of the FFR tenders are publicly available at National Grid's webpage  [29]. From 

October 2018 to June 2020, on average every month, there are 85 dynamic contracts and 24 

non-dynamic. In June 2020, there were 166 active FFR contracts, which represents an 84% 
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year over year increment. From these contracts, 78% of the agreements were for dynamic 

contracts, almost double the number of dynamic contracts from the previous year. 

The total cost of a contract for FFR is made up by multiplying the availability fee with the 

hours of delivery. The availability fee is submitted by the providers during the tendering 

process and defines the requested price for the provision of the service for every hour per 

MW submitted [24].  

1.2.2.  Enhanced Frequency Response 

The Enhanced Frequency Response (EFR) service was introduced by National Grid to 

compensate for faster frequency events and secure the network [30], [31]. The EFR provider 

has to achieve full active power output at 1 second or less of registering a frequency deviation 

[32]. 

The service has two frequency insensitive zone variants; a wide, which has a dead-band of 

50.00 Hz ± 0.05 Hz and a narrow with a dead-band similar to the FFR of 50.00 Hz ± 0.015 Hz. 

The dead-bands are designed to enable the providers to manage the state of charge (SoC) of 

their units. Figure 1-3 shows the EFR service envelope with the upper and lower SoC 

management limits. The specific frequency and reference points are listed for both services 

in Table 1.1 and Table 1.2Φ ²ƘŜƴ ǘƘŜ ƎǊƛŘΩǎ ŦǊŜǉǳŜƴŎȅ ƛǎ ǿƛǘƘƛƴ ǘƘŜ ŘŜŀŘ-band, the assets 

were permitted to use up to 9% of the contracted power, with maximum ramp rate allowed 

of 1% per second, to maintain the SoC of the system [22]. Moreover, the EFR service allowed 

energy limited participants to exercise an option to cease the provision of service whenever 

the duration of an event surpassed 15 minutes. 
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Figure 1-3. EFR service envelope [22]. 

Table 1.1: EFR wide service frequency and power envelope. Table 1.2: EFR narrow service frequency and power envelope. 

 

Service 1 (wide-band) 

Frequency, Hz Power Output, pu 

Reference Value Reference Value 

A 49.5 t 1 

B 49.75 u 0.444 

C 49.95 v 0.09 

D 50.05 w 0 

E 50.25 x -0.09 

F 50.5 y -0.444 

 z -1 
 

Service 2 (narrow-band) 

Frequency, Hz Power Output, pu 

Reference Value Reference Value 

A 49.5 t 1 

B 49.75 u 0.484 

C 49.985 v 0.09 

D 50.015 w 0 

E 50.25 x -0.09 

F 50.5 y -0.484 

 z -1 
 

On the first tender, in 2016, the total requirement of the EFR was set to 200 MW and while 

initially, each bidder could offer up to 50 MW this limit was reduced to 1 MW. Battery-based 

energy storage systems (BESSs) were the majority of the bidders [33]. The tender was 

concluded in July, with eight successful tenders, all proposing BESSs and providing the narrow 

variation of the service [34]. The average price of tender was £9.44 per MW per hour of 

service while the average duration of the contracts was 34756 hours which equates to about 

48 months [31].  
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During the service provision, the providers have to manage the system's SoC when the 

frequency is within the defined limits, denoted by the shaded area in Figure 1-3, by using 9% 

of their contracted power. A Service Performance Measure (SPM) has been created to 

calculate the availability of the unit per Settlement Period (SP). Each SP represents half an 

hour of service. SPM is given by the ratio of the summed second by second response of the 

asset against the expected response for the specific frequency value of each second. The SPM 

defines the Availability Factor (AF) for each SP as described below in Table 1.3.  

Table 1.3: Availability Factor based on SPM per SP. 

SPM per SP Availability Factor per SP 

< 10% 0% 

> 10%, < 60% 50% 

> 60%, < 95% 75% 

> 95% 100% 

The final payment of the asset for n settlement periods is shown in equation (1-1). The 

compensation of each provider is then derived by summing the product of the tendered 

power of the system (P) with the tender price of the asset (tp) and the Availability Factor (AF) 

of each SP [32].  
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In October 2017, National Grid set the intention to terminate the active procurement of EFR 

service as part of the rationalisation of their product portfolio [35]. The existing contracts are 

set to be fulfilled as purchased. The longest contract is set to be fulfilled in February 2022 

[31].  

1.2.3.  Future Frequency Response Products 

As the system is moving towards the zero-ŎŀǊōƻƴ нлнр ŀƳōƛǘƛƻƴΣ ǘƘŜ ǎȅǎǘŜƳΩǎ ƛƴŜǊǘƛŀ ƛǎ 

expected to be further reduced. The inertia of the system acts against changes in frequency, 

contributing to the reduction of the speed of imbalances. The inertia, therefore, is inversely 

proportional to the rate of change of frequency (RoCoF). The RoCoF is given by the following 

equation and determines how fast the frequency can change from a particular imbalance:  

The current frequency response services were designed while the system was experiencing 

higher amounts of inertia since as Figure 1-1 shows, the majority of the generation mix was 
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coal and gas, and the system exhibited lower RoCoF. The largest RoCoF recorded in the grid 

during 2018 and 2019 was -0.15 Hz/s [36]. The higher RoCoF necessitates the design of new 

and faster frequency products. Future frequency response products will be split between pre 

and post-fault to enable a more transparent evaluation of the procurement process. The pre-

fault services will be managing the frequency of the system, when the system's frequency is 

between 50.00 Hz ± 0.2 Hz, i.e., during regular operation. The post-fault services will be 

required in the event of a fault, for example, the loss of a generation unit. The fault 

categorisation of the frequency products will enable a more precise and effective operation 

of the services while reducing the cost to the end consumer [13].  

In July 2018, a draft version of three new dynamic frequency services and one static were 

proposed to replace the existing products [37]. In February 2019, after more consideration 

and refinement, the four new products were presented to the industry [38]. Table 1.4 lists 

the characteristics of each product. The Dynamic Regulation service is designed to respond 

to small and continuous deviations in frequency. Dynamic Moderation, aims to manage 

sudden imbalances and lastly the Dynamic Containment service is a fast post-fault acting 

service, intended to be deployed after significant frequency events [39]. Figure 1-4 shows the 

response profile of the dynamic future frequency products, while Table 1.5 lists the reference 

frequency points for each service. 

Table 1.4: Characteristics of proposed future frequency products. 

Product Low Frequency 

Range, Hz 

High Frequency 

Range, Hz 

Max 

Lag, s 

Max 

Ramp, s  

Duration, 

m 

Dynamic Regulation -0.015 to -0.1 +0.015 to +0.1 2 8 қ 

Dynamic Moderation -0.1 to - 0.2 +0.1 to + 0.2 0.5 0.5 20 

Dynamic Containment -0.2 to - 0.5 +0.2 to + 0.5 0.5 0.5 20 
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Figure 1-4. Initial design of future frequency products response. 

The design of the proposed future frequency services was updated in December 2019 with 

more details on the launch of the products. The first of the newly proposed services released 

was the Dynamic Containment. Procurement of the service commenced in the first quarter 

of 2021. As a result of the newly proposed dynamic frequency services, the monthly tendered 

volume of FFR will gradually be decreased and eventually phased out by the end of 2022 [39]. 

In January 2020, National Grid announced the intention to procure 250 MW of service initially 

and ultimately to obtain 1 GW in both high and low direction. Eventually, similar volume is 

expected to be procured for the Dynamic Regulation and Moderation services. The envelope 

of the Dynamic Containment has also been updated to reflect better the needs of the system. 

Figure 1-5 shows the updated version of the service, which now includes two linear deliveries 

and one dead-band zone. As Figure 1-5 shows, the service is still divided into two categories, 

depending on the direction of the response. The new frequency insensitive zone has shrunk 

to 50.00 Hz ± 0.015 Hz to allow the service to deliver a small power, maximum of 5%, to 

manage small disturbances below 50.00 Hz ± 0.2 Hz. Beyond that point, the service will 

linearly respond to any event until the 50.00 Hz ± 0.5 Hz mark, where the service will become 

fully activated. The delivery time for this service remains slower than 0.5 seconds, but it is 

expected at no later than 1 second after an event [40]. 
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Table 1.5: Frequency reference points for future frequency products. 

Reference 

Product 

Dynamic 

Regulation 

Dynamic 

Moderation 

Dynamic 

Containment 

Low 

Dynamic 

Containment 

High 

A 49.9 49.8 49.5 N/A 

B 49.985 49.9 49.8 N/A 

C 50.015 50.1 N/A 50.2 

D 50.1 50.2 N/A 50.5 

 

Figure 1-5. Updated design of Dynamic Containment service. 

Since this service is expected to be provided by storage units with finite energy, National Grid 

provides guidance on the sizing and usage of the asset. For energy limited systems, the 

minimum required volume of response is calculated at 15 minutes at full power and it is 

called Response Energy Volume. The storage operators must make sure they maintain the 

energy of the system in such a manner that the Response Energy Volume is always available 

at the beginning of each SP [41]. To achieve such a response from the limited energy 

providers, National Grid suggests to maintain the assets at 40 ς 60% of the total energy 

before events [42]. Other providers such as wind are expected to deliver continuously.  
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1.3.  Research Objectives 

This PhD thesis aims to evaluate a commercial battery energy storage system, investigate 

ŀƴŘ ƳƻŘŜƭ ǘƘŜ ŀǎǎŜǘΩǎ ǇŜǊŦƻǊƳŀƴŎŜ ŀƴŘ ŎƻƴǘǊƻƭ ƛǘǎ operation to provide frequency support. 

The research is conducted on a commercial 240 kVA 180 kWh Siemens SieStorage BESS 

ŎƻƴƴŜŎǘŜŘ ŀǘ ǘƘŜ ¦ƴƛǾŜǊǎƛǘȅ ƻŦ aŀƴŎƘŜǎǘŜǊΩǎ плл ±ac network. /ƻƳƳŜǊŎƛŀƭ .9{{ ŘƻƴΩǘ Ŏƻƴǘŀƛƴ 

sufficient information at the point of sale to map the system characteristics which will affect 

performance in operational conditions. The thesis provides this detailed understanding of 

how to acquire this data and devise the frequency support algorithm.  Such approach is more 

applicable to the industry, as such systems are expensive, and protected by intellectual 

property and warranty which discourages the reverse-engineering and examination of the 

system. 

Tests have been conducted across its full operating {ƻ/ ǘƻ ŀƴŀƭȅǎŜ ǘƘŜ ǎȅǎǘŜƳΩǎ ǊƻǳƴŘ-trip 

efficiency and instantaneous power losses. Analysis of the test data identifies the least loss 

prone regions, and further enhances the simulated behaviour of the system. A model has 

been developed in Matlab to calculate the output power, energy, SoC, and predict the 

availability of the system while providing dynamic FFR and Dynamic Moderation service. The 

knowledge of both the grid services and the ǎȅǎǘŜƳΩǎ efficiency is used to develop an active 

power SoC control algorithm. The data from the extensive tests has been included in the 

model in the form of a look-up table. The key objectives are summarised below:  

1. Experimentally quantify the round-trip efficiency and instantaneous power losses of 

a commercial BESS across its full range of operation.  

2. Develop an efficiency map to locate the most efficient regions of operation in terms 

of SoC and real power set-point.  

3. Devise an algorithm to estimate the energy consumption and state of charge of a 

BESS when participating in frequency response services.  

4. Use the derived efficiency maps to improve the results of the algorithm. 

5. Experimentally validate the performance of the algorithm. 

6. Devise a control algorithm for a BESS participating ƛƴ ǘƘŜ ¦YΩǎ ŦǊŜǉǳŜƴŎȅ ǎǳǇǇƻǊǘ 

services that will increase the availability of the system and minimise the time spent 

in high or low SoC regimes.  
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1.4.  Research Contributions of the Thesis  

This thesis describes the experimental processes to investigate the behaviour of a 

commercial grid-connected BESS. The data from the extensive tests will create a map of the 

ǎȅǎǘŜƳΩǎ ƛƴǎǘŀƴǘŀƴŜƻǳǎ ǇƻǿŜǊ ƭƻǎǎŜǎ and determine how the operation of the system is 

affected by the operating real power set-point and SoC level. Such processes are missing from 

the literature. The outcome of the tests can be used to inform the BESS operators the most 

efficient way to operate their asset to minimise degradation.  

The research contributions of this thesis are:  

1. The comprehensive mapping of round-trip efficiency and instantaneous power 

losses, over the full power and energy range for a commercial energy storage system. 

2. The development of an algorithm to manage the energy and power usage of a BESS 

when participating in frequency services. 

3. The validation of the algorithm when compared with measured data from a full scale 

system.  

4. The adaptation of the algorithm to examine the operation of a BESS in historical data 

for different frequency response profiles with various SoC control approaches.  

5. A novel SoC control algorithm for a BESS participating in the newly proposed Dynamic 

Moderation frequency service. 

1.5.  Thesis Outline 

The thesis provides relevant background information leading to the main body of the 

research work. Finally, the conclusions and further work are drawn. The structure of the 

chapters is listed below:  

Literature Review 

This chapter introduces the available energy storage system technologies and reviews the 

benefits of each battery energy storage technology. It then provides a review of the main 

battery cell modelling techniques. Next, it expands on the efficiency, and SoC control 

methods for BESSs.  
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Efficiency and Instantaneous Power Losses of a Commercial BESS 

This chapter provides an overview of the ¦ƴƛǾŜǊǎƛǘȅ ƻŦ aŀƴŎƘŜǎǘŜǊΩǎ плл ± ƎǊƛŘ-connected, 

240 kVA 180 kWh Siemens SieStorage BESS research facility. It then details the experimental 

methodology used to evaluate the SieStorage system across its full SoC range and real power. 

In total, 237 different operating conditions were tested. The instantaneous power losses of 

the system, i.e. battery and grid have been analysed. From the derived data, a detailed map 

ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǊƻǳƴŘ-trip efficiency and instantaneous power losses has been developed. 

Modelling and Analysing SoC while Providing Frequency Response Services 

This chapter provides an analysis of the ¦YΩǎ frequency response services. It applies the 

response profile of the dynamic FFR and Dynamic Moderation services to the historical 

frequency data ŦƻǊ ǘƘŜ ¦YΩǎ ŜƭŜŎǘǊical power network. The worst days, both in terms of 

minimum and maximum energy requirements per service are analysed. A BESS behaviour 

and SoC algorithm was developed to enable the rapid evaluation of a BESS during frequency 

support services. The obtained instantaneous power losses described in Chapter 3 were then 

used to increase the accuracy of the estimated response of the system.  

SoC Control for Frequency Supporting Storage Systems 

This chapter describes and a novel active power SoC management control algorithm for 

storage systems that are providing frequency support services. The proposed control 

requires the system operator to ŘŜŘƛŎŀǘŜ ŀ ǎƳŀƭƭ ǇŜǊŎŜƴǘŀƎŜ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǊŀǘŜŘ ǇƻǿŜǊ ǘƻ 

ƳŀƴŀƎŜ ǘƘŜ ŀǎǎŜǘΩǎ {ƻ/. The ƻōƧŜŎǘƛǾŜǎ ƻŦ ǘƘƛǎ ŎƻƴǘǊƻƭ ŀǊŜ ǘƻ ŜƴƘŀƴŎŜ ǘƘŜ ǎȅǎǘŜƳΩǎ ŀǾŀƛƭŀōƛƭƛǘȅ 

while avoiding operating in high or low SoC regimes. The predicted response of the 

SieStorage without any control, with a dead-band control, and with the proposed SoC control 

is then analysed. The long term availability improvements offered by the control are then 

quantified.  

Conclusions and Future Work 

This chapter summarises and concludes the work reported in this thesis and suggests 

potential areas of future research work.   



Literature Review 

35 
 

Chapter 2  [ƛǘŜǊŀǘǳǊŜ wŜǾƛŜǿ 
 

This chapter provides a general background information of the current grid linked energy 

storage technologies, battery cells and modelling approaches. It focuses on Lithium-Ion 

Battery Energy Storage Systems (BESSs). Following that, it offers a review of experimental 

and simulation studies on the performance and efficiency of Lithium-Ion systems. Finally, it 

describes the state of charge control methods used for the provision of frequency response 

services. 

2.1.  Energy Storage Systems  

Energy Storage Systems (ESSs) can improve the efficiency, reliability, and power quality of 

power networks while enabling further renewable penetration. This is achieved by storing 

generation surplus, in various forms, and releasing it when necessary [15], [16], [43]ς[45]. 

The most widely used type of energy storage is chemical, where energy is stored in the form 

of fuel such as oil, gas, and hydrogen [16], [45]. Mechanical systems make use of potential or 

kinetic energy to convert and store electrical energy. Such systems include flywheels and 

compressed air energy systems (CAES) [15], [17], [45], [46]. One of the oldest storage systems 

is the pumped hydro where electrical energy can be stored by taking advantage of the 

gravitational potential energy of the water mass [15], [45]. Electrical systems such as 

supercapacitors can store electrical energy directly without converting it to another form 

[45], [47], [48]. Finally, electrochemical systems convert electrical energy into chemical and 

vice versa. Battery cells, utilise this technology to offer flexibility in specific power and energy 

[15]ς[17]. Figure 2-1 shows a comparison of the power and energy density of different ESS 

technologies [44], [49]ς[51]. In Figure 2-1, PHS stands for pumped hydropower storage, SMES 

for superconducting magnetic energy storage, VRB for vanadium redox battery, PSB for 

polysulfide bromide battery, NiCd for nickel cadmium battery, ZnBr for zinc-bromine battery, 

and NaS for sodium sulphur battery. 
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Figure 2-1. Comparison of energy and power density of various ESS technologies [51].  

Electrochemical systems offer multiple benefits and therefore are of particular interest [52]. 

Such systems are reliable, non-polluting and quiet [16], furthermore, are very responsive 

they are modular and easily scalable [45]. Electrochemical systems are categorised in primary 

or non-rechargeable cell and secondary or rechargeable cells [53]. Secondary storage 

systems find applications in other industries such as the electric vehicle market. A battery 

module consists of one or more cells arranged and connected in series or parallel, depending 

on the application's needs [45], [53]. Different chemistries offer unique energy and power 

density characteristics. Figure 2-2 shows the specific power of various rechargeable BESSs 

against their specific energy [49]. Specific power (W/kg) or power density refers to the power 

per unit weight or volume respectively [53]. Power is the instantaneous rate at which energy 

is released from the cell and is regulated by enforcing upper and lower limits on the cell 

ǘŜǊƳƛƴŀƭ ǾƻƭǘŀƎŜΦ CǳǊǘƘŜǊƳƻǊŜΣ ǘƘŜ ƳŀȄƛƳǳƳ ǇƻǿŜǊ ŘŜƭƛǾŜǊȅ ƛǎ ƭƛƳƛǘŜŘ ōȅ ǘƘŜ ŎŜƭƭΩǎ ƛƴǘŜǊƴŀƭ 

resistance [54]. Specific energy (Wh/kg) or energy density (Wh/l) indicates the amount of 

stored energy per unit mass or volume  [53], [54]. For a given weight, a higher specific energy 

cell can store more energy, whereas for a given storage capacity, a higher specific energy cell 

will be lighter. To achieve higher specific energy and energy densities, more reactive 

chemicals are used, however, such chemicals are less stable [54]. 
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Figure 2-2. Ragone plot of various rechargeable battery chemistries [49]. 

2.1.1.  Anatomy of BESSs 

A typical utility scale Battery Energy Storage System (BESS) consists of three main 

components and is shown in Figure 2-3. The battery packs which contain the battery cells, 

the power electronics that convert the power from AC to DC and vice versa, and lastly a 

transformer to enable the interface of the asset to the AC distribution grid [55]ς[57].  

 

Figure 2-3. Basic schematic of a grid-connected BESS [56]ς[59]. 

2.1.1.1.  Battery Cells 

Even though lead-acid type were the first commercially available batteries and an affordable 

solution, they are limited by their shorter life, lower specific power and energy than the 

Lithium-ion (Li-ion) battery cells [60]. Another limitation of this chemistry is the overall 

weight of the system which affects its construction costs [15]. NaS battery cells present 

multiple advantages such as relatively small size, high coulombic efficiency and low 

maintenance requirements [49]; however, they operate at extraordinarily high 
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temperatures, above 300°C which can be a serious issue [61]. From Figure 2-2, it is visible 

that Li-ion based BESSs, provide the highest specific power and energy ratings. Li-ion 

batteries have become the most widely used solution as they perform better than the 

majority of other battery technologies. This technology offers numerous attractive benefits 

such as high energy density and round-trip efficiency, relatively long cycle life, no memory 

effect, low self-discharge rate, and low maintenance [54], [56], [59], [62]. Due to the above 

characteristics, batteries have many applications in commercial electronics [61]. Figure 2-4 

presents a comparison amongst the battery technologies described above. 

 

Figure 2-4. Performance comparison of different battery technologies [56]. 

Li-ion battery cells can be cylindrical, prismatic or pouch format [63]. Improvements in 

technology and manufacturing processes, along with the economics of scale, have caused a 

steep decrease in the prices of Li-ion batteries [64]. In just about a decade, the production 

cost of Li-ion battery packs has reduced by 86%, from $1100/kWh in 2010 to $156/kWh in 

2019 [65], [66]. Due to the sharp cost reduction, Li-ion systems are projected to become the 

most cost effective solution for stationary applications by 2030 [67], [68].  

The main components of a Li-ion battery cell are the negative and positive electrode, known 

as anode and cathode respectively, and the electrolyte [51], [59], [62], [69], [70]. The role of 
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the anode is to give electrons to the external circuit, whereas the function of the cathode is 

to accept electrons from the external circuit. The electrolyte provides the medium for 

transfer of electrons between the anode and the cathode [53]. Figure 2-5 visualises the 

movement of the electrons and positive ions during the charging and discharging process.  

 

Figure 2-5. Schematic of a Li-ion cell [54]. 

The cathode typically comprises a metal oxide, whereas the anode is made of a porous 

graphitic carbon structure. The materials which comprise the anode and the cathode of the 

battery cell, influence the cost, specific energy and power, charge and discharge curves and 

further characteristics of the cell [59], [71]. The most common Li-ion battery chemistries are 

listed below:  

ü Lithium Manganese Oxide (LMO) cells demonstrate low cost as they are based on 

manganese, a widely available material. This chemistry has high power capabilities with 

low internal cell resistance, which enables fast charging and high-current discharging. 

However, LMO cells exhibit lower energy and cycling performance [72], [73]. Such 

batteries are typically used in power tools and electric vehicle applications [74].  

ü Lithium Nickel Manganese Cobalt Oxide (NMC) cells combine the material strengths of 

nickel, high specific energy but low stability, and manganese which offers low internal 

resistance and low specific energy. The NMC chemistry provides great specific energy and 

good specific power and life cycle performance. These cells are mainly used in stationary 

applications and electric vehicles [56], [59], [60], [73]. 
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ü Lithium Nickel Cobalt Aluminium Oxide (NCA) cells offer high specific energy, power, and 

lifecycle, however, they have lower lifetime. Furthermore, due to the high cost of nickel 

and cobalt, these cells are more expensive. Their specific energy and power profile make 

them useful for electric vehicle applications [59], [60], [72]ς[75].   

ü Lithium Iron Phosphate (LFP) cells offer a lower rated cell voltage and therefore have a 

mediocre specific energy. However, LFP cells have good power capabilities, are very safe, 

and cost effective with a relatively high lifetime. The characteristics of this chemistry make 

them suitable for BESSs applications [59], [72], [73], [75]ς[77].  

ü Lithium Titanate (LTO) cells have not yet commercialised widely enough due to their high 

cost. LTO cells exhibit comparably low specific energy and average power capabilities. 

However, such cells show superior cycle life as the charge rate does not influence their 

lifetime. Furthermore, these cells are safer than other chemistries. Electric vehicles and 

BESSs are typical application for this chemistry [71]ς[74], [76], [78].  

Table 2.1 summaries each chemistry and evaluates the properties of each cell as described 

in literature [9], [59], [60], [75]. The properties of each chemistry are scored from 1 to 5, and 

then consolidated for each chemistry [9], [59], [60], [75], where one demonstrates poor, 

while five very good performance. 

Table 2.1: Comparison of lithium-ion chemistry properties - one demonstrates poor, while five very good 
performance.  

Name Lithium 

Manganese 

Oxide 

Lithium Nickel 

Manganese 

Cobalt Oxide  

Lithium Nickel 

Cobalt Aluminium 

Oxide 

Lithium Iron 

Phosphate 

Lithium 

Titanate 

Chemistry LiMn2O4 LiNiMnCoO2 LiNiMnCoAlO2 LiFePO4 Li2TiO3 

Abbreviation LMO NMC NCA LFP LTO 

Specific Power 4 4 5 4 3 

Specific Energy 4 5 5 3 2 

Cost 4 3 3 4 1 

Safety 3 3 2 5 5 

Lifetime 3 4 5 4 5 

Degradation is an inevitable part of battery cells. Ageing results in a capacity loss, and an 

increase in the internal resistance of the cell [79]. This is an artefact of the multiple physical 

processes that contribute to diffusion stress, leading to changes in the diffusion properties, 

which contribute to parasitic side reactions [80]. The main stress factors that impact the 

lifetime of a battery cell are the operating temperature (which can be affected by the rate of 

charge/discharge and the cycle depth), the current SoC level, and its historical usage [9], [81].  
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Temperature can have a detrimental impact on the performance and the expected lifetime 

of Li-ion battery cells [79], [81], [82]. The operating temperature limits of the cell are 

particular to each chemistry and are provided in the datasheet of the battery. A post-mortem 

analysis of cells demonstrates that there are two different temperature related ageing 

mechanisms, one for temperatures above 25°C and one below this threshold [83]. The higher 

or lower the operating temperature, beyond the manufacturer's limits, the shorter the 

battery life expectancy [84]ς[86]. High ambient temperatures accelerate the degradation 

rate due to increased side reactions within the cell [87]. On the other hand, low temperatures 

deteriorate the performance of the cell mainly due to the reduced reaction kinetics, which 

lead to a high internal resistance [88]. The charge and discharge rate can also affect the 

cycling life of the battery as it can increase the temperature of the cell, which in turn affects 

the power capability [89]ς[91].  

The state of charge (SoC) of a cell is the remaining charge in the battery, usually expressed 

as a percentage. A fully charged cell is at 100% SoC, whereas it has 0% SoC when it is fully 

discharged [54]. The operating SoC is the other stress factor that influences the lifetime of a 

battery. Operating the asset at either the high or low end of the SoC range should be avoided 

as degradation becomes excessive in those areas [92]ς[94]. Therefore, operators tend to use 

their systems within certain SoC limits that offer lower degradation. These limits vary and 

will be discussed below in section 2.4. Furthermore, the depth of the discharge cycle has 

been correlated to the overall number of cycles that a cell can perform; the deeper the 

discharge cycles, the greater the impact the cycle has on the lifetime of the cell [9], [92]. The 

depth of discharge (DoD) is also thought of influencing the capacity fade of a battery cell [91], 

[95]. In [96] cycling lithium-ion metal polymer batteries at various DoD demonstrated that a 

smaller DoD improves the lifetime of the battery cell as it reduces the experienced capacity 

fade.  

Ageing affects all components of the cell. The degradation factors can be divided into short-

term, occurring in the order of milliseconds to seconds, medium-term, ranging from seconds 

to hours, and long-term, extending from days to years [97]. Due to the chemical composition, 

cells are well sealed making them extremely difficult to disassemble without affecting their 

internal state [94].  

The current-carrying capacity of a battery is specified by its C-rating, which denotes the rate 

at which it can be charged or discharged in relation to its energy capacity. A 1C discharge rate 

means that a fully charged battery will be discharged in an hour.  
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Figure 2-6 shows an example of the voltage discharge curve against the capacity utilisation 

for a LFP Li-ion battery cell from A&S Power after 550 cycles. These tests was performed at 

ǘƘŜ ōŜƎƛƴƴƛƴƎ ƻŦ ǘƘŜ ǇǊƻƧŜŎǘ ŀǘ ǘƘŜ ¦ƴƛǾŜǊǎƛǘȅ ƻŦ aŀƴŎƘŜǎǘŜǊΩǎ ŦŀŎƛlities. Figure 2-6 illustrates 

the voltage profile and the capacity drop that a cell may experience during its operating 

lifetime. The datasheet of the cell quotes the capacity of the cell at 160 Ah at 1C discharge at 

20°C. During these tests, the cell was placed inside an environmental chamber to maintain a 

constant ambient temperature of 25°C. For these tests, the cell was subjected to a sequence 

of 1C discharge from 3.43 V to 2.08 VΣ ǊŜǎǘ ǳƴǘƛƭ ǘƘŜ ǘŜƳǇŜǊŀǘǳǊŜ ƻŦ ǘƘŜ ŎŜƭƭΩǎ ŎŀǎŜ ǊŜŀŎƘ нрϲ/Σ 

1C charge to 3.43 V, and rest again until the same thermal conditions were met. It can also 

be noticed that the capacity of the cell is somewhere around 180 Ah, which is attributed to 

the higher ambient temperature while cycling the cell [82]. 

  

Figure 2-6. Full discharge cell voltage against capacity of an A&S Power AS-G985Y7-1001-10F LFP cell after one, 
230 and 550 cycles at 1C-rate. 

Furthermore, the three stages of the discharge process can be observed in Figure 2-6. In the 

first stage of the discharge the voltage drops from the open circuit level mainly due to the 

cell's internal resistance, typically a voltage drop of about 0.2 - 0.3 V [54]. The majority of the 

discharge process takes place in the second stage, where the cell's voltage gradually falls. In 
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the final stage there is a rapid fall of voltage until the cell reaches its discharge cut-off voltage 

[95]. The discharge tests indicate that the cell lost 5 Ah of the initial capacity after 550 cycles.  

To achieve the voltage and current levels required for a grid-scale storage system, many cells 

are connected in series and parallel [98]. Series interconnection of cells sums up the voltage, 

while the parallel connection increases the capacity of the system [59]. Depending on the 

chemistry, around 200-300 cells might be required in series to achieve a DC-bus voltage of 

600 V [99]. However, the series-connection of many cells presents challenges in terms of 

controlling the charge of individual cells and of fault management as a fault in a single cell 

can disable the entire string [56], [62] [98].  

Manufacturers typically group multiple cells together to form a battery module. Battery 

modules are then considered as single cells with higher capacity. An additional benefit that a 

module offers besides the higher voltage rating is the inclusion of a Battery Management 

System (BMS). A BMS is a suite of sensors, control algorithms and signal wires that monitors 

the voltage, current and operating temperature at the cell level and protects the cells from 

over-charging/discharging [17]. A BMS aims to keep the operation of the battery cells within 

nominal states and prolong their service life [62]. The functional requirements of the BMS 

can be broken down into five categories [98]: 

¶ Sensing and high-voltage control: It must be able to measure the cell voltages, 

temperatures, and current levels. It also needs to detect isolation faults and control 

the contactors.  

¶ Protection: The BMS must include circuitry and logic to protect the cells from over-

charging/discharging, overcurrent, short circuits, and extreme temperatures. 

¶ Performance management: It must balance the cells in the battery module, to 

estimate the State of Charge (SoC) of the module and compute the available energy 

and power limits. 

¶ Diagnostics: The BMS has the responsibility to estimate the State of Health (SoH) of 

the cells and modules.  

¶ Interface: It must report back the available energy and power, and other status 

indicators of the cells and modules. It should also record any errors for diagnostics.  

The connected battery modules form a battery rack, which is then connected to a DC to AC 

converter. 
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2.1.1.2.  Power Electronics and Transformer 

Bidirectional power electronic converters are necessary to enable the battery bank to charge 

and discharge into the grid. The power electronics can either be installed to each one of the 

battery racks, or can be connected to a common DC bus. In the first approach, each unit is 

independent, offering greater control and reliability, however, this structure involves more 

devices and increases the capital cost [59]. The conversion systems can then be subdivided 

into single and two-stage topologies [58]. Single-stage converters require a single AC-to-DC 

converter to control the charge and discharge process. Single-stage converter approaches 

are cost-effective as they require fewer devices and have lower losses; however, they are 

less flexible in terms of maximum ratio between the AC and DC voltages [59]. To overcome 

the inflexibility, two-stage topologies introduce an intermediate DC-to-DC converter, to 

stabilise the DC voltage, prior to the DC-to-AC converter that interfaces the system with the 

AC grid [58], [77], [100]. Figure 2-7 shows a diagram of the different power electronic 

topologies for a system with two parallel battery racks. Figure 2-7 (a) shows the single-stage 

converter topology, with a converter for each battery rack, and Figure 2-7 (b) shows he 

system with a common DC bus. The two-stage topology per battery rack and with a common 

DC bus is shown in Figure 2-7 (c) and (d) respectively.  

 

Figure 2-7. Overview of power electronic topologies for BESSs [77]. 

The battery racks and the power electronics can then be connected to all grid levels via a 

transformer with an appropriate turn ratio [101]. BESSs are typically connected at the low (җ 

0.4 kV) or medium (Җ 35 kV) voltage grid level [17], [59], [77]. Recent projects are also 

connected at a transmission level to offer congestion relief [51], [70]. Table A-2.1 in Appendix 

2.1 lists various BESS deployed in the UK.  
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2.2.  Modelling of Battery Cells 

Lifetime predictive models estimate the capacity fade and the performance of battery cells 

across a wide range of operating conditions. Table 2.2 presents the various available lifetime 

modelling approaches. The approaches below can be classified into two categories; the 

empirical, post-processing, models, which are the first three and the performance 

degradation models where the last one falls in. The empirical models provide information on 

the expected performance of the cell, whereas the performance degradation models provide 

information also regarding the degradation of the battery cell [9]. 

Table 2.2: Comparison of lifetime modelling approaches for BESS [9]. 

Criteria 

Cell model approach 

Cycle counting Coulomb 

counting 

Equivalent 

Electrical Circuit 

Electrochemical 

Complexity Low Low Medium High 

Computation time Low Low Medium High 

Accuracy Low/medium Low/medium Medium High 

Performance 

parameters 

No No Yes Yes 

Transfer to  

other chemistry 
No No No Yes 

2.2.1.  Empirical Models 

2.2.1.1.  Cycle Counting 

For the cycle counting approach, the remaining lifetime of the cell can be calculated by 

adding up the number of irregular, half cycles for each cycle. ¢ƘŜ ōŀǘǘŜǊȅΩǎ ŎŀǇŀŎƛǘȅ ƭƻǎǎ ǘƘŜƴ 

becomes a function of the number of equivalent full cycles that it is subjected to. The main 

stress factor considered here is the depth of discharge (DoD) as the higher the DoD, the fewer 

cycles the battery can withstand until it reaches its pre-determined end of life criterion. The 

simplest models neglect this and assume a linear relationship between the number of 

complete cycles and the degradation of the cell. However, more advanced models consider 

the DoD or assign weighting factors which correct for the many non-linearities such as the 

increased degradation at higher C-rates and at the extremes of the SoC range [8], [52], [102], 

[103]. 
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2.2.1.2.  Coulomb Counting 

The Coulomb counting or Ah throughput approach estimates the SoC of the cell by counting 

ǘƘŜ ŎƘŀǊƎŜ ǘƘǊƻǳƎƘǇǳǘ ƻŦ ǘƘŜ ǎȅǎǘŜƳ ŀƴŘ ŎƻƳǇŀǊƛƴƎ ƛǘ ǘƻ ǘƘŜ ŎŜƭƭΩǎ ǊŜǇƻǊted remaining 

capacity [104]ς[106]. This approach can be used to keep track of the SoC of the cell within a 

cycle. Such models can be extended to include weighting factors on the DoD and the C-rate 

current as such conditions affect the charge throughput of the cell and can impact its 

predicted lifetime. The Coulomb counting approach shares similarities with the cycling count 

model. This method is not accurate enough because it does not incorporate prior knowledge 

of the initial SOC and suffers from the measurement errors [60], [105]. One of these 

similarities is their limited accuracy due to the taken assumptions.  

2.2.1.3.  Equivalent Electrical Circuit 

The equivalent electrical circuit (EEC) method is the most used approach for single cell 

systems as it is a trade-off solution between the reduced accuracy empirical models and the 

time consuming electrochemical approach [107]. Such models are concerned with modelling 

the electrical behaviour of a battery cell, while they are capable of accurately predicting the 

SoC and the voltage-current characteristics of the cell [108]. 

Figure 2-8 shows the nth order equivalent electrical circuit for a Li-ion cell [109]. The model 

consists of a voltage source, resistors, and ŎŀǇŀŎƛǘƻǊǎ ǘƻ ǊŜǇƭƛŎŀǘŜ ǘƘŜ ŎƘŀƴƎŜǎ ƛƴ ŎŜƭƭΩǎ 

voltage, capacity, power and internal impedance growth. The battery resistance comprises 

polarisation resistance and ohmic resistance [89]. The EEC allows prediction of both the 

performance and the ageing behaviour of the cell [9], however additional empirical data is 

needed to describe how the elements in the equivalent circuit vary with the operation of the 

system [54]. This approach can account also for diffusion voltage, where the voltage of the 

cell slowly changes without applying any load to it. The fidelity of the model can be improved 

by extending the number of RC branches in the system, however the more branches, the 

higher the computational time of the model.  

The component values can be obtained by performing constant current discharge pulse tests, 

and then allowing the cell to rest while recording its voltage response [54]. Another method 

to obtain the values for the EEC model is by performing electrochemical impedance 

spectroscopy (EIS) [78]. This procedure involves applying a small sinusoidal potential or 

current of fixed frequency and measuring the response of the cell. The process is then 

repeated for a wide range of frequency. Following the test, an EEC model similar to the one 

shown in Figure 2-8 can be derived [110].  
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Figure 2-8. EEC representation of an nth order Li-ion model [109]. 

In Figure 2-8 VOCV represents the SoC-dependent voltage. Usually, the controlled voltage 

source only depends on the SoC, although, if needed it can be amended to be temperature 

dependent as well. R0 represeƴǘǎ ǘƘŜ ŎŜƭƭΩǎ ǊŜǎƛǎǘŀƴŎŜΦ ¢Ƙƛǎ ŎƻƳǇƻƴŜƴǘ ǊŜǇǊŜǎŜƴǘǎ Ƙƻǿ ǘƘŜ 

ŎŜƭƭΩǎ ǘŜǊƳƛƴŀƭ ǾƻƭǘŀƎŜ ŎƘŀƴƎŜǎ ŦǊƻƳ ǘƘŜ ƻǇŜƴ-circuit voltage when current flows. The parallel 

branches of Rn and Cn account for the polarisation effect. This effect characterises the 

deviation oŦ ǘƘŜ ŎŜƭƭΩǎ ǘŜǊƳƛƴŀƭ ǾƻƭǘŀƎŜ ŦǊƻƳ ǘƘŜ ƻǇŜƴ-circuit voltage which takes place due 

to the flow of the current through the cell. The polarisation effect is caused by the slow 

diffusion processes of the chemistry of the cell. This slowly changing voltage is referred to as 

the diffusion voltage [54]. Whilst using more parallel resistor-capacitor branches yields a 

ƳƻǊŜ ŀŎŎǳǊŀǘŜ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴ ƻŦ ǘƘŜ ŎŜƭƭΩǎ ōŜƘŀǾƛƻǳǊΣ ƛǘ ƛƴŎǊŜŀǎŜǎ ǘƘŜ ŎƻƳǇǳǘŀǘƛƻƴŀƭ 

complexity of the model. It is therefore common practice to model a cell by using only a 

couple of branches. The circuit model can be further improved by compensating for the 

hysteresis of the cell [98].  

To obtain reliable lifetime estimation, frequent Reference Performance Tests (RPT), to track 

any changes in ǘƘŜ ōŀǘǘŜǊȅΩǎ ŎŀǇŀŎƛǘȅ are also required [103]. The United States Department 

of Energy (DoE) has compiled a manual which establishes testing methods for hybrid electric 

vehicles [111]. The tests in this manual can be adjusted for the needs of a BESS for grid 

applications. 

2.2.1.4.  Summary of Empirical Models 

Empirical models require data acquisition which sometimes, especially in the field, can be 

difficult. There are efforts to develop models which are not based on empirical data, since 

getting the data of cycle life is a long and expensive process that can lead to further 

deterioration of the cell  [112], [113]. The first two empirical modelling approaches are easy 
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to implement, require low computational time but they are not very accurate as they are 

taking various assumptions. EEC models require rigorous testing and frequent updates of the 

ŎƛǊŎǳƛǘΩǎ ŜƭŜƳŜƴǘǎ ǘƻ ōŜ ƳƻǊŜ ŀŎŎǳǊŀǘŜΦ Furthermore, it is not possible to use the same model 

for even a same chemistry type with different size cell without first conducting detailed 

experimental characterisation. 

2.2.2.  Performance Degradation Models 

The last approach on Table 2.2 is the electrochemical. This approach is by far the most 

accurate but also the most complex. This model consists of partial differential equations that 

describe the electrochemical kinetics of the lithium-ion cell [114], providing detailed 

representations of  a ōŀǘǘŜǊȅΩǎ operation, and its degradation. The geometry of the system is 

very important. A high level of complexity characterises this model and results in low 

computational speed. Similar to the EEC model, the parameters need to be frequently 

updated to minimise the prediction error. The benefit of this approach is its transferability to 

any other chemistry. Moreover, due to the complexity of this approach, such models have 

not been used for optimisation for application with a long time horizon of greater than a year 

[115].  

Besides the above approaches, efforts to predict the degradation of a cell using artificial 

neural networks have been made [116]. The complexity of this approach is relatively high 

and its ŀŎŎǳǊŀŎȅ ƛǎ ŀƳōƛƎǳƻǳǎ ŀǎ ƛǘ ƛǎ ǇǊƻǇƻǊǘƛƻƴŀǘŜ ǘƻ ǘƘŜ ƴŜǘǿƻǊƪΩǎ ǘǊŀƛƴƛƴƎΦ Lƴ ŀŘŘƛǘƛƻƴ ǘƻ 

all these, researchers have developed semi-empirical models to predict capacity fade, models 

ǘƘŀǘ ǎƛƳǳƭŀǘŜ ǘƘŜ ƛƴŦƭǳŜƴŎŜ ƻŦ ǘƘŜ ŀƴƻŘŜΩǎ ǊŜǎƛǎǘŀƴŎŜ ŘǳǊƛƴƎ ǘƘŜ ŎƘŀǊƎƛƴƎ ŀƴŘ ŘƛǎŎƘŀǊƎƛƴƎ 

processes as well as first principle based models that replicate the cycle life behaviour of 

secondary batteries [85]. In [117] a dynamic model of the lithium-ion battery cell is devised 

with only three points on thŜ ƳŀƴǳŦŀŎǘǳǊŜǊΩǎ ŘƛǎŎƘŀǊƎŜ ŎǳǊǾŜΦ Extra modelling is required to 

couple the thermal dependencies of the cell to the electrochemical model [81], [82], [88]. A 

good model should perform incremental ageing calculations, accounting for the stresses 

from the ageing of the battery so far, and determine the correction factors for the EEC 

parameters [118].  



Literature Review 

49 
 

2.3.  Round-Trip Efficiency of BESSs 

As BESSs become candidates for a wide range of applications , the efficiency is a key 

performance indicator [77]. Manufacturers typically provide some efficiency measurements 

for a system, but there is little standardisation in the measurement procedures and operating 

conditions. In literature, measured round-trip energy efficiencies are reported of between 

81% and 93% [119]ς[121]. However, simulation work demonstrates that the efficiency of a 

BESS can reach a theoretical limit of 97% [99], [122]. 

It is typical for the efficiency of the system to be modelled as a fixed value [56]. However, the 

efficiency of a BESS depends on the characteristics of the system and application, and varies 

with the operating power and SoC [55], [58], [123]ς[125].  

Reference performance tests (RPTs) are used to evaluate an asset across its full operating 

range and enable the comparison of multiple assets for each application [120]. Such tests can 

provide information on the efficiency performance at various power ratings, the response 

time, and the self-discharge rate of a system. The idea of reference performance tests is well 

established in the electric vehicle industry where drive cycles have been standardised. The 

United States Department of Energy issued a manual to establish test methodologies for 

electric vehicles battery tests [126]. The purpose of the test is to characterise the 

performance of BESSs through multiple charge and discharge cycles at various power levels 

[101]. For example, in [127] a proposed RPT is described where  the system is fully charged 

and discharged at 1 C, 0.75 C, 0.5 C, and 0.25 C ratings. Even though such tests are time 

consuming and not application specific, they provide essential insights into the performance 

and operation of the system. At the time of writing, there is no RPT for BESS participating in 

grid response services. 

Considering a behind the meter BESS with single-stage power electronics topology, eighteen 

loss mechanisms have been identified, including the heating, ventilating and air conditioning 

(HVAC) and the BMS, but excluding the isolation transformer [55]. The consumption of the 

HVAC system has been demonstrated to be closely linked to the utilization rate of the BESS 

[128]. 

According to the technical datasheet of the SieStorage, the maximum round-trip efficiency 

of the system over one full cycle is 85%, whereas the direction charge or discharge efficiency 

is 92.2%. The round-trip efficiency over one full cycle is defined as the ratio between the 
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energy exchanged during the charging and discharging process. Previous experimental tests 

on the SieStorage system demonstrated a round-trip efficiency of 91.1% for a full cycle at  

180 kW or 1C [121].  

The performance of another SieStorage system, commissioned in 2012 and rated at 1 MVA, 

0.5 MWh, was examined during the site acceptance tests and after six months of operation 

[129]. The temperature of the facility was kept constant at 25°C by a HVAC system. The 

efficiency tests were completed with half the system's capacity as such conditions 

represented the system's operation profile but did not account for any auxiliary losses. The 

first test recorded a round-trip efficiency of 84.78%, whereas after six months of operation, 

the same test showed 85.37% round-trip efficiency [129]. Such small deviations can be 

attributed to the accuracy of the measurements. 

Performance tests reported on the first LTO BESS on the Italian Transmission Grid, Terna, 

rated at 1 MW, 1 MWh, comprised three consecutive full charge and discharge profiles. 

During the test, the temperature of the system was within 5°C of the steady-state value of 

40°C. Analysis of the experimental data, when excluding the auxiliary losses, revealed a 

round-trip efficiency of 89.2%. When the auxiliary losses of the system, namely the HVAC and 

the protection and control system, are included the round-trip efficiency of the system was 

reduced to 86.5% [130].  

Extensive performance tests on a custom built 192 kWh LFP BESS connected to the low 

voltage grid without any transformer, demonstrated that the round-trip efficiency of the 

system does not vary significantly with the operating SoC. At nominal power, the total peak 

efficiency of the system was 81%. Breaking down the energy losses of the system it was found 

that the energy efficiency of a single battery cell varies from 97.6% to 85.5% when the C-rate 

of the system increases from 0.1 to 2 C, while at nominal power, 1 C, the experimental 

efficiency of the power electronics was 97.41% [55]. The majority of the battery losses are 

attributed at the internal resistance of the cell, while the losses of the power electronics are 

dependent on the switching frequency, junction temperature and blocking voltage of the 

semiconductors,  the forward current and forward voltage of the diodes, and the collector 

current and collector-emitter-voltage of the IGBTs [55]. Another 1 kW prototype LFP grid-

tied system, demonstrated 92.63% efficiency when cycled between 30% and 70% SoC [131]. 

More specific guidance on performance and health metric tests for BESSs have been 

proposed [120]. Such tests examine the round-trip efficiency, standby losses, response time 

and accuracy, and usable energy at different C-ǊŀǘŜǎ ƻǾŜǊ ǘƘŜ ǎȅǎǘŜƳΩǎ ƭƛŦŜǘƛƳŜΣ ƘƻǿŜǾŜǊΣ ǘhe 
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tests exclude any auxiliary systems such as HVAC. Furthermore, due to warranty issues, such 

tests are not always straightforward on commercial systems as they require high precision 

sensors in precisely located positions. Moreover, even though the proposed tests constitute 

a way to evaluate the system across its full operating range, the test schedule is not 

application specific. Following the proposed test schedule, a 100 kW, 100 kWh system was 

measured to have 80.3% efficiency at nominal power and 81.4% at 0.2 C-rate [120]. 

A mathematical model of a 1 MW, 500 kWh BESS with a three-level power converter unit, 

demonstrated an efficiency between 85% and 97%, depending on the rated power of the 

system. However, in this work, the battery cell is represented by lumped a Thevenin 

equivalent circuit without any parallel RC branches. The efficiency of the system, excluding 

any auxiliary subsystems, linearly reduces from 97% when the system operates at 100 kW, 

to just above 85% when the system operates at 2 C-rate or 1 MW [132].  

In another publication [99], three different design approaches were chosen for a 1 MW, 1 

MWh BESS connected at the high voltage network. Once again, the cell losses were assumed 

to be a result of the internal cell resistance only. The first and most expensive design; a 

conventional parallel battery racks connected to an inverter and then to a step-up 

transformer, yield round-trip efficiency of 97.7%. The second approach, utilising intelligent 

battery packs connected to the grid through a single-stage two-level converter interface, was 

97.1% efficient. The cheapest approach, proposed the use of modular cascaded H-bridge 

multilevel converters to connect the battery racks to the grid, was the cheapest and 

demonstrated an efficiency of 95.7%. 

In another study, the efficiency of a 50 kWh LFP BESS for participating in the European 

primary frequency control service was simulated for various C-rates. The simulation 

approach was a simplified first order electrical-thermal circuit. The overall efficiency of the 

system varies with the droop value of the service as well as with the operating C-rate. For 

example, when faster response is required, responding with 0.5 C-rate is more efficient, 

however, for slower services requiring slower response, a 4 C-rate is more efficient than 0.5C. 

The key takeaway from the simulation was that the higher the C-rate, the lower the efficiency 

and the life expectancy of the system [123].  

A mathematical thermal-electric model of two lithium ion BESSs a 50 kW, 50 kWh and one 

200 kW, 200 kWh were examined and compared to a model of a 50 kW, 360 kWh NaS battery 

system for participating in primary frequency response. The response of the system was 

simulated over frequency data of eight months for two different droop characteristics. 
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During this period, while accounting for the auxiliary losses of the systems, both Li-ion 

systems were more efficient than the NaS system. The efficiency of the NaS system varied 

from 69.2% and 59.4%. For the same period, the 50 kWh Li-ion system yielded an efficiency 

of 82.8% and 71.5%, while the 200 kWh system's efficiency was 87.7% and 83.9% depending 

on the droop characteristics of the service [128].  

As the application candidates for BESSs increase, the amount of application specific test 

protocols and performance indicator tests for BESS is also expected to be increased [59]. Such 

tests will be based on the expected response profile of each service and can be introduced 

for any ancillary services. Mapping the efficiency of a BESS, including its auxiliary systems, 

across its whole operating range can enable the identification of the least loss prone regions. 

Enhanced planning will allow the exploitation of such areas, leading in a more efficient and 

profitable usage of the system [125]. Dynamic models can be then derived to aid the 

optimization and increase the profitability of the system [133]. 

2.4.  BESS SoC control methods 

The operating SoC of a battery is closely related to its lifetime. Furthermore, different 

degradation mechanisms are reported to occur at different SoC levels [9], [94], [103]. For 

example, using a battery system within a high SoC range can appear to return higher profits, 

but such operation can cause faster degradation [92]. Operating a higher nickel content NMC 

battery cell in high SoC, and thus voltages above 4.2 V, has shown to create particle cracking 

[134]. These cracked particles possessed enlarged surface areas and therefore increased the 

possibility of parasitic reactions [135]. Also [89] reported that operating a cell at high SoC can 

produce serious degradation, as there is a correlation between the high SoC and the internal 

impedance of the battery [116].  

In contrast operating a battery at low SoC should be avoided due to the higher current 

required to achieve the same power output. Therefore, operating the system in both ends of 

the SoC range should be carefully considered. In addition to this, idling the system in low SoC 

can be beneficial for its lifetime as it reduces the capacity fade for long term storage [136]. 

For this reason, operators tend to use their systems within certain SoC limits that offer lower 

degradation. While, the SoC limits depend heavily on the application and the size of the 

system, there is no conclusive long term study on how different SoC limits influence the 

degradation of the battery system. Jin et al. suggest a range between 30%-90% SoC [84], 
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whereas for other systems the SoC of the system is limited between 20% and 80% while 

providing a frequency containment service [137], and peak shaving to reduce peak load 

[138].  

According to the degradation model of the National Renewable Energy Laboratory (NREL), a 

Li-ion battery that operates with a SoC between 30%-50% has longer life compared to those 

that spend the majority of their time between 70%-90% or 20%ς40% [90]. In [78], it was 

ŦƻǳƴŘ ǘƘŀǘ ǿƘŜƴ ŀ ŎŜƭƭΩǎ {ƻ/ ǿŀǎ ōŜǘǿŜŜƴ сл҈ ŀƴŘ у0%, the degradation was very consistent 

and solely related to the operating temperature, however when the cell was fully charged it 

exhibited more acute degradation. 

Moreover, the SoC of a BESS determines the availability of the asset when providing 

frequency support services [139]; for example a system that is fully charged cannot absorb 

any more power from the grid and it therefore becomes unavailable, and vice versa when 

the system is fully discharged. In practice this depends on the specific profile of the grid 

support service, the frequency variations in the grid, the initial SoC of the system, and the 

permitted operating window for SoC management. After a frequency transient, the TSO 

typically allocates a time for SoC recovery. For example, in the EFR service, as described in 

section 1.2.2. , when the frequency is within the dead-band, the system is allowed ±0.09 pu 

power flow for SoC management. Even though the grid frequency is stochastic, historical 

frequency data can offer an insight into the power and energy requirement of each service 

[14].  

It is common for an asset operator to specify a SoC idling range depending on the nature of 

the service and in anticipation of the likely operating pattern. For example, when an asset 

participates in the dynamic FFR low service, a relatively high SoC set-point can increase the 

asset's availability as it allows the system to utilise a greater part of its capacity [140]. 

Correspondingly, the opposite is true when a system participates in the dynamic FFR high 

service. 

However, frequency support services that require an asset to respond to both low and high 

frequency transients, such as dynamic FFR, EFR, or the newly proposed Dynamic 

Containment service require a more calculated approach. Based on one year of historical 

frequency data, it was found that to optimise the net profit of an LFP BESS participating in 

dynamic FFR, a system with a 0.43 energy-to-power ratio was needed. Furthermore, the 

optimal choice of SoC set-point was 50-60% with a 20 minute energy offset interval [8].  
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The dead-band flexibility of the EFR can be used for managing the SoC of the system as 

illustrated in [141]. After the end of the compulsory 15 minute service window, the 

researchers demonstrated that by using the 9% power limit when the system's frequency is 

in the dead-band, the SoC may be returned to the pre-defined target of 45%-55%, increasing 

the availability of the system. 

Two SoC strategies have been proposed and compared for an LFP BESS that was used to 

participate in primary frequency response on the Danish market [118]. The first strategy was 

to use an idle SoC of 50%, whereas the second approach was the use of a variable SoC idle 

point. Through simulations, it was found that even though the first method prolonged the 

lifetime of the battery for 1.5 years, the latter approach was significantly more profitable 

[118]. 

Another approach is to divide the SoC of the system into areas, typically five, similar to Figure 

2-9, two forbidden, two sub-optimal, and one optimal area. A state-machine-based control 

algorithm is then used to return the SoC of the system to the optimal area automatically. The 

adaptive control method was able to reduce the probability of a high charge and discharge 

rate, which extended the lifetime of the system [142], [143]. In another study, the optimal 

SoC range was set to be 63-67%. When the SoC deviated from this range, the battery was set 

to rebalance itself with 5% of its rated power. When the SoC of the system fell below 50% or 

rose above 80%, the rebalancing power increased to 10% [144].  

 

Figure 2-9. Example of SoC area division. 

As described in [11] the degrees of freedom within a service  schedule, namely the dead-

band and the over-fulfilment of the primary containment reserve services can be used to 
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manage the SoC level of a system. Additionally, scheduled spot market transactions can be 

used to enhance the management of the SoC even further. The SoC can then be divided into 

six bands: three low and three high. Depending on which band the BESS is in, spot market 

exchange and a combination of the available degrees of freedom are considered [11]. 

A hierarchical control of aggregated BESSs was described in [145]. Each battery was grouped 

into one of five SoC areas, while the system's frequency deviation was separated into six 

levels depending on how far the frequency changes from the nominal value. A truth table for 

all the SoC and frequency deviation levels was then compiled, which the aggregator used to 

select the response of each asset.  

Three different SoC methods were proposed in [146]. The first approach considered a 

constant recovery power of 5% of the rated power to manage the asset's SoC while the 

frequency was within the pre-defined dead-band. The second method used power 

coefficients; when the SoC was low, the discharge power coefficient was reduced and vice 

versa for any situation where the SoC was high. The third and final SoC management method 

involved the management of the SoC during the response of the asset through outputting 

additional power.  

An additional power flow for maintaining the SoC of the asset was also proposed in [147]. 

For example, when the SoC is below a certain threshold, power is added to the service to 

start the long term charge. The conditional charge/discharge power is limited to 5.8% of the 

system's rated power, and it is sustained for an hour after the activation. The methods 

proposed in these two studies [146], [147], cannot be used when the TSO does not permit 

any flexibility in the delivery of the service.  

Another less common method is to use statistical analysis of the frequency to inform and 

dynamically change the values of the SoC limits. The proposed method in [148] dynamically 

adjusts the SoC limits of a BESS based on the statistical analysis of hourly frequency 

measurements. Moreover, when the frequency returns within the dead-band, the SoC of the 

BES is rebalanced at a low rate of current [148].  

Despite the various proposed approaches, there is no study where the system operator 

ŘŜŎƛŘŜǎ ǘƻ ŘŜŘƛŎŀǘŜ ŀ ǎƳŀƭƭ ǇŜǊŎŜƴǘŀƎŜ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǇƻǿŜǊ ǘƻ ŀŎǘƛǾŜƭȅ ƳŀƴŀƎŜ ǘƘŜ {ƻ/ ƻŦ 

the system. Moreover, none of the above approaches have investigated the response of their 

proposal using historical data beyond a few months.   



Literature Review 

56 
 

2.5.  Summary 

Energy storage systems can help improve the reliability and efficiency of the power networks 

and increase the renewable penetration levels by compensating for the intermittent nature 

of renewable energy sources. There is a plethora of storage systems technology, namely 

mechanical, electrical, chemical, and electrochemical. The most commercially mature 

technology is the electrochemical systems due to their flexibility and adaptation from the 

transportation industry. Lithium-ion battery energy storage systems have gained the 

research interest as they offer high round-trip efficiency, high energy density, have relatively 

long cycle life, no memory effect, low self-discharge rate, require little maintenance, and 

provide flexibility in terms of energy and power ratings. Unfortunately, degradation is an 

unavoidable trade-off. The main stress factors that impact the lifetime of a battery cell are 

the operating temperature, and the operating SoC. Therefore, attention is required when 

operating such systems. 

There are two main approaches for simulating the behaviour of a battery cell, depending on 

desired accuracy, the complexity and time frame of the intended investigation. There are 

three choices of empirical models: cycle counting, coulomb counting and equivalent 

electrical circuit. Empirical models are of lower complexity and computational time, however, 

they require detailed experimental characterisation to provide a good accuracy. 

Electrochemical, or performance degradation models, can provide an accurate and detailed 

ǊŜǇǊŜǎŜƴǘŀǘƛƻƴǎ ƻŦ ǘƘŜ ŎŜƭƭΩǎ ƻǇŜǊŀǘƛƻƴΣ ƘƻǿŜǾŜǊΣ ǘƘŜȅ ǊŜǉǳƛǊŜ detailed knowledge of the 

ōŀǘǘŜǊȅΩǎ ƎŜƻƳŜǘǊȅ ŀƴŘ ŎƘŜƳƛǎǘǊȅΣ ǘƘǳǎ they need high computational resources and take 

more time.  

Battery energy storage systems comprise multiple battery cells, arranged in series and 

parallel configurations. The battery cells are then connected to either a DC-to-AC converter 

or through an intermediate DC-to-DC converter and then to a DC-to-AC converter. The power 

electronics may be interfaced with a transformer or just connected directly to the grid.  

The round-trip efficiency of the system is usually described over one full charge and discharge 

cycle at a current of 1 C. The reported efficiency of a system is within the range 81 % and 

98%, depending on the design and operating conditions, however no researcher has 

identified how the round-trip efficiency of the system varies across its operating range. 

Reference performance tests are used to evaluate and compare BESSs for electric vehicles. 
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However, such a test does not exist for utility scale applications, especially for frequency 

response applications. As the candidates for BESSs increase, system operators would benefit 

from universal application specific reference performance tests.  

Maintaining the SoC of a system when participating in frequency response services is integral 

to ensuring the availability of the system. Current frequency response services do not have 

many degrees of freedom to enable SoC management, as the BESSs must follow the 

reference signals strictly. The most common approach for SoC management is to divide the 

capacity of the battery into several regions and then to use power coefficients to return the 

SoC of the battery to the pre-determined position, although such approaches can impact the 

availability of the system. Another approach is to idle the battery at around 50% SoC before 

an event, however, even though this approach might be beneficial for the lifetime of the 

system, it may not be the most effective in terms of income generation. A very interesting 

approach is to analyse the frequency statistically to change the SoC set-point dynamically.  

¢ƘŜ ŎŀǎŜ ǿƘŜǊŜ ǘƘŜ ǎȅǎǘŜƳ ƻǇŜǊŀǘƻǊ ŘŜŎƛŘŜǎ ǘƻ ŘŜŘƛŎŀǘŜ ŀ ǎƳŀƭƭ ǇŜǊŎŜƴǘŀƎŜ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ 

power to manage its SoC has not been yet researched. Moreover, no previous work has 

tested their proposed approach over an extensive historical frequency dataset.   
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Chapter 3  9ŦŦƛŎƛŜƴŎȅ ŀƴŘ 
LƴǎǘŀƴǘŀƴŜƻǳǎ tƻǿŜǊ [ƻǎǎŜǎ ƻŦ ŀ 
/ƻƳƳŜǊŎƛŀƭ .9{{ 
 

¢Ƙƛǎ ŎƘŀǇǘŜǊ ǇǊŜǎŜƴǘǎ ǘƘŜ ¦ƴƛǾŜǊǎƛǘȅ ƻŦ aŀƴŎƘŜǎǘŜǊΩǎ плл ± ƎǊƛŘ-connected, 240 kVA 180 kWh 

Siemens SieStorage BESS. Then, it introduces a comprehensive performance test schedule to 

evaluate the round-trip efficiency and instantaneous power losses across the full operating 

range. The schedule is designed to evaluate the performance of the system over 237 

conditions; ten different real power values, and 24 SoC ranges across the 5% to 90% SoC 

operating window; in these tests reactive power is zero. 

The chapter then introduces the experimental test sequence, and the captured data. It 

annotates the data analysis procedures to build confidence that the data has been processed 

the appropriate way. It then draws conclusions on the typical temperature profile of the 

system, the battery voltage, current, the instantaneous power losses and the round-trip 

efficiency. Finally, the chapter examines the round-trip efficiency of the system. 

3.1.  SieStorage Description 

The University of Manchester installed a SieStorage battery storage system from Siemens plc 

in 2014. Figure 3-1 shows the SieStorage system and highlights the critical components. The 

BESS consists of four banks of 14 series-connected, 51.8 V NMC Li-ion polymer battery 

UPB4860 Gen 1 modules, supplied by LG Chem. Each module contains 14 cells connected in 

series, resulting in 196 cells per bank. Each of the modules has its own battery management 

system (BMS) that monitors the cell voltages and temperatures and reports the SoC and State 

of Health (SoH) of the system [119]. The nominal voltage of each cell when discharged to 50% 

SoC at a rate of 1C is 3.7 V, however, depending on the SoC of the cell, the voltage varies 

between 3.00 V and 4.15 V. Therefore, the 196 series-connected cells result in a minimum 

bank voltage of 550 V when the battery is empty, and 814 V when the system is fully charged. 

Furthermore, each bank has an energy capacity of 45 kWh. Two battery banks are then 

connected in parallel to feed the DC-link of an inverter, forming a battery rack. The AC 
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outputs of the two inverters are connected in parallel using coupling inductors to provide an 

overall system rating of 240 kVA and 180 kWh.  

 

Figure 3-1. SieStorage room. 

SieStorage features two parallel Infineon single-stage, two-level inverters [149], each 

connected to a pair of banks. The system power is divided equally between the inverters and 

the battery banks, this operating mode is known as homogeneous operation [77]. The system 

is connected 'behind the meter' to the local low-voltage distribution grid via a 260 kVA, 

400/433V TMC isolation transformer [150].  

The controller of the system has a three-level architecture. The schematic of the system and 

controller is shown in Figure 3-2 [150]. The first level is a programmable logic controller (PLC) 

which communicates with a dSPACE platform through a Profibus connection. The dSPACE 

platform is then connected via Ethernet to a desktop PC. The PLC directly interfaces with the 

BMS, power electronics, voltage and current sensors, circuit breakers, and the other systems 

within the SieStorage such as the fan controllers. The dSPACE platform features a real-time 

computer DS1007, which acts as the central controller of the asset. The desktop PC is the 

user interface which can also be used to program the system. The programming and the 
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operation are undertaken through Simulink and then, the dSPACE's ControlDesk program is 

used for building the user interface [133].  

 

Figure 3-2. Schematic and control structure of SieStorage. 

The room temperature is maintained at 20°C by three 7.1 kW Mitsubishi air-conditioning 

units. The electrical load of the units varies with the room occupation, outside ambient 

temperature, and equipment usage [121].  

3.2.  Data Capture 

Four sources of data have been captured in the SieStorage efficiency tests. The majority of 

the data is captured through a Profibus communications link, as it enables access to many 

variables which are described in sections 3.2.1.   and 3.2.2. The measurements from 

SieStorage can be divided in two categories: 250 ms sampled data where the data is available 

every sample, described in section 3.2.1. , and three multiplexed data channels which enable 

access to 29 variables, and so as a consequence, data is only available at specific user-defined 

multiples of 250 ms, described in section 3.2.2. . Additional data is shown in section 3.2.3.  

from separate measurement systems which were used to calibrate, or check data received 

from the dSPACE SieStorage Profibus link. The final source of data is a Syxthsense active room 
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temperature sensor which outputs a 0-10 V DC signal which linearly scales from 0-50°C with 

an accuracy of ±0.3°C. The output voltage of the temperature sensor is connected to an 

analogue input on the dSPACE real-time system, and so this variable is available every 250 

ms, and is described in section 3.2.1. The data collected during the experiments has been 

uploaded online and can be accessed on the UKERC Energy Data Centre website [151].  

The data processing is performed in Matlab, and several different techniques are used to 

identify the different data sets shown in sections 3.5.  and 3.6.  Brief descriptions of the 

method used to identify each variable are included at the start of each subsection. 

 

3.2.1.  Profibus Sampled Data 

Every 250 ms, which is downsampled from the 1 ms sample rate of the dSPACE real-time 

system, nine variables are available which are: 

¶ Room Temperature ς temperature in °C of the room logged by a Syxthsense 

temperature meter. 

¶ Energy ς calculated energy in kWh. 

¶ Power ς measured power in kW, positive when the system is charging. This is the 

nominal power of the system, measured at the grid and it is used in both the energy 

and instantaneous efficiency calculations. The resolution of the power measurement 

is 0.1 kW, which results in 1.11% and 0.04% error at 9 kW and 240 kW respectively. 

¶ Data Multiplexer ID ς used to specify which data is available on the multiplexer 

outputs which are described in section 3.2.2. The multiplexer ID is used during data 

processing to categorise the multiplexer data. 

¶ Multiplexer Outputs (1-3) - three multiplexer outputs are logged for each multiplexer 

ID.  

¶ Remaining Energy - calculated remaining energy of the system in kWh; a function of 

the SieStorage rated energy and its state of health. 

¶ SoC - SieStorage calculated SoC with a 0.06% resolution; derived by the ratio of 

Energy over Remaining Energy. 
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3.2.2.  Profibus Multiplexer Data 

The three multiplexer output channels can be commanded using 29 multiplexer IDs to report 

different SieStorage variables. The multiplexer ID has a maximum refresh rate of 4 Hz. Table 

3.1 shows the multiplexer ID sequence used in these tests; when a multiplexer ID returns 

only two variables, the third is zero by default. Of the 29 multiplexer IDs available, only fifteen 

were used as the data on the other IDs was either duplicates of data already captured, 

unwanted, or poor resolution. A full cycle of multiplexer IDs is 4.5 s. The numbers within the 

squared brackets in Table 3.1 indicate which battery or converter the data relates to.  

In  Table 3.1 the purple square beside a variable indicates it was captured three times during 

the 4.5 s sequence, and these variables were selected as they are the higher priority for the 

instantaneous power losses calculations. The green square means a variable was sampled 

twice during the multiplexer ID sequence, and the orange square shows which variables are 

only sampled once per 4.5 s multiplexer ID sequence. The sampling of the highest priority 

variables has been spread through the 4.5 s sequence to ensure approximately equal sample 

intervals, for example, in  Table 3.1 the sampling interval for calculating the power of battery 

rack 1 and 2 is 1 s, 1.25 s or 2.25 s.  

  



Efficiency and Instantaneous Power Losses of a Commercial BESS 

63 
 

Table 3.1: Full 4.5 s multiplexer ID sequence, multiplexer output mapping and frequency of variables selected.  

ID Multiplexer Output 1 Multiplexer Output 2 Multiplexer Output 3 

6 CONVERTER[1] Real Power ΨоΩ CONVERTER[1] Stack Temp ΨнΩ BATTERY[1] UMIN_CELL ΨнΩ 

7 CONVERTER[2] Real Power ΨоΩ CONVERTER[2] Stack Temp '2' BATTERY[2] UMAX_CELL ΨнΩ 

1 BATTERY[1] UDC ΨоΩ BATTERY[1] IDC ΨоΩ BATTERY[1] Max Module Temp ΨнΩ 

2 BATTERY[2] UDC ΨоΩ BATTERY[2] IDC ΨоΩ BATTERY[2] Max Module Temp ΨнΩ 

61 CONVERTER[1] UDC ΨмΩ CONVERTER[2] UDC ΨмΩ 0  

62 CONVERTER[1] UAC_L1 ΨмΩ CONVERTER[2] UAC_L1 ΨмΩ 0  

64 CONVERTER[1] IRMS_L1 ΨмΩ CONVERTER[2] IRMS_L1 ΨмΩ 0  

3 BATTERY[1] UDC ΨоΩ BATTERY[1] IDC ΨоΩ BATTERY[1] Min Module Temp ΨмΩ 

4 BATTERY[2] UDC ΨоΩ BATTERY[2] IDC ΨоΩ BATTERY[2] Min Module Temp ΨмΩ 

65 CONVERTER[1] Real Power ΨоΩ CONVERTER[2] Real Power ΨоΩ 0  

66 CONVERTER[1]Reactive Power ΨмΩ CONVERTER[2] Reactive Power ΨмΩ 0  

1 BATTERY[1] UDC ΨоΩ BATTERY[1] IDC ΨоΩ BATTERY[1] Max Module Temp ΨнΩ 

2 BATTERY[2] UDC ΨоΩ BATTERY[2] IDC ΨоΩ BATTERY[2] Max Module Temp ΨнΩ 

65 CONVERTER[1] Real Power ΨоΩ CONVERTER[2] Real Power ΨоΩ 0  

51 BATTERY[1] UMAX_CELL ΨмΩ BATTERY[1] UMIN_CELL ΨнΩ 0  

63 CONVERTER[1] Frequency ΨмΩ CONVERTER[2] Frequency ΨмΩ 0  

67 CONVERTER[1] Stack Temp ΨнΩ CONVERTER[2] Stack Temp ΨнΩ 0  

52 BATTERY[2] UMAX_CELL ΨнΩ BATTERY[2] UMIN_CELL ΨмΩ 0  

A brief explanation of the higher priority data is listed below. 

¶ CONVERTER Real Power - converter power in W. The resolution of the converter real 

power is 10 W. 

¶ BATTERY UDC and BATTERY IDC - measured battery voltage and current. These 

measurements are used to calculate the battery power; UDC is also used to map the 

SoC level of the battery. The resolution of the battery voltage and current is 0.1 V 

and 0.1 A respectively. 

3.2.3.  Calibration of SieStorage Measured Data 

Performance data for the in-built sensor and signal conditioning systems within SieStorage 

are not available, therefore where possible key variables have been independently measured 

to verify the Profibus data; variables were only measured where access was available without 

needing to disconnect any part of the system for safety and warranty reasons.  

3.2.3.1.  Battery Current and Voltage 

The DC current of the two battery racks can be measured directly between the point where 

the two racks are connected in parallel and the inverter. The DC current was measured with 
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a FLUKE 337 current clamp meter across the full power range of the SieStorage and then 

compared to the readings of the BATTERY[X] IDC data from the dSPACE Profibus 

communications link. When the SieStorage is idle, that is the battery current from the 

Profibus reads zero, the FLUKE 337 measured consistently 0.9 A. Figure 3-3 shows the error 

between the clamp meter and the Profibus measurement against the BATTERY[2] IDC; the 

data from battery 1 is omitted for clarity.  

 

Figure 3-3. Error fit line for measured DC current. 

A third-order polynomial expression with an R2 greater of 0.92 was determined to express 

the difference between the measured signal and SieStorage reading for each  battery rack, 

shown in Figure 3-3 and Table 3.2. These equations were then used in MATLAB to correct the 

DC current readings prior to their use in any calculations. 

Table 3.2: Expressions determined for the correction of the currents for battery racks 1 and 2. 

 Expression for current correction  

Battery 1 ςȢστzρπ Ὅz ςȢπψρzρπ Ὅz πȢππυzὍ πȢτψρ 

Battery 2 τȢωωψzρπ Ὅz ςȢφπφzρπ Ὅz πȢππτzὍ πȢωψχ 

Due to the sealed insulation it was not possible to undertake a calibration check on the 

voltage of the battery racks, however this is not a serious concern as the voltage 

measurement is less likely to be as problematic and error prone than the current 

measurement. This assumption is supported by the results in section 3.2.3.2.  on the AC 

variables, where the SieStorage voltage measurement was found to be accurate.  

3.2.3.2.  AC Current, Voltage and Real Power 

The line-to-line AC voltages and currents were measured on the grid side of the SieStorage 

isolation transformer, shown in Figure 3-2,  to enable an independent calculation of the 

SieStorage power at the grid-connection. A Yokogawa PX8000 power scope was used to 
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capture all three voltages and currents simultaneously; a neutral is available in SieStorage, 

and so the phase voltages can be directly connected to the PX8000. Three Pico TA167 current 

probes were used to measure the currents. 

Figure 3-4 shows the error between the rms line currents logged by SieStorage and the rms 

currents measured by the PX8000 power scope for the full power range of the SieStorage. 

When the real power set-point is between 45 kW and 180 kW and the current is between 50 

A and 250 A, (charging and discharging), the SieStorage-reported current is slightly higher 

than the power scope current, and so the error current is positive. As the power set-point 

increases beyond 180 kW or 250 A, the difference between the measured rms line currents 

reduces almost linearly. At full power, the current measurements from the SieStorage and 

the power scope match closely. This behaviour is attributed to the harmonics evident in the 

current of the system when operated at low power and the properties of the current sensors 

used in SieStorage, which do not seem to measure true rms values. The recorded three-phase 

current waveforms of the SieStorage for 45 kW and 240 kW in Figure 3-5 demonstrate the 

increased prominence of harmonics at low power. Figure 3-4 also shows the AC current 

correction equations for power values from 45 kW to 180 kW. The maximum discrepancy 

between the AC voltage recorded by the SieStorage and the PX8000 power scope was 1.77%, 

and so no voltage calibration was needed.  
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Figure 3-4. SieStorage measurement error against measured power scope current. 

 

Figure 3-5. SieStorage measured line current waveforms at 45 kW (upper plot) and 240 kW (lower plot). 
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Table 3.3 shows a comparison of the power calculations at several charge, and discharge 

power values. The SieStorage SoC was between 78% - 81% when these measurements were 

taken. The sampling rate of the PX8000 was 2 kHz (which results in 40 samples per 50 Hz 

cycle), and the average duration of each measurement was 50 s which means approximately 

2,500 AC cycles of data were considered in the power calculations; this provided a good 

balance between the acquired data samples and the logging time of the power scope. 

The first column in Table 3.3 is the real power set-point of the test, and the second and third 

columns are real power values calculated by SieStorage, and the PX8000 respectively; the 

method used in SieStorage to calculate the real power is not known. The real power data 

from SieStorage is then averaged over the 50 s of each measurement. To calculate the active 

power the PX8000 uses the rms voltage, rms current and the phase difference between the 

voltage and the current for each phase and then sums them up. To determine the harmonics, 

the fundamental period is determined by using a phase locked loop (PLL) source [152]. The 

fourth and fifth columns in Table 3.3 show the results of two power calculations which have 

been performed on the measured instantaneous voltage and current waveforms recorded 

by the PX8000. 

The first method assumes the real power is only associated with the fundamental frequency, 

and then the magnitude of the voltage and current waveforms, and the phase angle of the 

current with respect to the voltage (which is considered as the reference phasor) can be 

determined from a Fourier transform. The voltage and current phasors are then formed using 

(3-1) and (3-2) respectively. To derive the Fourier transform a sampling frequency of 10 kHz 

over the 50 s measurement sample was selected. The transform was then applied to all of 

the recorded AC cycles.  

ὠ ὠ Ὡ  (3-1) 

 

ὍӶ Ὅ Ὡ  (3-2) 

where ὠ  and ὍӶ are the voltage and current phasors, ὠ  and Ὅ  are the magnitudes of the 

fundamental frequency voltage and current components, N is the number of phase, —  is 

the phase angle of the current with respect to the voltage, and Ὢ and ὸ are frequency and 

time. 
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Then the real power ὖ  for each phase was calculated using (3-3), and the values are summed 

to give the total real power. 

0 6)ÃÏÓ—  —  (3-3) 

For the second method, the alpha-beta coordinates of the system are derived from the 

ƛƴǎǘŀƴǘŀƴŜƻǳǎ ǾƻƭǘŀƎŜ ŀƴŘ ŎǳǊǊŜƴǘ ƳŜŀǎǳǊŜƳŜƴǘǎ ǳǎƛƴƎ /ƭŀǊƪŜΩǎ ǇƻǿŜǊ ƛƴǾŀǊƛŀƴǘ 

transformation [153]Φ ¢ƘŜ /ƭŀǊƪŜΩǎ ǇƻǿŜǊ ƛƴǾŀǊƛŀƴǘ ǘǊŀƴǎŦƻǊƳŀǘƛƻƴ ŦƻǊ ǘƘŜ ǾƻƭǘŀƎŜ ŀƴŘ ǘƘŜ 

current is described by (3-4) and (3-5) respectively. The active power is then derived using 

(3-6). 
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ὖ  ὺὭ  ὺὭ (3-6) 

In Figure 3-6 the correlation between the set-point, and the SieStorage calculated real-power 

is excellent with a maximum error of 0.2%. The real power calculated by the PX8000, and the 

two separate calculations which use the instantaneous waveforms captured by the PX8000 

correlate well with the set-point, but are always less than the set-point. Since the PX8000 

uses the rms measurements to calculate the active power in the system, the error between 

the fundamental calculation and the Yokogawa PX8000 power scope results, verifies the 

existence of harmonics. The power calculated by the alpha-beta coordinates yields less error 

when compared to the power scope, as it takes into consideration the instantaneous voltage 
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and current. Furthermore, since the maximum measurement discrepancy between the 

SieStorage and the power scope is 3.9%, there was no calibration of power.  

 

Figure 3-6. SieStorage power measurement error.  

3.2.4.  Measurement Uncertainty 

To determine the uncertainty in the loss measurement, the accuracies of the Fluke 337 and 

the Pico TA167 were considered. The Fluke 337 clamp meter has an accuracy ‏  of ±2%, 

whereas the Pico TA167 yields an accuracy ‏  of ±1%. Furthermore, the Yokogawa 

PX8000 power scope has an accuracy of ±0.1% of reading and ±0.1% of the selected range. It 

is assumed that the measurement errors are independent and random. As access to the 

converter rack was not easily available, no independent measurements were taken, and the 

converter power measurement were omitted.  

Therefore, the overall accuracy of the power calculation on the grid side can be derived by 

applying the measurement uncertainty from the Pico TA167 and the power scope to the 

obtained measurements for the same SoC range. This yields an accuracy of the grid side 

power calculation of ±2.3%. The detailed measurement error calculations for the grid side 

are listed in Appendix 3.1.  
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The uncertainty from the accuracy of the measurement devices propagates to the 

uncertainty in the losses. The losses of the system are calculated by (3-7). 

0  ὖ  ὖ   (3-7) 

As the ὖ  is measured at the battery terminals as shown in Figure 3-2, the 

instantaneous power losses gives information only on the converter losses. The uncertainty 

of the losses are discussed with the instantaneous power losses of the SieStorage, in section 

3.5.   

3.2.5.  Room Temperature 

SieStorage is housed in an air conditioned room. The Syxthsense temperature meter which 

measures the ambient room temperature is located approximately 5 cm above the 

SieStorage battery rack outlet, and set back by approximately 10 cm to avoid it being directly 

in the rack air flow exhaust. The average room temperature throughout all tests was 20°C, 

with minimum and maximum values of 18.6°C and 21.4°C respectively. As the range of room 

temperatures throughout the tests is small, then room temperature is not considered to be 

a factor affecting any of these tests. 

3.3.  Methodology 

The purpose of the reference performance test is to evaluate the round-trip efficiency and 

the instantaneous power losses of the SieStorage across the full 5% to 90% SoC operating 

range. ¢ƻ ƛƴǾŜǎǘƛƎŀǘŜ ƛŦ ǘƘŜ {ƻ/ ǊŀƴƎŜΣ ɲ{ƻ/Σ Ƙŀǎ ŀƴȅ ŜŦŦŜŎǘ ƻƴ ŜŦŦƛŎƛŜƴŎȅ or the losses of the 

systemΣ ǘƘǊŜŜ ŘƛŦŦŜǊŜƴǘ ɲ{ƻ/ ǊŀƴƎŜǎΣ р҈Σ мл҈ ŀƴŘ нл҈ of the energy capacity, have been 

tested. The initial experimental schedule comprised seven mid-to-high power set-points, 

ŦǊƻƳ пр ƪ² ǘƻ нпл ƪ²Φ IƻǿŜǾŜǊΣ ǘƘŜ ƴŜŜŘ ŦƻǊ ŜǾŀƭǳŀǘƛƴƎ ǘƘŜ ǎȅǎǘŜƳΩǎ ŜŦŦƛŎƛŜƴŎȅ ŀƴŘ ƭƻǎǎŜǎ 

on low power set-points was generated after examining the response of the system when 

participating in frequency services. Therefore, the experiments were repeated for three 

additional power set-points, from 9 kW to 36 kW and from 10% to 90% SoC for all three ɲ{ƻ/ 

ranges mentioned above. 

Figure 3-7 shows the test schedule for the first experiment of the medium-to-high-power set-

ǇƻƛƴǘǎΣ ƛƴƛǘƛŀƭ {ƻ/Σ ŀƴŘ ҟ{ƻ/ ǊŀƴƎŜǎΦ The numbers indicate the test order where a specific 

ƛƴƛǘƛŀƭ {ƻ/Σ ŀƴŘ ҟ{ƻ/ ǊŀƴƎŜ ƛǎ considered as a group. For the first experiment, in total 24 

groups, numbered in Figure 3-7, each consisting of seven real power set-points were tested. 
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After the last test in a group, SieStorage was commanded to the minimum SoC for the next 

group at a set-point of 45 kW, then rested for another 10 minutes before the next group of 

tests commenced. The combination of 45 kW and 10 minutes of rest were selected to 

minimise cell degradation and any effects of heating [87], [98], while not incurring an 

excessively long test duration. After the completion of the efficiency test schedule, the 

system was returned to 50% SoC at 45 kW. The entire test schedule was programmed in the 

dSPACE real-time system using Simulink logic functions. The Simulink schematic for the logic 

functions is shown in Figure A - 3.1 Appendix 3.2. To ease the data capture requirements of 

the dSPACE host desktop computer, each group of data in Figure 3-7 was automatically saved 

to a separate csv file. The same sequence and procedures were followed for the low power 

experiments. 

 

Figure 3-7. Efficiency test sequence, including sequence order. 

The ten power set-points used to assess the SieStorage performance over the different SoC 

ranges are shown in Table 3.3. The low power set-points were chosen to be 9 kW, 18 kW and 

36 kW, which translates to 0.05C, 0.1C and 0.2C. From the seven mid-to-high-power set-

points, four of them shown in Table 3.3 are from 0.25ὖ  to  ρȢςυὖ , in steps of 

0.25ὖ  where the SieStorage nominal power, ὖ , is 240 kW; these power values were 

chosen to cover the full SieStorage operating window. The other three power set-points 
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shown in Table 3.3 are for 60, 120 and 180 kW, corresponding to 0.25#, 0.5C and 1#. Identical 

charge and discharge powers were used in all tests. In total, SieStorage was evaluated at 237 

different operating conditions.  

Table 3.3: Power set-points used in the tests. 

Power, kW ὖ  C-rate 

9  0.05 # 

18  0.1 # 

36  0.2 # 

45  0.25 # 

60 0.25 ὖ   

90  0.5 # 

120 0.5 ὖ   

135  0.75 # 

180 0.75 ὖ  1 #  

240 1 ὖ   

Figure 3-8 shows a sample cycle of data for the 45 kW set-point over the 85% -90% SoC range. 

The x-axis on both of the plots in Figure 3-8 represents the time in the format of 

hours:minutes:seconds. The red dashed lines show the upper and lower SoC limits for the 

test, whereas the vertical dashed green lines show the different sectors of the test. The 

ŎǳǊǊŜƴǘ ŎȅŎƭŜ ƛǎ ŜƴŎƭƻǎŜŘ ōŜǘǿŜŜƴ ǎŜŎǘƻǊǎ ΨŀΩ ǘƻ ΨŘΩΦ {ŜŎǘƻǊ ΨȊΩΣ ƛƴ Figure 3-8 denotes the rest 

period at the end of the previous cycle. 

During the rest period, SieStorage was grid connected, and so in addition to the battery 

voltage settling during this time, the battery SoC falls slightly due to system losses. The 

average SoC drop while the battery was resting is 0.47%, with the maximum drop of 1.45% 

at 45 kW, 20% ɲSoC. During sŜŎǘƻǊ ΨŀΩ ƛƴ Figure 3-8, SieStorage is commanded to charge at 

the set-point power, in this example 45 ƪ²Σ ǘƻ ǊŜǘǳǊƴ ǘƘŜ ōŀǘǘŜǊȅΩǎ {ƻ/ ǘƻ ǘƘŜ ƭƻǿŜǊ {ƻ/ ƭŜǾŜƭ 

ǘƻ ŎƻƳǇŜƴǎŀǘŜ ŦƻǊ ǘƘŜ ŘƛǎŎƘŀǊƎŜ ŘǳǊƛƴƎ ǘƘŜ ǘŜƴ ƳƛƴǳǘŜ ǊŜǎǘ όǎŜŎǘƻǊ ΨȊΩύΦ ¢Ƙƛǎ ǇŀǊǘ ƻŦ ǘƘŜ ŎȅŎƭŜ 

will be referred to as the compensation charge. Sectors ΨȊΩΣ ΨŀΩΣ ŀƴŘ ΨŘΩ ŀǊŜ ƴƻǘ ǳǎŜŘ ƛƴ ǘƘŜ 

efficiency calculations described in section 3.6.  

Lƴ ǎŜŎǘƻǊ ΨōΩ ƛƴ Figure 3-8, SieStorage continues to charge at the set-point power of 45 kW 

from the lower to the upper SoC set-point, 85% and 90% respectively. The charging process 

ǎǘƻǇǎ ǿƘŜƴ ǘƘŜ {ƻ/ ƛǎ Ŝǉǳŀƭ ǘƻ ǘƘŜ ǳǇǇŜǊ {ƻ/ ƭƛƳƛǘΦ ¢ƘŜƴΣ ƛƴ ǎŜŎǘƻǊ ΨŎΩΣ ǘƘŜ ōŀǘtery is 

discharged at the same power until the SoC returns to the lower SoC limit. Finally, in sector 
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ΨŘΩΣ ǘƘŜ ōŀǘǘŜǊȅ ǊŜǎǘǎ ŦƻǊ ǘŜƴ ƳƛƴǳǘŜǎΣ ŀƴŘ ǎƛƳƛƭŀǊ ǘƻ ǎŜŎǘƻǊ ΨȊΩΣ ǘƘŜ {ƻ/ ƻŦ ǘƘŜ ǎȅǎǘŜƳ ŘǊƻǇǎ 

slightly due to the system losses. 

 

Figure 3-8. Sample SieStorage data at 45 kW power set-point, and 85% - 90% SoC. 

3.4.  Data Analysis 

Figure 3-9 shows a flowchart of the data processing algorithm, in reference to the sectors 

denoted in Figure 3-8 and the operation of the SieStorage unit. The Matlab program 

processes all data from the full efficiency test sequence, and builds an array consisting of the 

row number of these times together with the real power set-point, and the minimum and 

maximum SoC values for use in subsequent data processing stages. Similar arrays are then 

devised for the two converters and the battery racks by analysing the multiplexer data. To 

locate these points for the two converters, the timestamps of the power of each converter 

are checked against the timestamps of the respective points derived from the continuous 

data. If the timestamps do not match, the converter power sample with the next closest 

ǘƛƳŜǎǘŀƳǇ ƛǎ ǳǎŜŘΦ ¢ƘŜ ƴŜȄǘ ŎƭƻǎŜǎǘ ǘƛƳŜǎǘŀƳǇ ƛǎ ǎŜƭŜŎǘŜŘ ǘƻ ŀŎŎƻǳƴǘ ŦƻǊ ǘƘŜ ǎȅǎǘŜƳΩǎ 

controller delay. Due to the sampling of the multiplexer, the maximum timestamp difference 
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is 2 s, which is the worst case scenario. Even though the converter power measurements are 

not eventually used for the instantaneous power efficiency calculations, analysing the 

converter data gives useful insights into their operation. 

 

Figure 3-9. Flowchart of the data analysis process in reference to sector of the cycle and the operation of the 
SieStorage. 

To identify the start and end of the sectors points for the battery racks, the measurements 

of battery voltage and current are used from the multiplexer data. Likewise to the converter 

data, the timestamps of the continuous data points are used to find the start and end point 
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of each cycle. The current of the battery is then used to verify the start and the end of every 

phase of each cycle. The polynomials shown in Table 3.2 are then used to correct the 

ōŀǘǘŜǊȅΩǎ ŎǳǊǊŜƴǘΦ ¢ƘŜ ŎƘŀǊƎŜ ŜƴŘǎ ƛƳƳŜŘƛŀǘŜƭȅ ōŜŦƻǊŜ ǘƘŜ ǇƻƭŀǊƛǘȅ ƻŦ ǘƘŜ ŎǳǊǊŜƴǘ ŎƘŀƴƎŜΣ 

which constitutes the start of the discharge phase. When the current returns to zero the 

discharge ends, and the battery starts resting. As soon as the current ramps up, the charge 

phase of the new cycle commences. The maximum time interval between the timestamps is 

2 s, as discussed in section 3.2.2.  

3.4.1.  Typical Test Cycle Data  

Three operating conditions (45 kW at 70-90% SoC, and 240 kW at both 85-90% and 70-90% 

SoC) are shown in Figure 3-10, together with the 45 kW 85-90% SoC waveforms from Figure 

3-8. In all four cases the time axis has been zeroed to align the cycles. The first plot in Figure 

3-10 shows the measured power on the left y-axis, and SoC on the right y-axis, and highlights 

ǘƘŜ ǎƛƎƴƛŦƛŎŀƴǘƭȅ ƭƻƴƎŜǊ ŎȅŎƭŜ ǘƛƳŜ όƧǳǎǘ ƻǾŜǊ ǘǿƻ ƘƻǳǊǎύ ŦƻǊ ǘƘŜ пр ƪ²Σ нл҈ ɲ{ƻ/ ŎƻƳǇŀǊŜŘ 

ǘƻ ǘƘŜ нр ƳƛƴǳǘŜ ŎȅŎƭŜ ǘƛƳŜ ƻŦ ǘƘŜ нпл ƪ²Σ р҈ ɲ{ƻ/ ŎȅŎƭŜΦ 

The second plot in Figure 3-10 shows the DC voltage of battery rack 1. At t=0 the battery 

voltage is approximately 780 V when the SoC is 85%, and approximately 755 V when the 

battery SoC is 70%, and during the 10 minute rest the battery voltage increases by 10 to 15 

V in both cases. The higher current associated with the 240 kW set-point compared to that 

of the 45 kW set-point results in a significantly higher battery voltage at the end of the charge 

cycle due to the larger voltage drop across the battery internal resistance and 

ŎƻǊǊŜǎǇƻƴŘƛƴƎƭȅ ŀ ƭƻǿŜǊ ǾƻƭǘŀƎŜ ŀǘ ǘƘŜ ŜƴŘ ƻŦ ǘƘŜ ŘƛǎŎƘŀǊƎŜ ŎȅŎƭŜ ŦƻǊ ōƻǘƘ ɲ{ƻ/ǎΦ CƻǊ ǘƘŜ р҈ 

ɲ{ƻ/Σ ǘƘŜ ōŀǘǘŜǊȅ ǾƻƭǘŀƎŜ ǊŜŎƻǾŜǊǎ ǘƻ ǘƘŜ ǎŀƳŜ ǾŀƭǳŜ of approximately 790 V at the end of 

ǘƘŜ мл ƳƛƴǳǘŜ ǊŜǎǘ ŦƻǊ ōƻǘƘ ǘƘŜ пр ƪ² ŀƴŘ нпл ƪ² ǘŜǎǘΣ ǿƘŜǊŜŀǎ ƛƴ ǘƘŜ нл҈ ɲ{ƻ/ ŎŀǎŜΣ ǘƘŜ 

battery voltage is noticeably lower at the end of the rest for the 240 kW test compared to 

the 45 kW test. These differences in battery voltage, and the comparison between rack 1 and 

2 will be discussed in section 3.4.3.  alongside more battery specific data analysis. 
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Figure 3-10. SieStorage data for 45 kW and 240 kW charge-discharge cyclesΣ ŀǘ р҈ ŀƴŘ нл҈ ɲ{ƻ/Φ 

The third and fourth plots in Figure 3-10 show the maximum battery cell temperatures, and 

the converter stack temperature. The maximum cell temperature is approximately constant 

for all operating conditions, with the temperature in thŜ р҈ ɲ{ƻ/ ŎŀǎŜǎ ǎƘƻǿƛƴƎ ƭƛǘǘƭŜΣ ƛŦ ŀƴȅ 

ǾŀǊƛŀǘƛƻƴΣ ŘǳŜ ǘƻ ǘƘŜ ǊŜƭŀǘƛǾŜƭȅ ǎƘƻǊǘ ŘǳǊŀǘƛƻƴ ŎƘŀǊƎŜΣ ŀƴŘ ǘƘŜ ǘŜƳǇŜǊŀǘǳǊŜ ƛƴ ǘƘŜ нл҈ ɲ{ƻ/ 
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ŎŀǎŜǎ ǎƘƻǿƛƴƎ ƻƴƭȅ ŀ ŦŜǿ ϲ/ ŎƘŀƴƎŜΦ Lƴ ǘƘŜ нпл ƪ² нл҈ ɲ{ƻ/ ŎŀǎŜ ǘƘŜ ŎŜƭƭ ǘŜƳǇŜǊŀǘǳǊŜ Ŧŀƭƭǎ 

by 3.5°C, and this is assumed to be due to the battery rack cooling fans being energised 

(though no data is available to show when the fans are active). The converter temperature 

in the fourth plot in Figure 3-10 shows a larger temperature gradient than the battery cells, 

and at the end of the first 10 minute rest, the converter  temperature had fallen to 

approximately 25°C in all cases; each waveform shows a different converter temperature at 

t=0 as this is dependent on the previous operating condition in the test schedule shown in 

Figure 3-7. As expected, the converter temperature for the 240 kW case is significantly higher 

ǘƘŀƴ ŦƻǊ ǘƘŜ пр ƪ² ŎŀǎŜΣ ŀƴŘ ǎƘƻǿǎ ƭƛǘǘƭŜ ŘŜǇŜƴŘŜƴŎŜ ƻƴ ǘƘŜ ɲ{ƻ/Τ ǘƘƛǎ ƛǎ ŘǳŜ ǘƻ ǘƘŜ ǇƻǿŜǊ 

devices in the converter having relatively high thermal conductivity and low heat capacity, 

and so are quickly able to reach a steady-ǎǘŀǘŜ ǘŜƳǇŜǊŀǘǳǊŜΦ ¢ƘŜ нпл ƪ²Σ нл҈ ɲ{ƻ/ ǎƘƻǿǎ 

the maximum converter temperature is achieved immediately after the charge to discharge 

power reversal. The temperature effects are discussed further in section 3.4.2.  

3.4.2.  Temperature Data 

In this section the battery and converter temperatures are discussed to determine what, if 

any effect temperature may have on the efficiency results. The temperature of the battery 

and converter are shown for the cycles that recorded the highest values.  

3.4.2.1.  Battery Temperature 

The battery temperature data resolution on the Profibus is 0.5°C. For the medium-to-high-

power ǘŜǎǘǎ ŀƴŘ ŦƻǊ ǘƘŜ ŦƛǊǎǘ ǘǿƻ ҟ{ƻ/ ǊŀƴƎŜǎ ǘŜǎǘŜŘ ŀǘ the 85-90% and 80-90% SoC, the 

temperature of the batteries is lower as prior to the test, the SieStorage was offline and so 

all hardware would have been at room temperature. The 5-мл҈ ҟ{ƻ/ ǊŀƴƎŜΣ ŀƭǎƻ ƭƻƎƎŜŘ 

lower temperatures as during the first 5-10% SoC range test the dSPACE programmed 

minimum SoC of 8% was reached, and so SieStorage was switched-off. The 5-10% SoC range 

test was repeated approximately 12 hours after the first attempt, with the minimum SoC 

limit relaxed, and so the battery had started to cool to room temperature. During the low 

power evaluation of the system, the battery current does not surpass 35 A, and the 

temperature of the battery does not change significantly throughout the test. 

In general, the temperature rises consistently over the time. The average maximum battery 

temperature at the end of the discharge phase for the medium-to-high-power set-points is 

27.8°C, with minimum and maximum values of 21°C and 32.5°C respectively. Figure 3-11 

shows the maximum battery temperature profile for rack 1 and rack 2 for the full 240 kW, 

20-40% SoC test cycle, as this test has the highest maximum battery temperature of 32.5°C. 
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The average maximum battery temperature at the end of the discharge for the low power 

tests is 23.9°C, with minimum and maximum values of 22.5°C and 24.5°C respectively. 

Appendix 3.3 Figure A - 3.2a shows the battery temperature from rack 1 at the end of each 

discharge period for all power, and SoC ranges. 

CƻǊ ǘƘŜ р҈ ҟ{ƻ/ όŀǇŀǊǘ ŦǊƻƳ ǘƘŜ р-10% SoC test) the maximum temperature is logged at the 

lowest power of 45 kW as a result of the previous test being at full power (240 kW) and 20% 

SoC range. Therefore, the battery temperature is elevated from the previous test, and not 

the 45 kW test, which suggests that the batteries require more than 10 minutes rest after a 

prolonged cycle. 

CƻǊ ǘƘŜ мл҈ ŀƴŘ нл҈ ҟ{ƻ/Σ ŀǎ ǘƘŜ ǇƻǿŜǊ ƻŦ ǘƘŜ ǘŜǎǘ ƛƴŎǊŜŀǎŜŘΣ ǎƻ ŘƛŘ ǘƘŜ ǘŜƳǇŜǊŀǘǳǊŜ ŀǎ ǘƘŜ 

increased current resulted in higher losses. Comparing the battery temperature for the same 

ǇƻǿŜǊ ŦƻǊ ŀƭƭ ҟ{ƻ/ ǘŜǎǘǎ ǎƘƻǿǎ ǘƘŜ ƭŀǊƎŜǊ ҟ{ƻ/ ǊŜǎǳƭǘŜŘ ƛƴ ŀ higher temperature as the 

duration of the test was increased, and so the higher losses were incurred for a longer 

duration. 

As the initial SoC reduces, the maximum battery temperature in general slightly increases, 

though the 0.5°C resolution obscures this from several of the test results. This behaviour is 

attributed to a higher current being required at a lower SoC for the same power since the 

battery voltage reduces with SoC.  
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Figure 3-11. Maximum battery temperature at 240kW, 20-40% SoC cycle. 

3.4.2.2.  Converter Temperature 

The converter temperature resolution is 0.1°C. The maximum temperature of the converter 

stack 1 ƳŜŀǎǳǊŜŘ ōȅ ǘƘŜ {ƛŜ{ǘƻǊŀƎŜΩǎ ǎŜƴǎƻǊǎ at the end of the discharge period ranges from 

23.3°C to 56.8°C, with an average of 29.8°C for the medium-to-high-power tests, while for 

the low power tests it fluctuates between 23.6°C and 28.5°C. As expected, the converter 

temperature increases with the power set-point, due to the higher device currents.  

Lƴ ƎŜƴŜǊŀƭΣ ŀǎ ǘƘŜ ƛƴƛǘƛŀƭ {ƻ/ ƛƴŎǊŜŀǎŜǎ ŦƻǊ ǘƘŜ ǎŀƳŜ ҟ{ƻ/Σ ǘƘŜƴ ǘƘŜ ǘŜƳǇŜǊŀǘǳǊŜ ƛƴŎǊŜŀǎŜǎ 

slightly, and this is attributed to the switching losses of the devices increasing with the higher 

DC voltage associated wiǘƘ ǘƘŜ ƘƛƎƘŜǊ {ƻ/Φ !ǎ ǘƘŜ ҟ{ƻ/ ƛƴŎǊŜŀǎŜǎΣ ǘƘŜ ǘŜƳǇŜǊŀǘǳǊŜ ƛƴŎǊŜŀǎŜǎ 

as the devices are operated for a longer duration. Since the devices in the converters have a 

shorter thermal time constant than the batteries, no link between the test order, and the 

maximum recorded temperatures is apparent. Appendix 3.3 Figure A - 3.2b shows the 

maximum temperature for converter stack 1 for the end of the discharge period for all power, 

and SoC ranges. 

Figure 3-12 shows both convertersΩ maximum temperature during the 70-90% 240kW test. 

Similar to the battery test, the maximum temperature is reached at the end of the discharge, 
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and both converters shown similar temperatures throughout the cycle as the SieStorage 

control splits the load 50:50 between the 120 kW converters.  

 

Figure 3-12. Maximum converter temperature at 240kW, 70-90% SoC cycle. 

3.4.3.  Battery Rack Data 

The battery rack voltages have been identified for each power set-ǇƻƛƴǘΣ ŀƴŘ ɲ{ƻ/Τ ǘƘƛǎ ǿŀǎ 

done by programming Matlab to search through the data files to form separate datasets for 

each power set-ǇƻƛƴǘΣ ɲ{ƻ/Σ ŀƴŘ ōŀǘǘŜǊȅ ǊŀŎƪΦ aŀǘƭŀō ǿŀǎ ǘƘŜƴ ǇǊƻƎǊŀƳƳŜŘ ǘƻ ǎŜŀǊŎƘ 

though each dataset, and to extract both battery rack voltages for every 0.5% change in SoC; 

if there was no data for every 0.5% then the data with the closest SoC was selected. 

A small delay up to 9 s, from the point when the power set-point reverses until the battery 

current becomes negative, is evident from the multiplexer data which is shown in Figure 3-13 

by the red boxes. The test commands the system to discharge which leads the grid power to 

change from 60.1kW to -61.1kW, however the multiplexer still logs a positive current in the 

battery. Even though the positive current in the battery demonstrates that the battery is 

charging, the calculated SoC, i.e. the capacity of the battery starts decaying, which is 

demonstrated by the green boxes.  
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Figure 3-13. Battery rack 1 reverse current delay. 

For the battery rack currents, only the start of thŜ ŎƘŀǊƎŜ ŀƴŘ ŘƛǎŎƘŀǊƎŜ όǎŜŎǘƻǊǎ ΨōΩ ŀƴŘ ΨŎΩ ƛƴ 

Figure 3-8) were required. The start of the charge was identified in Matlab by determining 

when the battery power matched the power set-point of each test within a limit of 17%, to 

filter out any power transitions, and then sorting these in terms of real power set-point and 

ɲ{ƻ/Φ ¢ƘŜ ǎǘŀǊǘ ƻŦ ǘƘŜ ŘƛǎŎƘŀǊƎŜ ǿŀǎ ƛŘŜƴǘƛŦƛŜŘ ōȅ ǇǊƻƎǊŀƳƳƛƴƎ aŀǘƭŀō ǘƻ ŘŜǘŜŎǘ ŀ ŎƘŀƴge 

in polarity between two consecutive DC power values and sorting these in terms of the initial 

{ƻ/ ŀƴŘ ǘƘŜ ɲ{ƻ/Φ ¢ƘŜ 5/ ǇƻǿŜǊ ǿŀǎ ǳǎŜŘ ǘƻ ŀǾƻƛŘ ǘƘŜ Řŀǘŀ ŎŀǇǘǳǊŜ ŘŜƭŀȅ ōŜǘǿŜŜƴ ǘƘŜ !/ 

variables and DC variables which is discussed in Figure 3-13.  

3.4.3.1.  Battery Rack Voltage 

The rack voltages at three different parts of the efficiency test sequence from both 

experiments, have been analysed to understand the overall behaviour of the battery racks, 

and they are: 

¶ ǘƘŜ ŜƴŘ ƻŦ ǘƘŜ ǊŜǎǘ όŜƴŘ ƻŦ ǎŜŎǘƻǊ ΨŘΩ ƛƴ Figure 3-8), as the rack voltage is 

approximately in a steady-state, as shown in the second plot in Figure 3-8, and 

so this value is the closest available in this test to the steady-state open circuit 

voltage of the battery rack 

¶ ǘƘŜ ŎƘŀǊƎŜ ǇŜǊƛƻŘ όǎŜŎǘƻǊǎ ΨōΩ ƛƴ Figure 3-8), and 

¶ ǘƘŜ ŘƛǎŎƘŀǊƎŜ ǇŜǊƛƻŘ όǎŜŎǘƻǊǎ ΨŎΩ ƛƴ Figure 3-8) 

Figure 3-14 shows the rack 1 battery voltage at the end of the rest for each cycle. Even though 

the battery voltage depends on the temperature of the cell [98], the temperature varied 

between 21°C and 32.5°C throughout the test. The figure shows three sets (solid lines 5% 

ҟ{ƻ/Σ ŘŀǎƘŜŘ ƭƛƴŜǎ мл҈ ҟ{ƻ/ ŀƴŘ ŘƻǘǘŜŘ ƭƛƴŜǎ нл҈ ҟ{ƻ/ύ ƻŦ ŀƭƭ ǘŜƴ ǇƻǿŜǊ ǎŜǘ-points. The 5% 
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ҟ{ƻ/ ǾŀƭǳŜǎ ǊŜǎǘ ŀǘ ŀ ŘƛŦŦŜǊŜƴǘ ƳƛƴƛƳǳƳ {ƻ/ ǾŀƭǳŜ ǿƘŜƴ ŎƻƳǇŀǊŜŘ ǘƻ ǘƘŜ мл҈ ƻǊ нл҈ ҟ{ƻ/ 

values which rest at the same minimum SoC limits. At lower SoC values the maximum voltage 

ŘƛŦŦŜǊŜƴŎŜ ōŜǘǿŜŜƴ ǘƘŜ ҟ{ƻ/ ǾŀƭǳŜǎ ƛǎ мпΦп ± ŀǘ у҈ {ƻ/Σ ǿƛǘƘ ǘƘŜ ƘƛƎƘŜǊ ҟ{ƻ/ ǾŀƭǳŜǎ ƘŀǾƛƴƎ 

a lower voltage which is attributed to the larger relaxation the battery cells experience. The 

figure shows that the voltage at the end of the rest is very similar for SoC values over 45% 

which is attributed to the larger relaxation the battery cells experience. Additional plots 

ǎƘƻǿƛƴƎ ǘƘŜ ǊŀŎƪ м ǎǘŀǊǘ ŀƴŘ ŜƴŘ ƻŦ ǊŜǎǘ ǾƻƭǘŀƎŜǎ ǎŜǇŀǊŀǘŜŘ ŦƻǊ ŜŀŎƘ ǾŀƭǳŜ ƻŦ ҟ{ƻ/ ǘŜǎǘŜŘ, 

and each power set-point are contained in Appendix 3.4 Figure A - 3.3. 

 

 

Figure 3-14. Rack 1 voltage at end of the rest period against SoC. 

The voltage at the end of the rest is the closest data available from the efficiency test 

sequence to the open circuit voltage of the battery rack. The open circuit voltage of a battery 

is defined the difference between the potential of the positive and negative electrode [82]. 

Figure 3-14 ǎƘƻǿǎ ŀ ǎƭƛƎƘǘ ŘƛŦŦŜǊŜƴŎŜ ƛƴ ōŀǘǘŜǊȅ ǾƻƭǘŀƎŜ ŦƻǊ ǘƘŜ ŘƛŦŦŜǊŜƴǘ ɲ{ƻ/ ŀǘ ƭƻǿŜǊ {ƻ/ 

values. Curve fitting can then be used to determine equations, for use in future simulation 

models, which relate the battery rack voltage to the SoC, independently of the power set-

point; albeit this is out of the scope of this thesis.  
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In Figure 3-14 the voltage of rack 1 is shown for all power set-points during the charge and 

discharge part of the cycle, for the 75-80% SoC range. As expected, the voltage increases as 

the set-point increases due to the higher current, and therefore higher voltage across the 

battery internal resistance. The difference in the voltage at the end of the charge which is 

evident in Figure 3-15 is attributed to the combination of the resistive voltage drop of the 

cells and polarisation [54]. Figure A - 3.4 in Appendix 3.5 shows rack 1 voltage for each cycle 

of data shown in the efficiency test sequence in Figure 3-7, for the lowest and highest power 

set-points (45 kW, and 240 kW respectively), to illustrate this effect across the full SoC range.  

 

Figure 3-15. Voltage against SoC for battery rack 1 during charge and discharge for 75-80% SoC range. 

Table 3.4 lists the voltage at the end of the charge period for the cycle shown in Figure 3-15, 

and shows the linear change in voltage with power set-point after the 45 kW power set-point. 

Table 3.4: End of charge voltages for each real power set-point at 80% SoC. 

Power, 

kW 

9 18 36 45 60 90 120 135 180 240 

Voltage, V 787.3 788.4 790.4 789.6 790.6 792.4 794.3 795 797.3 800.6 

Table 3.5 lists the minimum, maximum, average and standard deviation between the rack 1 

and 2 voltages, for the start of the charge, discharge, and rest periods, and the end of the 
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rest. The very similar voltage recorded in both battery racks validates the identical behaviour 

of the two racks, which is expected as the cell degradation is not yet significant.  

Table 3.5: Differences between Vdc for Rack 1 and 2. 

 Minimum Maximum Average Standard 

deviation 

Charge start -0.6 V 1.2 V 0.10 V 0.24 V 

Discharge start -2.8 V 2.3 V 0.13 V 0.45 V 

Rest start -1.4 V 4.3 V 0.14 V 0.50 V 

Rest end -0.2 V 3.5 V 0.14 V 0.28 V 

3.4.3.2.  Battery Rack Current 

The battery rack current varies with the operating power set-point, for example, at 90% SoC 

the current varies from 4 A at 9 kW, to 143 A at 240 kW. Figure 3-16 shows battery rack 1 

current at the start of both the charge (positive current) and discharge (negative current) 

cycles per ɲSoC for the medium-to-high-power test sequence. As expected in Figure 3-16, as 

the SoC increases (so does the battery voltage in Figure A - 3.5 in Appendix 3.6) then for a 

constant charge, or discharge power set-point, the battery current reduces. This is more 

noticeable at higher set-points, and for example, comparing the 240 kW charge starting at 

5% and 85%, the current decreases from 166.95 A to 142.45 A, shown in the top plot in Figure 

3-16. Furthermore, as the reference output power of the SieStorage is measured at the grid 

side, when discharging, the battery operates at higher power which leads into higher battery 

current. 

3.4.4.  Converter Data 

The Profibus multiplexer reports the rms current measured on the grid-side of the converter. 

The AC current of the converters is only dependent on the real power set-point of each cycle, 

and the grid voltage, which is assumed constant due to network regulations, and has no 

ŘŜǇŜƴŘŜƴŎŜ ƻƴ {ƻ/Σ ƻǊ ɲ{ƻ/ ǾŀƭǳŜΦ 

When the SieStorage is grid-connected and the grid power is zero, the rms converter current 

reported by the Profibus is 8.123 A, which is attributed mainly to the magnetising current of 

the isolating transformer, SieStorage controller, and the battery BMS. Figure A - 3.6 in 

Appendix 3.7 shows the converter 1 current for the start and end of the rest for each part of 

the medium-to-high-power test sequence.  
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Figure 3-16. Battery rack 1 current at the start of the charge and discharge. 

When the reference grid power is zero, the average power at the output terminal of each 

converter is -0.82 kW ± 0.05 kW. In total, since the SieStorage has two inverters, a maximum 

standby power loss of 1.63 kW is recorded when the system is idle and it is attributed to the 

SieStorage controller and the battery BMS. The power of the two converters can be directly 

compared using data samples where the multiplexer is returning the power of both 

converters at the same time instant. The average difference between the two converters is 

0.001 kW ± 0.056 kW (mean ± standard deviation). The maximum and minimum difference 

between the two converters is 2.54 kW and -2.78 kW respectively. The small differences 

between the two converters confirm that the two battery racks operate at a very similar 

power at any given time.  
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From the independent measurements described in section 3.2.3. , it is found that when the 

SieStorage is idle, the battery discharges with a constant current of 0.9 A which is not 

reported by the Profibus multiplexer. Moreover, from previous experiments [121], it is 

known that when idle, the SieStorage experiences an average discharge rate of 1.54 kW 

which is similar to the maximum standby power loss recorded above and this power is 

provided by the battery.  

3.5.  Instantaneous Power Losses 

The instantaneous power losses of the system can be derived by directly comparing the 

battery power to the AC-grid power. All calculations can be performed for charge and 

discharge operation. The AC-grid power is recorded for every data sample as it is available 

on the Profibus 250 ms sampled data (section 3.2.1. ). Battery power is not available as a 

variable in the data captured, and so the separate battery rack DC voltage, and DC current 

are used (after the calibration in 3.2.3.1.  is applied) to calculate battery power per rack. From 

Table 3.1, for battery rack 1, DC voltage and current are both captured three times per 4.5 s 

multiplex ID sequence, and on each occasion the two variables are captured at the same 

instant; this enables the DC voltage and DC current to be multiplied to determine the battery 

power per rack. Figure 3-2 shows the location of the different power measurement locations 

in SieStorage. 

The total instantaneous losses of the SieStorage system, between the battery and the grid, 

can be derived by comparing the power in the battery to the power at the grid connection 

point, as described from the equation (7). To calculate the instantaneous losses of the 

ǎȅǎǘŜƳΣ ǘƘŜ р҈ ɲ{ƻ/ ŎȅŎƭŜǎ ǿŜǊŜ ǎŜƭŜŎǘŜŘ ǎƛƴŎŜ ǘƘŜ ǎƳŀƭƭ ǊŀƴƎŜ ƻŦ {ƻ/Σ ŀƴŘ ǘƘŜ ǎƳŀƭƭ ŎƘŀǊƎƛƴƎ 

and discharging time, does not allow for the cell temperature to rise substantially and 

influence the losses of the system [154].  

For the samples on the same power set-point, that yield the same SoC reading, the 

instantaneous power losses between the battery and the grid are derived and then averaged 

at each phase of every cycle, in such way the random measurement error is reduced. Then, 

the data is sampled at 1% intervals of the SoC measurements. A linear interpolation is then 

performed to produce a look-up table which describes the losses of the system as a function 

of the real power set-poiƴǘ ŀƴŘ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/ ŀǎ described by (3-8). This look-up table can 



Efficiency and Instantaneous Power Losses of a Commercial BESS 

87 
 

be easily integrated with the model of the SieStorage, described in Chapter 4 , to enhance its 

accuracy.  

 ὒέίίὩίὪὖ ȟὛέὅ  (3-8) 

 

Figure 3-17 shows the contour map of the instantaneous power losses of the SieStorage unit, 

from 10% to 90% SoC using the linear interpolation described by (3-8). A higher fidelity plot 

of the instantaneous power losses of the system can be found in Appendix 3.8. Figure 3-17 

shows that the instantaneous power losses in the system depend mainly on the power set-

point. The losses of the system vary from 1.35 kW when charging at 9 kW at 45% SoC, to 

13.94 kW when discharging at full power at 46% SoC. Accounting for the measurement 

uncertainty described in section 3.2.4. , the minimum and maximum losses of the SieStorage 

vary from 1.35 ± 0.26 kW to 13.94 ± 7.50 kW respectively. This corresponds to fractional 

uncertainties of 19% and 54% respectively.  

From Figure 3-17 it can be noticed that when the system operates at low power, the 

SieStorage experiences lower losses when it is discharging, however this trend is reversed 

when the system operates at powers above 1 C-rate. This is attributed to the impure Ohmic 

nature of the lithium ion batteries that causes their impedance to change with the direction 

of current as intercalation and deintercalation of lithium ions within the electrode is 

reversed. As a result the internal resistance of the battery can be 5-20% higher during the 

charging process [81].  
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Figure 3-17. Contour map of the instantaneous power losses of the SieStorage system with labels. 

The losses in the battery cell can be separated to Ohmic losses which depend on the DC 

current, and conduction losses caused by the chemical reactions [53], [125]Φ ¢ƘŜ ŎƻƴǾŜǊǘŜǊΩǎ 

switching and conduction losses are mainly influenced by the DC current [155].  The direction 

of the current should also marginally influence the instantaneous power losses between the 

battery and the converter as when the system is discharging, the current is slightly higher.  

¢ƘŜ ƭƻǎǎŜǎ ƻŦ ǘƘŜ ŦƛƭǘŜǊ ŎƻƳǇǊƛǎŜ ǘƘŜ ŦƛƭǘŜǊΩǎ ŎƻǊŜ ŀƴŘ ŎƻƴŘǳŎǘƛƻƴ ƭƻǎses, and the losses in the 

ŦƛƭǘŜǊΩǎ ŘŀƳǇƛƴƎ ŎƛǊŎǳƛǘΦ ¢ƘŜ ŎƻǊŜ ƭƻǎǎŜǎ ƻŦ ǘƘŜ ŦƛƭǘŜǊ ƛƴŘǳŎǘƻǊ ŘŜǇŜƴŘ ƻƴ ǘƘŜ ǾƻƭǘŀƎŜ ŀƴŘ 

frequency of the secondary side of the transformer and are assumed constant. On the other 

hand, the conduction losses of the filter inductor depend on its series resistance and the 

current [55], [77]Φ ¢ƘŜǊŜŦƻǊŜΣ ǘƘŜ ŦƛƭǘŜǊΩǎ ŎƻƴŘǳŎǘƛƻƴ ƭƻǎǎŜǎ ŀǊŜ dependent on the operating 

power of the system and the temperature.  

¢ƘŜ ǘǊŀƴǎŦƻǊƳŜǊΩǎ ƭƻǎǎŜǎ can be divided into load-independent core losses and load-

dependent winding losses. The core losses of the transformer are attributed to hysteresis 

loss of the magnetic materials and eddy currents, and are influenced by the grid side voltage 

which is considered constant, and the frequency of the grid. The winding losses of the 
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transformer are dependent on the primary and secondary resistances and are determined 

by the operating power of the system [77].  

Summarising the above, the losses of SieStorage are mainly dependent on current squared. 

Therefore, it is expected that the losses in the system vary significantly with the power set-

point. The losses of the system do not demonstrate any significant relationship with the 

operating SoC level.  

3.5.1.  Instantaneous Power Efficiency Maps 

The instantaneous power efficiencies between the battery and the AC-grid are directly 

derived from the instantaneous power losses described in the previous section. Figure 3-18 

shows the contour map of the overall instantaneous power efficiency of the system. In 

general, Figure 3-18 shows that the system is most efficient when it operates between 60 kW 

and 180 kW.  

 

Figure 3-18. Instantaneous power efficiency of SieStorage. 

From Figure 3-18, it is visible that the instantaneous power efficiency of the system is 

different for each operating mode, i.e. charge and discharge. This is attributed to the 

SieStorage controller and the battery BMS system being powered on from the battery when 
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the system is discharged, and the higher diode conduction losses of the converter when the 

system operates at low power. The instantaneous power efficiency of the SieStorage varies 

from 59.08% when discharging at 9 kW at 60% SoC to 97.16% when discharging at 135 kW at 

27% SoC. The instantaneous power efficiency of the SieStorage between 10% - 90% SoC, is 

averaged for the charging and the discharging operation. Table 3.6 lists the experimental 

instantaneous power efficiency of SieStorage for all the power set-points investigated. From 

Table 3.6, it can be derived that SieStorage is most efficient when operated between 90 to 

240 kW.  

Furthermore, from Table 3.6, it can be noticed that the system is significantly less efficient 

when operated below 18 kW. The instantaneous power efficiency of the SieStorage drops 

below 93%, when discharging at a power below of 45 kW. This is mainly attributed to the 

operation of the transformer, the filter and the switching losses of the converter, as well as 

the power needed for the operation of the SieStorage controller and the battery BMS.  

Table 3.6: Comparison of the SieStorage instantaneous power efficiency averaged across the range from 10% to 
90% SoC for each power set-point. 

Power, 
kW 

Discharging Charging 

Minimum Maximum Average Minimum Maximum Average 

9 59.08% 64.51% 61.03% 78.23% 85.01% 82.80% 

18 78.12% 82.25% 79.13% 88.39% 92.19% 91.10% 

36 87.40% 91.44% 88.65% 92.44% 96.03% 95.21% 

45 92.27% 93.93% 93.08% 92.55% 94.10% 93.25% 

60 94.25% 95.43% 94.69% 93.55% 94.79% 94.08% 

90 94.71% 96.41% 95.85% 94.46% 95.33% 94.93% 

120 95.63% 96.74% 96.39% 94.78% 95.31% 95.01% 

135 95.79% 97.16% 96.65% 94.53% 95.30% 94.93% 

180 96.09% 97.12% 96.89% 94.40% 94.88% 94.69% 

240 94.19% 95.49% 94.49% 96.04% 96.80% 96.38% 

3.6.  Round-trip Efficiency 

The round-trip efficiency of the system for a cycle can be calculated by comparing the energy 

used by the system to charge and discharge. Thus, the round-trip efficiency of the system 

includes the battery and the converter losses for the given cycle. The energy needed to 

charge the battery can be calculated by integrating the power of the system over the time 

needed for the SoC to reach the upper SoC limit from the lower SoC of the cycle, denoted as 

ǎŜŎǘƻǊ ΨōΩ ƛƴ Figure 3-8. The integration is performed using a trapezoidal method (the 
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ΨŎǳƳǘǊŀǇȊΩ ŦǳƴŎǘƛƻƴ ƛƴ aŀǘƭŀō ǿŀǎ ǳǎŜŘύΦ ¢ƘŜ ŜƴŜǊƎȅ ǊŜǉǳƛǊŜŘ ŦƻǊ ŎƘŀǊƎƛƴƎ ƛǎ ŘŜǎŎǊƛōŜŘ ōȅ 

(3-9). Similarly, the discharge energy is given by integrating the power over the time needed 

ŦƻǊ ǘƘŜ {ƻ/ ƻŦ ǘƘŜ ǎȅǎǘŜƳ ǘƻ ǊŜǘǳǊƴ ǘƻ ǘƘŜ ƭƻǿŜǊ {ƻ/ ƭƛƳƛǘΣ ǎŜŎǘƻǊ ΨŎΩ ƛƴ Figure 3-8, and is 

calculated by (3-10). 

%  0  ÄÔ (3-9) 

 

%  0  ÄÔ (3-10) 

where t0 to t1 is the time the time interval for charging the asset, and t2 to t3 is the time 

interval for discharging back to the lower SoC limit. Then the round-trip efficiency is 

calculated by (3-11). 

 ́=  *100% (3-11) 

 

Using (3-11), the round-trip efficiency for every SoC range and power rating can be 

calculated. Figure 3-19 and Figure 3-20 show a contour plot of the round-trip efficiency of 

ǘƘŜ {ƛŜ{ǘƻǊŀƎŜ ŦƻǊ мл҈ ŀƴŘ нл҈ ҟ{ƻ/ ŀǎ ǘƘŜǎŜ ǘŜǎǘǎ Řƻ ƴƻǘ ǎƪƛǇ ŀƴȅ {ƻ/ ƭŜǾŜƭ ŀƴŘ ǘƘǳǎ 

provide a continuous data in terms of SoC. The round-tǊƛǇ ŜŦŦƛŎƛŜƴŎȅ ŦƻǊ р҈ ҟ{ƻ/ Ŏŀƴ ōŜ ŦƻǳƴŘ 

in Appendix 3.9. The contour plot in Figure 3-19 and Figure 3-20 are linearly interpolated 

between the tested power set-points. A higher fidelity plot of the round-trip efficiency of the 

system can be found in Appendix 3.9.  

As it can be seen in Figure 3-19, the SieStorage is least efficient when operated below 45 kW, 

as the efficiency of the system drops below 90%. The round-trip efficiency of the system 

generally improves between 45 kW and 135 kW. More specifically, the round-trip efficiency 

of the SieStorage peaks around 93% to 96% when operated between 45 kW and 110 kW, for 

two SoC areas; 83% - 76% and 48% - 28%. Beyond 135 kW, the efficiency of the system 

steadily reduces when the system operates at high power and drops below 90% when the 

ǎȅǎǘŜƳ ƻǇŜǊŀǘŜǎ ŀōƻǾŜ нлл ƪ²Φ Lƴ ǘŜǊƳǎ ƻŦ {ƻ/Σ ǘƘŜ ǎȅǎǘŜƳΩǎ ŜŦŦƛŎƛŜƴŎȅ ƎŜƴŜǊŀƭƭȅ ŘǊƻǇǎ ǿƘŜƴ 

operated below 28% SoC. 
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Similar conclusions can ōŜ ŘŜǊƛǾŜŘ ŦǊƻƳ ǘƘŜ нл҈ ҟ{ƻ/ ǘŜǎǘǎ ǎƘƻǿƴ ƛƴ Figure 3-20. In general, 

ǘƘŜ нл҈ ҟ{ƻ/ ǘŜǎǘǎ ŘŜƳƻƴǎǘǊŀǘŜ ŀ ǎƭƛƎƘǘƭȅ ƭƻǿŜǊ ǊƻǳƴŘ-trip efficiency when compared to the 

мл҈ ҟ{ƻ/Φ This is due to the larger energy losses the system experiences as the components 

of the SieStorage reach thermal equilibrium. The system has a better round-trip efficiency 

when operated between 36 kW and 180 kW between 35% - 60% SoC. Beyond this operating 

region, the SieStorage presents again improved efficiency when operated between 60 kW 

and 135 kW at SoC above 80%. Outside of these two regions the efficiency drops in a 

comparable way to Figure 3-19 when the system operates below 45kW and above 200 kW. 

Furthermore, similarly to Figure 3-19, the efficiency of the system reduces when it is 

operated below 33% SoC.  

From both Figure 3-19 and Figure 3-20, it can be seen that SieStorage yields higher efficiency 

when operated between 45 kW to 110 kW. The small discrepancies on the round-trip 

efficiency can also be attributed to the measurement error described in section 3.2.4.  

 

Figure 3-19Φ /ƻƴǘƻǳǊ Ǉƭƻǘ ƻŦ ǘƘŜ {ƛŜ{ǘƻǊŀƎŜΩǎ ǊƻǳƴŘ-trip efficiency from 9 kW to 240 kW and from 10% to 90% 
SoC at мл҈ ҟ{ƻ/. 
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Figure 3-20. Contour plot of the {ƛŜ{ǘƻǊŀƎŜΩǎ ǊƻǳƴŘ-trip efficiency from 9 kW to 240 kW and from 10% to 90% 
{ƻ/ ŀǘ нл҈ ҟ{ƻ/Φ 

The round-ǘǊƛǇ ŜŦŦƛŎƛŜƴŎȅ ǇŜǊ ɲ{ƻ/ ŦƻǊ ŜǾŜǊȅ {ƻ/ range and power rating tested is shown in 

Figure 3-21 in the form of bar charts, which enables the quick comparison of the data. The 

numbers inside the cycles indicate the group number, as shown in Figure 3-7. In general, in 

Figure 3-21, as the power set-point increases from low power to medium, above 36 kW, the 

efficiency of the SieStorage rises, because of the static losses, attributed to the SieStorage 

controller, the battery BMS and load independent losses as mentioned above. When the 

power increases from medium to high, above 135 kW, the efficiency of SieStorage falls due 

to the increase in the resistive losses in the system, which are largely associated with the 

battery racks, the power electronic devices, the filter, and the transformer. Some data 

groups, for example the 11th and 16th cycle, noticeably contradict this generalisation, and this 

is attributed to the temperature controlled cooling for the converters, and the battery racks, 

however there is no variable recording when the cooling is active, or at what operating 

condition the cooling is enabled. 

As the SoC reduces, for a specific power set-point, the battery current will be increased. The 

increase in current would increase the losses in the battery, the converter, the filter, and the 
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transformer. The current in the AC circuit is assumed unchanged since the grid voltage is 

approximately constant. In Figure 3-21, several power set-point values broadly show a 

reduced efficiency as SoC is reduced, for example at 240 kW and р҈ ҟ{ƻ/, the round-trip 

efficiency of the system drops from 90.95% between 65% - 70% to 86.79% when SieStorage 

operates between 15% - 20%. However, several data points in Figure 3-21 contradict this 

trend, which is attributed to the measurement uncertainty which can result in the small 

variation in the efficiency values, and the cooling of the system. 

!ǎ ǘƘŜ ҟ{ƻ/ ƛƴŎǊŜŀǎŜǎΣ ǘƘŜ ŎƻƳǇonents of the system reach thermal equilibrium which 

contributes largely to energy losses. In general in Figure 3-21Σ ǘƘŜ нл҈ ҟ{ƻ/ Ƙŀǎ ŀ slightly 

lower efficiency than the equivalent power set-ǇƻƛƴǘΣ ŀƴŘ ƎŜƴŜǊŀƭ {ƻ/ ǾŀƭǳŜ ŀǎ ǘƘŜ р҈ ҟ{ƻ/ 

tests. As with the previous statements on the efficiency trends, a few data points contradict 

this generalisation.  

Summarising the above, the system is most efficient when operated with small ҟSoC. For 

example, the round-trip efficiency of the system exceeds 90% when the system is operated 

at р҈ ҟ{ƻ/, between 30% - 90% SoC, at powers between 45 kW and 135 kW. When the 

system is cycled at 10҈ ҟ{ƻ/, at power between 45 kW and 110 kW, the efficiency of the 

system surpasses 93% for the 83% - 76% and 48% - 28% SoC regions, as shown in Figure 3-19. 

Finally, in terms of the round-trip efficiency, it is recommended to avoid high duration cycles, 

especially at high power. 

The round-trip efficiency results validate the findings of previous experimental work [121] 

ǿƘƛŎƘ ŦƻǳƴŘ ǘƘŀǘ ǘƘŜ ǎȅǎǘŜƳΩǎ ǊƻǳƴŘ-trip efficiency peaks for power below 180 kW, which 

corresponds to a battery charge rate of 1 C, and declines as the power increases beyond 180 

kW. Furthermore, even though the test sequence was different, the findings from Figure 3-21 

align with the paper as in both cases, there was no strong trend evident in round trip 

efficiency at different SoC levels. 
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Figure 3-21. Round-trip efficiency for all power and SoC ranges tested. 

3.7.  Outputs 

The experimental data was used to develop a rigorous characterisation procedure which 

enables the realization of a reliable dynamical model of the system. This work lead to the 

ǇǳōƭƛŎŀǘƛƻƴ ƻŦ ǘƘŜ άDynamical Characterization of Grid-Scale Energy Storage Assetsέ ǇŀǇŜǊ 

[133], presented in the IEEE IECON 2019 conference in Lisbon in October 2019.  
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Another conference paper that reviews the instantaneous power losses and the round-trip 

efficiency of the system has been drafted but not yet submitted. 

Finally, the experimental data collected during the experiments described in this chapter has 

been uploaded online and can be accessed on the UKERC Energy Data Centre website [151]. 

3.8.  Summary 

This chapter contains a comprehensive review of the 240 kW 180 kWh SieStorage efficiency 

testing and has identified that the instantaneous power losses of the system range from 1.35 

kW to 13.94 kW depending on the real power set-point. In terms of losses, the SieStorage is 

most efficient when operated between 90 to 240 kW. It is found that the instantaneous 

power losses of the system depend mainly on the current, and the power set-point of the 

system. It is shown that the SoC of the system does not have a great impact on the 

instantaneous power losses of the system. 

The round-trip efficiency of the SieStorage ranges from 54.48% to 97.60%. Operating the 

system below 36 kW yields the lowest efficiency, while operating between 45 kW and 110 

kW and 76% - 83% or between 30 - 48% SoC yields the highest efficiency. In general, the 

efficiency of SieStorage reduces as the SoC reduces. Furthermore, the system is more 

efficient for the smaller range of SoC operating conditions tested as the components of the 

system, mainly the battery, do not reach thermal equilibrium. Therefore, for the bi-

directional provision of frequency support services, the optimal SoC for the system to idle is 

48% SoC.  

Other SieStorage parameters have been investigated, including the DC voltage and current, 

AC current, and the battery and converter temperature. These parameters were all used to 

give an insight into the efficiency and loss behaviour of SieStorage. 
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Chapter 4  aƻŘŜƭƭƛƴƎ ŀƴŘ !ƴŀƭȅǎƛƴƎ 
{ƻ/ ǿƘƛƭŜ tǊƻǾƛŘƛƴƎ CǊŜǉǳŜƴŎȅ 
wŜǎǇƻƴǎŜ {ŜǊǾƛŎŜǎ  
 

The aim of this chapter is to investigate how the provision of different frequency support 

services will affect the state of charge (SoC) of a battery energy storage system. The 

availability of the storage system is then estimated based on the requirement that the SoC 

must remain within acceptable limits. By analysing historical frequency data for the UK grid 

and using the dynamic FFR and Dynamic Moderation frequency response service profiles 

from National Grid, the average power and energy requirements of each profile are 

determined, providing sizing guidance. This chapter then presents an algorithm to calculate 

the output power, energy, SoC, and predict the availability of a storage system for the above 

frequency response profiles. To increase the accuracy of the algorithm, the instantaneous 

power losses from the previous chapter have been included to the algorithm. The results are 

compared with measured data from the UoM SieStorage system, indicating the importance 

of including the instantaneous power losses of the storage system in the SoC and availability 

predictions.  

4.1.  Historical Frequency Analysis of the UK Grid 

¢ƻ ƛƴǾŜǎǘƛƎŀǘŜ ǘƘŜ ŦǊŜǉǳŜƴŎȅ ōŜƘŀǾƛƻǳǊ ƻŦ ǘƘŜ ¦YΩǎ ƎǊƛŘΣ ǎŜŎƻƴŘ-by-second historical 

frequency data from January 2014 to December 2019 [156], has been analysed in MATLAB. 

The frequency data is sorted into bins of 10 mHz and plotted as shown in Figure 4-1. The 

dashed vertical lines represent the ± 0.015 Hz dead-band of the FFR and EFR narrow service. 

This dead-band is used here as when the project commenced the only frequency support 

products in the UK were the FFR and the EFR. The left column in Figure 4-1 shows the 

frequency density for 2014, 2015 and 2016 respectively, whereas the second column is for 

2017, 2018, and 2019. Every year plotted in Figure 4-1 exhibits a bimodal distribution.  From 

Figure 4-1, it can be noticed that over the last three years, the frequency deviations have 

worsened, as the frequency of the system has started exceeding 50.3 Hz, while in 2019, the 

frequency dropped below 49.55 Hz.  
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Figure 4-1. !ƴƴǳŀƭ ŦǊŜǉǳŜƴŎȅ ŘŜƴǎƛǘȅ ƻŦ ¦YΩǎ ƎǊƛŘ from 2014 to 2019. 

Figure 4-2 shows the percentage of time the system was below, within, and above the FFR 

and EFR narrow dead-band per year. Figure 4-2 demonstrates a clear upwards trend of the 

percentage of time the system spends above 50.015 Hz. From Figure 4-2, it is visible that the 

¦YΩǎ ǎȅǎǘŜƳ ǎǇŜƴŘǎ ŎƻƴǎƛǎǘŜƴǘƭȅ more time below 49.985 Hz than above 50.015 Hz. Since 

2016, the amount of time spent within the ± 0.015 Hz dead-band has reduced. In 2014, the 

system spent 18.48% of the time within the 50 ± 0.015 Hz dead-band, while in 2019, this 

decreased to 13.48%. This reduction is thought to be due to the transition to renewable 

forms of generation and away from larger fossil-fuelled power plants, resulting in a reduction 

in the inertia of the grid.  

In Figure 4-2, it can be seen that from 2016 and the commissioning of the EFR service, the 

chasm between the time spent above or below the dead-band is reduced. This also coincides 

with the reduction of the entry requirements of the FFR from 10 MW to 1 MW, increasing 

the number of connected storage systems, as mentioned in Chapter 2 . In 2019, the system 

spent approximately the same time below and above the 0.015 Hz dead-band. This behaviour 

provides evidence that faster frequency services are necessary to maintain the stability of 

the grid. 
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Figure 4-2. Annual percentage of time spent inside and outside of the FFR and EFR narrow dead-band. 

4.1.1.  Comparison of dynamic FFR and Dynamic Moderation Profiles  

In this section, the service profiles of the dynamic FFR and the Dynamic Moderation, one of 

the newly proposed frequency response services in the UK, will be analysed to investigate 

the operating pattern of a storage system. Historical grid frequency data from January 2014 

to December 2019 is used. The Dynamic Moderation service was chosen as it was particularly 

well suited to storage systems with more limited energy capacity. This service was designed 

to tackle sudden imbalances in the network instead of small and continuous deviations in 

frequency [39].  

Since the overall availability of the system is being calculated for every SP equation (1-1), the 

historical frequency data is separated into half-hour sections, that is individual SPs. The 

historical data is processed to detect every event. An event occurs when the frequency 

crosses the dead-band of the service profile and lasts until either the frequency re-enters the 

dead-band or the end of the SP is reached. As the power and energy ratings of frequency 

support systems can vary, the calculations are performed in per unit values assuming a 

lossless system rated at 1 C; that is if the system rated power is 1 MW then it has an energy 

rating of 1 MWh. The 1 pu real power corresponds to the maximum frequency deviation 

defined by each service. The average power and duration of each event is then computed. 



Modelling and Analysing SoC while Providing Frequency Response Services 

100 
 

To calculate the energy of each event, the per unit power, as determined by the service 

profile, is integrated against the duration of the event. Furthermore, each frequency event is 

considered in isolation, and the time for SoC rebalancing is neglected. 

4.1.1.1.  Service Profile 

The historical frequency data is analysed for the dynamic FFR and Dynamic Moderation 

service profiles, shown in Figure 4-3. The dynamic FFR service, shown in Figure 4-3 with the 

red line, has a dead-band of ± 0.015 Hz, marked by the faded dashed lines. When a frequency 

deviation greater than the dead-band occurs, the output power of the storage system must 

increase linearly with the frequency deviation up to a maximum of 1 pu at  

± 0.5 Hz. The power remains constant at this level for greater frequency deviations. 

The Dynamic Moderation service is shown in Figure 4-3 with the blue line. This service has a 

dead-band of 50 ± 0.1 Hz, indicated by the dashed lines. Outside of the dead-band, the power 

follows the frequency deviation until the frequency reaches 50 ± 0.2 Hz, where the system 

must provide maximum power. Inside the dead-band, the power output of the storage 

system is zero for both services. 

 

Figure 4-3. Dynamic FFR and Dynamic Moderation service envelopes. 
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4.1.1.2.  Number of Events 

Separating the historical data into half-an-hour segments and applying the dynamic FFR 

profile, yields 1,643,427 events in total, while applying the Dynamic Moderation service 

profile, creates 427,830 events, which is 74% less than the dynamic FFR profile. This 

reduction is attributed to the large dead-band of this service. The number of low and high 

events recorded for each year analysed is shown in Figure 4-4.  

The top plot in Figure 4-4 shows the number of dynamic FFR events. It is visible that apart 

from 2019, each year there were more low frequency events than high frequency events. 

Between 2014 and 2017, the number of low events slightly reduces, while the number of 

high events remains fairly constant. For the first time in 2019, the number of high events 

surpassed the low events.  

The bottom plot in Figure 4-4 shows the number of low and high events recorded for the 

Dynamic Moderation profile. It is visible that before 2017, most of the Dynamic Moderation 

events were due to high frequency, however following 2017, this trend has been reversed. 

Since 2016, the number of events has been increasing significantly. The increased number of 

events over the past few years suggests that containing the frequency close to 50 Hz is 

becoming more challenging. 
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Figure 4-4. Number of low and high events for the dynamic FFR and Dynamic Moderation profiles from 2014 to 
2019. 

4.1.1.3.  Average Event Power and Duration 

Figure 4-5 shows the average event power and duration per year for the dynamic FFR and 

Dynamic Moderation service profiles. When analysing the average power and duration of all 

the events between January 2014 and December 2019, it can be seen that since 2015 both 

variables demonstrate an upwards trend, although small drops occurred in 2019. 

The top figure in Figure 4-5 shows the analysis for the dynamic FFR service. For this service, 

the average power of the events is low, however, their average duration is above 80 s. It can 

also be noticed that even though the number of events in 2018 was reduced, as shown in 

Figure 4-4, the average event power and duration were increased. Furthermore, in 2018, the 

average event power was increased 27.8% from 0.021 in 2017 to 0.027 pu, while the average 

event duration was increased by 15.2%, from 87.4 s in 2017 to 100.7 s. Over the following 

year, both the average event power and duration were decreased by 12.5% to 0.023 pu and 

11.6% to 89 s, respectively.  
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Figure 4-5. Average dynamic FFR and Dynamic Moderation event power and duration per year from January 
2014 to December 2019. 

The analysis for the Dynamic Moderation service is shown in the bottom plot in Figure 4-5. 

For the Dynamic Moderation service, even though the average event duration is half of that 

for dynamic FFR, the average event power is almost four times higher. The average event 

power has been steadily increasing since 2015. The average event duration is experiencing 

the same trend from 2016. Similar to the dynamic FFR, the average event power and duration 

dropped in 2019. The increased average event power and duration, alongside the rising 

number of events highlights the need for faster frequency services. 

More specifically, based on the historical frequency data, the mean absolute power output 

of a system providing dynamic FFR would have been 0.021 pu, in other words a 1 MW/1 

MWh system, on average, would deliver or absorb 21 kW power per event. Additionally, from 

the above analysis, it can be shown that the average power output of the system during an 

event is less than 30% of its rated power for 99.9% of the events. When considering the 

Dynamic Moderation service, the absolute average power output of a storage system would 

have been 0.098 pu. For this service profile, a system would deliver or absorb a power equal 

to or greater than 0.3 pu for 3.39% of the time. This indicates that even though the Dynamic 
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Moderation has a wider dead-band, because of the gradient of the profile, it is a much more 

power demanding service in comparison to the dynamic FFR. 

Regarding the duration of the events, on average a dynamic FFR event lasts 88 s. Most of the 

events, 91.4% of them, last less than 5 minutes in total, while only 0.1% of the events last the 

whole duration of the SP. Disregarding the SPs, the longest event was recorded on the 26th 

of December 2016, where the frequency dropped to 49.824 Hz, for about 3 hours. 

Nevertheless, without accounting for the SPs, only 0.28% of the events lasted more than half 

an hour. For the Dynamic Moderation, the average duration of the events is 38 s, while 

98.61% of the events last less than 5 minutes. The longest event recorded for the Dynamic 

Moderation was 27 minutes. Neglecting the SPs, over the years analysed, only two events 

lasted more than half an hour; one of them lasted 49 minutes and 55 seconds and the other 

30 minutes and 58 seconds. The small duration of the Dynamic Moderation events is 

attributed to the wider dead-band. 

4.1.1.4.  Accumulated Energy 

To determine the total energy flow during each SP, the energy requirements of each event 

are summed per SP. The energy per SP is chosen as it gives a more complete image of the 

energy requirements of the dynamic FFR service. The accumulated energy is expressed in pu 

form, where 1 pu energy corresponds a power flow of 1 pu for 1 hour.  

Figure 4-6 shows the distribution of accumulated per unit energy requirement over every SP 

between January 2014 and December 2019, for the dynamic FFR and Dynamic Moderation 

service profiles, annotated by the blue and orange traces respectively. The data is then sorted 

in bins of 0.001 pu. The negative energy denotes that the storage system is discharging, while 

the positive energy indicates that the asset is charging. According to Figure 4-6, most of the 

SPs require a small energy output.  

When responding to the dynamic FFR service, the average SP requires an energy output, of 

0.014 pu. More specifically, a storage support system would never needed to deliver or 

absorb more than 0.11 pu energy during a SP. This means that a system with a rating of 1 

MW/1 MWh, would use only 110 kWh to cover each individual SP.  
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Figure 4-6. Accumulated per unit energy for every SP for the dynamic FFR and Dynamic Moderation service from 
January 2014 to December 2019. 

The average energy output of a storage system participating in Dynamic Moderation, is 0.012 

pu. The maximum energy required to ensure each individual SP is covered is 0.312 pu, that 

is, for a system rated power at 1 MW, it would need an energy capacity of 312 kWh, which is 

almost double the energy required per SP for the dynamic FFR, however such an event 

occurred only once. As only 0.35% of the SPs required more than ± 0.1 pu energy, the x-axis 

of Figure 4-6 is limited at ± 0.1 pu to aid the clarity of the distribution.  

4.1.1.5.  Energy to Power Ratio 

To derive the energy to power ratio of each SP, the energy and peak power of each event are 

divided for every SP. Each SP is considered in isolation, therefore rebalancing ǘƘŜ ǎȅǎǘŜƳΩǎ 

SoC is not considered.  

Figure 4-7 shows the per unit energy to power ratio distribution for each SP for the dynamic 

FFR profile on the left hand side, and the Dynamic Moderation service on the right hand side. 

The data is separated in bins of 0.01 pu. The average energy to power ratio needed to cover 

all the SPs for the dynamic FFR is 0.09 pu. The maximum energy to power ratio needed to 

cover all the SPs successfully is 0.33 pu, however only two SPs require a ratio greater than or 

equal to 0.3 pu. This means that for a system to respond fully to each event in every SP, a 
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minimum energy to power ratio of 0.33 pu is required. Therefore, a system would need to 

be rated at most at 3 C or 3 MW/1 MWh to fully respond at each SP. Moreover, if it is assumed 

ǘƘŀǘ ǘƘŜ ǎǘƻǊŀƎŜ ǎȅǎǘŜƳ Ƙŀǎ ŀŎŎŜǎǎ ǘƻ рл҈ ƻŦ ƛǘǎ ŜƴŜǊƎȅ ŎŀǇŀŎƛǘȅΣ ƛƴ ƻǘƘŜǊ ǿƻǊŘǎΣ ǘƘŜ ǎȅǎǘŜƳΩǎ 

SoC would be at 50% at the start of the SP, the energy rating would be doubled, halving the 

C-rate to 1.5 C.  

 

Figure 4-7. Per unit energy to power ratio distribution of each SP between from January 2014 and December 
2019 for the dynamic FFR and Dynamic Moderation service. 

The per unit energy to power ratio of the Dynamic Moderation is shown in the right hand 

side plot of Figure 4-7. When considering this service, the average energy to power ratio 

needed to cover all the SPs is 0.042 pu, which is less than half that required for the dynamic 

FFR profile. Such a low ratio is attributed to the fact that most of the Dynamic Moderation 

events have small duration and power requirements. 

However, the maximum energy to power ratio needed to cover all the SPs is 0.66 pu, which 

is double than for the dynamic FFR. Nevertheless, such an event is rare as only 0.18% of the 

SPs require an energy to power ratio greater of 0.3 pu. Therefore, for an asset to respond to 

every individual SP, it would require a maximum rating of 1.5 C, when considering all the SPs 

in isolation. Similarly, ǘƻ ǘƘŜ ŘȅƴŀƳƛŎ CCwΣ ƛŦ ƛǘ ƛǎ ŀǎǎǳƳŜŘ ǘƘŀǘ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/ ǿƻǳƭŘ ōŜ 
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50% at the start of the SP, the energy rating to respond fully would be doubled, halving the 

C-rate of the system to 0.75 C.  

4.1.1.6.  Summary of Key Characteristics 

Since both services were evaluated over the same frequency data, the severity of the events 

is affected solely by the selected service profile. Due to the narrow dead-band of the dynamic 

FFR, the average event has a greater duration than the average Dynamic Moderation event. 

However, as the Dynamic Moderation profile has a sharper gradient, responding to the 

Dynamic Moderation events require greater power and energy. This is reflected in the energy 

to power ratio required to cover each SP. Table 4.1 summarises the key characteristics of the 

dynamic FFR and Dynamic Moderation services based on the historical data analysed. 

Table 4.1: Summary of the main characteristics for the dynamic FFR and Dynamic Moderation profiles.  

 dynamic FFR  Dynamic Moderation  

Average duration, s 88 38 

Average power, pu 0.021 0.098 

Maximum energy per SP, pu 0.11 0.31 

Maximum E/P ratio per SP, pu 0.33 0.66 

Number of events 

 

1,643,427 427,830 

 Due to the growing number of events, as well as their increased duration and power 

requirements, the energy to power ratio needed to cover a SP is expected to increase.  

4.1.2.  Analysis of the Most Demanding Day  

Further analysis has been performed on the historical frequency data showing that the days 

with a high number of events or long duration events, do not necessarily correspond to the 

most energy-demanding days, since the direction of the events also needs to be considered. 

To identify the most demanding day for each service profile, the historical frequency data 

was separated in periods of 24 hours. These periods were evaluated for the dynamic FFR and 

Dynamic Moderation service profiles in the same manner as discussed in section 4.1.1. As 

there is a lack of the energy and power rating standardisation across battery energy storage 

systems, to perform this analysis a lossless system rated at 1 C was assumed. The daily energy 

demand of all the events was then calculated.  

Figure 4-8 shows the per unit energy requirements for the most demanding days recorded 

for dynamic FFR and Dynamic Moderation, the 17th of November 2018, and the 16th of 

October 2017 respectively. The top plot shows the per unit energy required for responding 

to the dynamic FFR service, while the bottom plot shows the per unit energy demand when 



Modelling and Analysing SoC while Providing Frequency Response Services 

108 
 

applying the Dynamic Moderation profile. The red star points show the overall pu energy of 

every event, and the dashed lines show their trajectory; the higher gradient trajectories 

indicate the event was serviced by a higher power which means the frequency deviation from 

50 Hz was larger, and the lower gradient suggests a lower power was used. A positive pu 

energy indicates that the storage system was charging, while a negative pu energy implies 

that the system was discharging. 

 

Figure 4-8. Event per unit energy for the most energy demanding days for dynamic FFR and Dynamic 
Moderation. 

On the 17th of November 2018, the worst day for dynamic FFR, 272 low and 516 high events 

were recorded, with a total service time of 20 hours and 46 minutes. The total energy 

demand of the day was 1.29 pu, which means that a 1 C storage system would become 

unavailable during the day unless additional SoC balancing was carried out.  

When evaluating the historical frequency data for the Dynamic Moderation profile, the worst 

day is recorded on the 16th of October 2017. On this day 365 events took place, the majority 

of them, 267 required the system to absorb energy. These 365 events lasted about 3 hours 

and 52 minutes. For this day and profile, the per unit energy demand was 1.03 pu. As a result, 

a storage system rated at 1 C, would not be able to fully respond to all the events without 

additional SoC management taking place.  
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Figure 4-8 indicates that even though some of the events may counteract each other in terms 

of energy requirements as their direction is opposite, it is common to have successive events 

in the same direction.  Moreover, the number of successive events in the same direction 

highlights the importance of a SoC management algorithm to ensure the availability of the 

storage system. 

4.2.  SoC Modelling while Providing Dynamic FFR Service 

A BESS behaviour and SoC algorithm was developed to enable the rapid evaluation of the 

BESS operation and its availability for large frequency datasets while providing dynamic FFR 

low service for an energy aggregator. Initially, the algorithm was built to estimate the 

behaviour of an ideal storage system with the same energy and power rating as the 

Manchester SieStorage. To improve the accuracy of the model, the instantaneous power 

losses of the SieStorage, as described in Chapter 3 as a function of the operating power set-

Ǉƻƛƴǘ ŀƴŘ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/Σ ǿŜǊŜ ƛƴŎƻǊǇƻǊŀǘŜŘ ǘƻ ǘƘŜ ŀƭƎƻǊƛǘƘƳΦ ¢ƘŜ ŜǎǘƛƳŀǘŜŘ ŜƴŜǊƎȅ 

exchanges, and the SoC of the storage system were validated against three service windows. 

The graphs in this section are shown in terms of power and SoC. The SoC indicator has been 

chosen as it is a normalised measure directly correlated to the energy capacity of the battery. 

Inclusion of the losses increases the minimum accuracy of the model from 69.24% to 87.8% 

when compared to the SoC of the system under real life operation. 

4.2.1.  Description of Experimental Service Provision  

The SieStorage system was tested over a 16-hour, overnight period with the service 

commencing at 17:00 until 09:00 on the following day. The dynamic FFR low service profile 

was used, which is the low-frequency portion of the dynamic FFR profile shown in Figure 4-3, 

and so the service is activated when the frequency is below 49.895 Hz. The usable SoC range 

was limited to 10% to 90%. Since the SieStorage was part of an aggregated fleet, SoC 

management was allowed when there were no frequency events.  Because the system was 

commissioned to provide dynamic FFR low support, a higher target SoC was selected to 

ensure better availability of the system. A target SoC zone was set as 87.5% to 90%. When 

the SoC of the SieStorage dropped below this zone, and there were no frequency events, the 

SieStorage was set to recharge to 90% at the rated power, which for the case of the 

SieStorage is 240 kW.  
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In total, three tests were performed between February and March 2018. For the purpose of 

the first test, the SieStorage was restricted to half of its rated power. As the first test was 

successful, for the following tests the SieStorage was set to utilise its full rated power. 

4.2.2.  Description of the Algorithm 

The algorithm was implemented in Matlab. The inputs of the algorithm were the key 

characteristics of the system: 

¶ energy and power rating,  

¶ state of health of the system,  

¶ usable SoC range, and  

¶ SoC level at the beginning of the service provision  

Furthermore, to execute the algorithm, the service profile and the frequency data are 

needed. The algorithm operates with a time step of 1 s, calculating the power required for 

each time step as demanded by the service profile. The energy is subsequently derived by 

integrating the power output of the system over the 1 s time step of the service. Depending 

on the direction of the power the energy is then added to, charging, or subtracted from, 

discharging, the capacity of the system. The algorithm is split into two operating modes: 

standby and in service. In the first mode, standby, the system is disconnected from the AC-

grid while waiting for its committed service window. When the SieStorage is in this mode, 

the circuit breakers are open, and thus the transformer magnetising and converter losses are 

not present, the only losses the system experiences are attributed to the BMS and the battery 

self-discharge [121]. 

The second mode, in service, is used when the system is within its service window and is 

shown in Figure 4-9, together with details of the SoC management and service mask 

flowchartΦ Lƴ ǘƘƛǎ ƳƻŘŜΣ ǿƘŜƴ ǘƘŜ ŦǊŜǉǳŜƴŎȅ ŎǊƻǎǎŜǎ ǘƘŜ ǎŜǊǾƛŎŜΩǎ ŘŜŀŘ-band, in this case 

below 49.985 Hz, ŀƴŘ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/ ƭŜǾŜƭ ƛǎ ƛƴǎƛŘŜ ǘƘŜ ǳǎŀōƭŜ ǊŀƴƎŜ, between 10% and 

90%, the system provides support, i.e. discharging, to the AC-grid as dictated by the service 

mask. This power is denoted as PserviceΦ LŦ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/ ƭŜǾŜƭ ƛǎ ōŜƭƻǿ ǘƘŜ ǘŀǊƎŜǘ {ƻ/ ȊƻƴŜ 

of 87.5% and the frequency is above the lower threshold of the dead-band, the system will 

recharge to 90% SoC at the rated power, denoted in Figure 4-9 as Pbalance. When the grid 

frequency is above the lower threshold of the dead-band, and the SoC level of the system is 

within the target SoC, the system power reference is zero. Under these conditions the system 

does not disconnect from the AC-grid, and losses occur from the power consumed by the 
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ǎȅǎǘŜƳ ǿƘƛƭŜ ōŜƛƴƎ ƛŘƭŜΦ Lƴ ŎŀǎŜ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/ ŘǊƻǇǎ ōŜƭƻǿ ǘƘŜ ƭƻǿŜǊ ƭƛƳƛǘ ƻŦ ǘƘŜ ǳǎŀōƭŜ 

range, 10%, the system becomes unavailable and will charge to 90% SoC at Pbalance. The 

algorithm then computes the energy required for that time step. The new SoC of the 

{ƛŜ{ǘƻǊŀƎŜΣ ƳŀǊƪŜŘ ŀǎ {ƻ/Ω ƛƴ Figure 4-9, is thereby calculated and fed to the algorithm for 

the next iteration. The algorithm then proceeds to evaluate the next second of service. The 

power, energy and SoC output of the algorithm are then compared to experimental data 

from the 240 kW 180 kWh Siemens SieStorage BESS. To calculate the above, the algorithm 

assumes that the system can change its output power within a second in response to changes 

in frequency. 

 

Figure 4-9. Flowchart of in service mode for dynamic low FFR support. 

4.2.3.  Modelling the Response of the SieStorage 

The instantaneous power losses from Chapter 3 are introduced to the algorithm in the form 

of a look-up table as a function of the real power set-point and the SoC of the storage system. 

The instantaneous power losses are used instead of the round-trip efficiency of the system 

because prior to the event, the depth of the cycle is not defined. Furthermore, for small 

cycles, since the temperature of the battery cell does not increase, the losses in the battery 

are neglected. The experimental data from Chapter 3 is also used to describe the idle losses 

of the system. The idle losses are constant and attributed mainly to the inverter, transformer, 

and filter static and battery management system power consumption. They are determined 

by measuring the average battery power when the grid power is zero. The power 

consumption of the SieStorage room air conditioning units has been neglected from the 

losses of this algorithm. The algorithm is then executed for the three service windows 

described in section 4.2.1.  
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4.2.3.1.  Validation of Results for Dynamic FFR Response 

Figure 4-10 compares the SoC and power of the SieStorage system, i.e. experimental, shown 

with the solid black line, to the simulated response of the system without the losses, shown 

by the dotted red line, and the simulated response of the system including the experimental 

losses, shown by the dashed green line, for the first test on the 22nd of February 2018. The 

cyan lines in the first plot mark the 87.5% - 90% target SoC range. The initial SoC of the 

SieStorage was 86%. The data capture commenced a few moments before the SieStorage 

entered the service window at 17:00.  

From Figure 4-10, it can be seen that the algorithm described in section 4.2.2. , with the 

inclusion of the losses, is able to model the SoC of the SieStorage more accurately than the 

ideal case. At the beginning of the service window, the algorithm estimates the first two 

charging cycles accurately. However just before 20:00, while the algorithm predicted a SoC 

of 87.29%, the SoC of the SieStorage drops to 87.56%, causing the system to charge and 

thereby the first discrepancy between the SieStorage and the algorithm. When idle, the SoC 

of the SieStorage falls slightly faster than the algorithm, triggering the system to charge. The 

charging process then causes the majority of the differences between the estimated and the 

real response of the system. The predicted SoC at the end of this service window is 90.18%, 

while the SieStorage has 90.04% of its capacity left.  
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Figure 4-10. Simulated and experimental state of charge and power flow for the dynamic low FFR service from 
17:00 on the 22nd to 9:00 on the 23rd of February 2018. 1 pu power set to 120 kW. 

Overall, for this service window, the SieStorage absorbed 107.46 kWh and delivered  

66.92 kWh. The inclusion of the losses increased the predicted absorbed energy from 74.40 

kWh to 120.57 kWh, which is a 12.2% discrepancy when compared to the actual energy 

absorbed by the SieStorage. The improvements in the modelled energy are attributed to the 

inclusion of the instantaneous power losses and the more accurate prediction of the recharge 

pulses.  

Without the inclusion of the losses, the maximum capacity discrepancy of the system is  

4.92 kWh. The maximum capacity discrepancy is reduced by 5.9%, with the inclusion of the 

losses, to 4.63 kWh which translates to 2.66% in terms of SoC. Therefore, even though due 

to small SoC discrepancies, the SieStorage and the algorithm charge at different points, 

overall with the inclusion of the instantaneous power losses, the algorithm can estimate the 

energy usage of the system relatively well.  

Figure 4-11 shows the ideal, simulated response of the system without the losses, and 

simulated response of the SieStorage including the losses, alongside the actual measured 

behaviour during the second test. Out of the three service windows tested, this was the most 

energy demanding. The SieStorage commenced service with 61% SoC.  
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Over the first hour, the SieStorage both charged up at full power and responded to a number 

of events. A few moments after 18:00 the SieStorage charged to 90% and was set to idle. 

While being idle, over the next few minutes, and without any extra charging, the SoC of the 

SieStorage increased to 91.02%, attributed to the slow diffusion processes of lithium [54]. 

The algorithm is unable to reproduce such phenomenon, so the SoC of the algorithm fell 

below the lower boundary of the target SoC zone more quickly which causes the system to 

recharge. Following this point, there are some discrepancies between the modelled and 

actual SoC of the SieStorage however, the algorithm estimates the usage of the system well.  

For this service window, the SieStorage absorbed 280.13 kWh of energy. With the inclusion 

of the losses, the algorithm overpredicted the energy absorbed by the system by 12.34 kWh 

which translates to a discrepancy of 4.4%. 

The maximum SoC discrepancy is recorded at 21:05:30 when the algorithm yields 90.33% SoC 

while the SoC of the SieStorage is 87.56%. The SieStorage finishes this service window with a 

SoC of 80.02%, whereas the algorithm concludes the service with 78.67% SoC. 

 

Figure 4-11. Simulated and experimental state of charge and power flow for the dynamic low FFR service from 
17:00 on the 2nd of March 2018. 1 pu power set to 240 kW. 
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Figure 4-12 shows the simulated response excluding the losses and simulated response of 

the SieStorage with the losses alongside the actual measured behaviour for the last and 

longest test on the 8th of March 2018. This service window was more active in terms of 

frequency events, and therefore, the system did not spend much time idling. The data 

capture commences at around 12:15. The algorithm was initialised with the same initial SoC 

(74.25%) as SieStorage and was in standby mode until 16:59:59. During standby mode all 

three plots show zero real power, and SieStorage has a 0.5 kWh reduction in capacity due to 

the losses associated with the battery management system, as the system is disconnected 

from the AC-grid.  

At 17:00 the BESS enters service. As initially, the SoC is below its target threshold, and the 

frequency is above the dead-band, both the algorithm and SieStorage charge until the 

frequency falls below 49.895 Hz and a frequency dependent discharge is commanded. Figure 

4-12 demonstrates that even though there are several discrepancies of approximately 2.88% 

SoC, or 5 kWh between the ideal and measured behaviour, the prediction from the algorithm 

is drastically improved with the inclusion of the losses, as there are no noticeable differences 

between the SieStorage and algorithm response. At the end of the service, the SieStorage 

was left with 88.72% SoC while the algorithm predicted a SoC of 89.17%. 

The inclusion of the losses improved the modelled absorbed energy of the SieStorage from 

189.47 kWh to 240.2 kWh against the measured 229.56 kWh, which is a 4.64% discrepancy. 

In terms of SoC, the maximum discrepancy took place at 21:05:10 and was 2.77%, or 4.81 

kWh, when the SieStorage recorded a SoC of 87.56% versus 90.33% predicted during the 

recharging of the system.  
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Figure 4-12. Simulated and experimental state of charge and power flow for the dynamic low FFR service from 
17:00 on the 9th of March 2018. 1 pu power set to 240 kW.  

To quantify the accuracy of the algorithm the mean absolute percentage error (MAPE) and 

root mean squared error (RMSE) indices for the SoC of the system are calculated.  

To calculate the mean absolute percentage error (MAPE), equation (4-1) is used. In equation 

(4-1) ὲ denotes the number of samples, ώ the observed value, and ώ the modelled value. 

ὓὃὖὉ 
ρ

ὲ

ώ ώ

ώ
 

 

(4-1) 

The root mean squared error (RMSE) is derived from equation (4-2).  

ὙὓὛὉ
В ώ ώ

ὲ
  (4-2) 

Table 4.2 summarises the energy used during the service window of the three test days and 

compares it with the ideal and predicted behaviour of the system. The table also shows the 

MAPE and RMSE for the algorithm without and with the inclusion of losses. For the first and 

last test, both the MAPE and RMSE are improved when compared to the lossless algorithm, 

however for the second test, the SoC MAPE and the RMSE were worse. This is attributed at 
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the small SoC differences that cause the SieStorage and the algorithm to charge at different 

points, and it is a testament of the limitations of such an algorithm.  

Overall, it can be seen that the algorithm is predicting the energy delivered very well however 

as highlighted above, the prediction of the absorbed energy is consistently over predicted. 

This behaviour is attributed to the inaccurate prediction of the recharge pulses. Therefore, 

further refinements such as the inclusion of a temperature variable are needed to estimate 

the absorbed energy more accurately. Beside this, the low MAPE and the RMSE indicate that 

the algorithm calculates the SoC of the system with good accuracy.  

Table 4.2: Ideal, predicted, and measured performance of the SieStorage while providing dynamic low FFR. 
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Energy 

Absorbed 

(kWh) 

107.46 74.40 120.57 280.13 242.40 292.47 229.56 189.47 240.2 

Energy 

Delivered 

(kWh) 

66.92 66.99 66.99 209.15 208.73 208.73 162.81 162.37 162.37 

MAPE  

(SoC, %) 

 
1.00 0.97  0.89 1.22  0.80 0.59 

SoC 

RMSE (%)  

 

 
1.14 1.11  1.14 1.32  1.02 0.79 

Apart from the diffusion voltages, the algorithm models the energy delivered very well with 

a maximum error of 0.27%. The estimated energy absorbed is dramatically improved with 

the inclusion of the instantaneous power losses of the system. The algorithm models the 

energy absorbed by the SieStorage, with a maximum error of 12.2% when the system utilises 

half of its power, and 4.64% when the system is used to its full power rating. Moreover, the 

low percentage of MAPE and RMSE demonstrates that the model can estimate the SoC of 

the system without any SoC management well. The results of the algorithm build confidence 

to deploy this algorithm to evaluate the behaviour and assess the availability of the 

SieStorage for various services and SoC management approaches over extended time 

periods. 
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4.3.  SoC Modelling while Providing Dynamic 

Moderation Service 

With minimal changes, the algorithm can be adapted to model the behaviour of the 

SieStorage for the Dynamic Moderation service profile. The response of the SieStorage for 

the most demanding day, the 16th of October 2017, is estimated and compared to the actual 

performance of the system.  

4.3.1.  Validation of Algorithm for Dynamic Moderation Response 

Figure 4-13 shows the simulated behaviour of the SieStorage, including the losses, while 

providing the Dynamic Moderation service for the 16th of October 2017, shown in Figure 4-8, 

the most demanding day for this service profile, with the experimental, measured 

performance of the SieStorage, for that day. The cyan line marks the 90% SoC which is the 

upper usable SoC limit of the system. This profile was tested without any SoC management. 

techniques as at the time of writing, National Grid has not released any details regarding this 

matter. 

Both the SieStorage and the algorithm start the day with 38% SoC. The algorithm models 

accurately the behaviour of the SieStorage with only few discrepancies. The algorithm 

estimates that the system becomes unavailable for first time at 10:51:49am, while in practice 

the SieStorage becomes unavailable at 10:51:55am, when it reaches the upper boundary of 

the usable SoC limit of 90%. Since there is no SoC management, the system can only become 

available again either by responding to a low frequency event, that is delivering power to the 

grid, or by self-discharge due to the idling losses in the system. The SieStorage becomes 

unavailable for 57 minutes and 53 seconds, while the algorithm estimates an unavailability 

of 57 minutes and 55 seconds. Furthermore, the algorithm forecasts that the SieStorage 

absorbed 165.94 kWh while delivering 28.40 kWh of energy in comparison to 168.93 kW and 

29.26 kW measured during the test. Therefore, the algorithm estimates the behaviour of the 

SieStorage with an error of less than 3%.  

The biggest discrepancy in terms of capacity between the SieStorage and the model is 

highlighted in Figure 4-13 and was recorded at 09:41:42. It had a magnitude of 4.75 kWh 

which translates to 2.78% in terms of SoC. Table 4.3 compares the experimental performance 

of the SieStorage to the predicted energy use alongside the SoC MAPE and RMSE indices. The 
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SieStorage finishes this service window with a SoC of 89.82%, whereas the algorithm 

concludes the service with 90.06% SoC. 

 

Figure 4-13. Measured and modelled SieStorage Dynamic Moderation performance for the 16th of October 
2017. 
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Table 4.3: Measured and modelled performance of SieStorage while providing Dynamic Moderation. 

 

16nd October 2017 

SieStorage 

Simulated 

with 

Losses 

Difference 

Energy 

Absorbed (kWh) 
168.93 165.94 1.77 % 

Energy 

Delivered (kWh) 
29.26 28.40 2.94 % 

MAPE (SoC, %) 1.17 

 SoC RMSE (%) 1.02 

The accurate modelling ƻŦ ǘƘŜ {ƛŜ{ǘƻǊŀƎŜΩǎ energy exchange, as well as the accurate 

ŜǎǘƛƳŀǘƛƻƴ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/Σ ŀƭƭƻǿǎ ǘƘŜ ŀƭƎƻǊƛǘƘƳ ǘƻ ōŜ ǳǎŜŘ ǘƻ ŜǎǘƛƳŀǘŜ ǘƘŜ ōŜƘŀǾƛƻǳǊ 

and availability of the system over the six years of historical data. Even though, without any 

SoC management, the model and SieStorage will inevitably diverge as the run time increases, 

the low percentage of MAPE and RMSE demonstrates that the model can estimate the SoC 

of the system well. It is expected, those small differences in losses are negated following the 

introduction of a SoC management algorithm. Doing this will both provide an insight into the 

performance of the system for the Dynamic Moderation service and evaluate the impact of 

the proposed SoC management techniques, which are discussed in Chapter 5 . 

4.4.  Outputs 

¢ƘŜ ƻǳǘǇǳǘ ƻŦ ǘƘƛǎ ŎƘŀǇǘŜǊ ƛǎ ǘƘŜ ǇǳōƭƛŎŀǘƛƻƴ ƻŦ ǘƘŜ άRapid Evaluation of Battery System Rating 

For Frequency Response Operationέ ǇŀǇŜǊ [140], presented in the IEEE Milan PowerTech 

conference in June 2019. 

4.5.  Summary 

This chapter contains an analysis of historical frequency data from January 2014 to December 

2019, which ŘŜƳƻƴǎǘǊŀǘŜǎ ǘƘŀǘ ǎƛƴŎŜ нлмт ǘƘŜ ¦YΩǎ ƎǊƛŘ ŦǊŜǉǳŜƴŎȅ ǎǇŜƴǘ ƭŜǎǎ ǘƛƳŜ ǿƛǘƘƛƴ ǘƘŜ 

FFR dead-band, while the time spent above 50.015 Hz has consistently increased. The profiles 

of the dynamic FFR and Dynamic Moderation services were studied to assess the duration, 
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power and energy characteristics of each service. From the analysis it was found that the 

average duration of a dynamic FFR event is more than double that of a Dynamic Moderation 

event. Nevertheless, the Dynamic Moderation profile is more demanding both in terms of 

power and energy per SP, therefore the maximum energy to power ratio per SP is higher for 

the Dynamic Moderation service. From the historical frequency data, the most demanding 

days, in terms of energy requirements, were reviewed for both services, to highlight the 

importance of a SoC management algorithm.  

The main contribution of this chapter is the development of an Ah algorithm to calculate the 

output power, energy, SoC, and to predict the availability of the SieStorage system for the 

dynamic FFR and the Dynamic Moderation service profiles. The instantaneous power losses 

of the system are derived according to the experimental sequence described in Chapter 3  

and are included as a function of the current power set-point and the SoC of the storage 

system. The algorithm was validated against three experimental dynamic FFR low service 

windows using the SieStorage unit.  

The algorithm models the power of the system for every second of service over a daily time 

window. The power output of the system is then translated to energy and the results are 

displayed in terms of SoC. When compared to data from real life operation of the system, the 

inclusion of the sȅǎǘŜƳΩǎ ƛƴǎǘŀƴǘŀƴŜƻǳǎ ǇƻǿŜǊ ƭƻǎǎŜǎ ƛƳǇǊƻǾŜŘ ǘƘŜ ƳƛƴƛƳǳƳ ŀŎŎǳǊŀŎȅ ƻŦ ǘƘŜ 

calculated energy absorbed when the SieStorage is used at half of its rated power from 

69.24% to 87.80%, and from 82.54% to 95.37% when the unit is used at its full power.  

The algorithm is then validated against the SieStorage while providing Dynamic Moderation 

service on the most energy demanding day. The algorithm accurately predicts the energy 

usage of the SieStorage with an error of 2.94%. The experimentally validated algorithm will 

be used to back-ǘŜǎǘ ǘƘŜ {ƛŜ{ǘƻǊŀƎŜΩǎ ōŜƘŀǾƛƻǳǊ ŀƴŘ ŀǾŀƛƭŀōƛƭƛǘȅ ƻǾŜǊ ǎƛȄ ȅŜŀǊǎ ƻŦ ƘƛǎǘƻǊƛŎ 

second-by-second frequency data over the next chapter.  
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Chapter 5  {ƻ/ /ƻƴǘǊƻƭ ŦƻǊ CǊŜǉǳŜƴŎȅ 
{ǳǇǇƻǊǘƛƴƎ {ǘƻǊŀƎŜ {ȅǎǘŜƳǎ 
The aim of this chapter is to describe a novel SoC management approach for storage systems 

ǘƘŀǘ ŀǊŜ ǇǊƻǾƛŘƛƴƎ ŀ ŦǊŜǉǳŜƴŎȅ ǎǳǇǇƻǊǘ ǎŜǊǾƛŎŜΣ ǘƘŜ ƻōƧŜŎǘƛǾŜ ōŜƛƴƎ ǘƻ ŜƴƘŀƴŎŜ ǘƘŜ ǎȅǎǘŜƳΩǎ 

availability to perform the service. The Dynamic Moderation service is used as an example. 

To achieve this, this chapter will use the model validated in Chapter 4 . Using the model 

allows testing of the algorithm over a six-year time period, and investigation of worst case 

results. The modelled performance of the system is then be compared to the response of the 

system without any control and with a dead-band control similar to the EFR services.  

Predicted results for the SieStorage ǎȅǎǘŜƳ ƻǾŜǊ ǘƘŜ ¦Y ƎǊƛŘΩǎ Ƴƻǎǘ ŘŜƳŀƴŘƛƴƎ Řŀȅǎ ǿƛǘƘƛƴ 

recent years are used to quantify the performance improvements in terms of SoC and 

availability. The modelled behaviour of the SieStorage while providing Dynamic Moderation 

support over six years of the historical frequency data is used to quantify the improvements 

in availability of the system on a macro level. 

5.1.  SoC Management Control 

As a newly proposed service, not all the details about dynamic moderation have been 

concluded at the time of writing. Nevertheless, useful information can be extracted from the 

soft launch of the Dynamic Containment service. Similar to the EFR specifications, energy 

limited systems, such as BESSs, can choose to stop their service if the event duration is 

greater than 15 minutes. Therefore, the maximum energy required is calculated at 15 

minutes of the full power contracted. For this investigation, the 15 minute of full power is 

used to calculate the maximum energy required and thus the optimal SoC set-point, 

however, the system does not stop providing service when the duration of an event is greater 

than 15 minutes.  

At the time of writing, only the low portion of the Dynamic Containment service is active. For 

the Dynamic Containment service, state of charge management is achieved through 

submitting baselines to National Grid. The power the asset uses to rebalance its SoC is 

referred to as Pmanagement. The baselines are required to be submitted two SPs, or an hour, in 
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advance. Energy limited assets have to abide by ramp-rate limits on all baselines submitted 

for the contract period. During the baseline, a maximum ramp rate of 5% of the contracted 

quantity per second is allowed. Submitted baselines, must be followed strictly otherwise the 

ŀǎǎŜǘΩǎ ǇŜǊŦƻǊƳŀƴŎŜ ǿƛƭƭ ōŜ ŎƘŀǊŀŎǘŜǊƛǎŜŘ ŀǎ ǇƻƻǊ ŀƴŘ ƛƳǇŀŎǘ ǘƘŜ ǇŀȅƳŜƴǘΦ ¢ƘŜ ƳŀȄƛƳǳƳ 

ramp rate of 5% and the baselines submission requirements have been set to avoid any 

sudden and rapid increase in demand caused by herding SoC management behaviour [40]. 

Even though these guidelines are straightforward for assets that participate in a single 

direction support, they are ambiguous for systems participating in the full version of the 

service, providing bi-directional support. Responding to frequency events that take place 

during the interval period, from submitting the guidelines until the baselines are activated, 

Ƴŀȅ ǊŜōŀƭŀƴŎŜ ǘƘŜ ŀǎǎŜǘΩǎ {ƻ/Σ ŎŀǳǎƛƴƎ ǘƘŜ ǎǳōƳƛǘǘŜŘ ōŀǎŜƭƛƴŜǎ ǘƻ ōŜŎƻƳŜ ƻōǎƻƭŜǘŜΣ ŀƴŘ 

thereby impacting the performance of the asset. 

5.1.1.  Proposed Control Method 

The proposed SoC control approach inherits the concept of dedicating a portion of the 

contracted power from the EFR service dead-band control, while respecting the ramp rates 

set for the newly proposed Dynamic Containment service. It also extends from literature 

publications mentioned in Chapter 2 . A novel SoC management control is proposed where 

the asset dedicates a small percentage of its rated power to manage the energy levels of the 

energy storage system. By this approach, the contracted power of the system is slightly 

reduced to increase the availability of the asset for the frequency support service. This is an 

original approach as no other publication has considered dividing the overall power of the 

asset to balancing and contracted power. The lower contracted power does not necessarily 

yield lower revenue since the availability of the system is now increased. Overall, this 

approach does not significantly impact the revenue of the asset while it diminishes the 

requirement of submitting baselines, alleviates the dependency on the dead-band, and 

avoids operating in high or low SoC regimes.  

From Table 3.6 in Chapter 3 , it can be seen that the instantaneous power efficiency of the 

system is significantly reduced when the SieStorage operates below 10 kW, therefore a 

managing power above 10 kW should be selected. Moreover, the selected SoC managing 

power had to be less than 9% of the contracted power, which the maximum permitted power 

of the dead-band SoC control. This chapter will examine the benefits of dedicating 18 kW, 

тΦр҈ ƻŦ ǘƘŜ {ƛŜ{ǘƻǊŀƎŜΩǎ ǊŀǘŜŘ ǇƻǿŜǊ ƻǊ лΦм / ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ rated energy, to manage its 

available energy within an acceptable band. This power is referred to as Pbalance which 
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represents the peak dedicated balancing power of 18 kW, and whose sign convention is a 

function of the SoC error. This offers a 16.67% reduction of the peak SoC managing power 

when compared to the dead-band SoC control approach. Furthermore, to avoid any sudden 

and rapid increase in demand, the investigation of this chapter will continue by choosing a 

maximum ramp rate of 1% of the managing power per second, achieving a power transient 

from 0 kW to 18 kW in 100 s. The second by second managing power is called Pmanagement. Such 

ramp rate is 92.5% slower than the permitted ramp rate of the dead-band control approach, 

and 98.5% slower when compared to the current maximum ramp rate of 5% of the 

contracted power allowed in the Dynamic Containment service trials. 

5.1.1.1.  Target SoC 

The control aims to maintain the SoC of the system within an acceptable band as defined by 

National Grid for the Dynamic Containment service, where the asset will have enough energy 

to respond to a 15 minute event at full power. This band is unique for every asset and it 

depends on its power and energy ratings, as well as its state of health. On top of that, to 

avoid higher degradation, the allowable SoC of the asset is limited between 10% and 90%. 

For a system with the same ratings as the SieStorage and with zero degradation, an 

acceptable target band would be about 43% to 57% as shown, annotated by the green shade, 

in Figure 5-1.a.  

When accounting the 3.5% degradation, the SieStorage has manifested since its commission, 

the acceptable target band is shown in Figure 5-1.b, now reduced to between 43% and 54%. 

Moreover, to prepare the asset better for participation in either direction, the target SoC of 

the algorithm should be set at the middle of the target band, denoted by the red dashed line 

in Figure 5-1.b. Therefore, for the SieStorage the target SoC has been set to 48%, which 

translates to 83.38 kWh in terms of capacity.  
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Figure 5-1. Target SoC band for SieStorage without degradation (a), and with current degradation (b). 

5.1.2.  Control Implementation 

The proposed control can easily be integrated to the SoC algorithm described in the previous 

chapter, Chapter 4 . Figure 5-2 below shows the flowchart of the proposed control algorithm. 

The left-hand side of the flowchart represents a typical frequency response mask, similar to 

the one shown in  Figure 4-9. The service mask block of the flowchart contains the response 

profile of the Dynamic Moderation service as it is described in Figure 1-4 and Table 1.4.  

 

Figure 5-2. Flowchart of SieStorage control. 
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The right-hand side of the flowchart is neglected when investigating the response of the 

system without any or with the dead-band SoC control. For the case of the dead-band SoC 

control, the control algorithm is incorporated directly into the frequency mask block as the 

system needs to check the frequency. To align with the flexibility of the algorithm the 

proposed control is incorporated in Matlab as two functions in two separate script files 

highlighted by the blue and the green boxes in Figure 5-2. Furthermore, the main benefit of 

this separation is that it allows the quick debugging of the code either in Simulink or the 

Matlab.  

The first function, highlighted by the blue box in Figure 5-2, calculates the error between the 

target SoC and the SoC, denoted as SoC error in Figure 5-2, and consequently the direction 

of power required to manage the energy of the system. The current SoC of the system, the 

target SoC and peak dedicated balance power comprise the inputs of the first function. The 

error between the target and the current SoC is then calculated to inform the direction, i.e., 

sign convention, of the dedicated balancing power Pbalance; when SoC error is negative, Pbalance 

equals to -18 kW, and vice versa when SoC error is positive Pbalance becomes 18 kW. A 

hysteresis band of 1% has been added so when the current SoC is within 1% of the target 

SoC, the error is zeroed to prevent continuous corrections, by multiple charges and 

discharges, and thus Pbalance is zero.  

The second function, highlighted by the green box in Figure 5-2, represents a rate limiter 

block, commonly found in Simulink. This function limits the first derivative of the balancing 

power. The inputs of the function are the total balancing power, the time step, the slew rate, 

and the previous output of the rate limiter. The time step is constant at 1 s, representing the 

resolution of the historic frequency data, while the slew rate represents the maximum 

allowed ramp rate and it has been set to 1%. The calculation of the derivative as calculated 

in the Matlab script is shown in equation (5-1). 

Ὑέὅ  
ὖ Ὥ ὖ Ὥ ρ

Ὠὸ
  (5-1) 

where Ὑέὅ denotes the derivative or the rate of change, ὖ Ὥ the current input or the 

balancing power, ὖ Ὥ ρ the previous output of the controller and ὸ the time 

step between each execution step. For the initial condition of the rate limiter, rate of change 

is equal to the balancing power as ὖ Ὥ ρ  is zero. The management power, 

output of the function is then decided upon comparing the derivative to the slew rate, as 
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described in the flowchart below in Figure 5-3, where ὖ Ὥ is the current output 

of the rate limiter and ὛὙ is the slew rate constraint.  

 

Figure 5-3. Flowchart of the rate limiter output. 

5.1.3.  Simulation Results 

To evaluate the availability improvements of the proposed approach, the predicted 

behaviour of the SieStorage using the algorithm described in Chapter 4 , for the most 

demanding day for the Dynamic Moderation service, the 16th of October 2017, is examined. 

To set the baseline behaviour of the system, first the availability of the system with no SoC 

control is evaluated. Then a dead-band SoC control, similar to the EFR service, is applied. 

Finally, the behaviour of the system with the proposed approach of the 7.5% active power 

management SoC control is calculated. The availability of the system under the three 

scenarios is then compared to quantify the improvements for this particular day.  

5.1.3.1.  Predicted Availability without SoC Control 

Figure 5-4 shows the grid frequency for the 16th of October 2017, the same day shown in 

Figure 4-13, alongside the calculated power and SoC of the SieStorage according to the 

Dynamic Moderation specifications, however with a different initial SoC condition. The first 

plot in Figure 5-4 shows the frequency of the grid, while the dashed red lines denote the 

dead-band of the service. The recorded frequency is then translated to the systemΩs power 

according to the Dynamic Moderation service and it is shown in the middle plot. The third, 

and last plot shows the SoC of the SieStorage, assuming that the system was charged to 55% 

before committing to the service. The dashed cyan line marks the upper limit of the usable 

SoC range, which has been assumed at 90%.  
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Figure 5-4Φ CǊŜǉǳŜƴŎȅ ŀƴŘ {ƛŜ{ǘƻǊŀƎŜΩǎ ǇǊŜŘƛŎǘŜŘ ōŜƘŀǾƛƻǳǊ ŦƻǊ ǘƘŜ мсth of October 2017. Initial SoC = 55%. 

Without any SoC management, the system becomes unavailable for the first time at around 

09:35am, when the SoC of the SieStorage reaches the 90% limit. As this approach does not 

offer any SoC control, the SieStorage can only become available again either by delivering 

power in the case of a low frequency event or by self-discharging. Without any control, the 

system is unavailable for almost 79 minutes. The availability of the SieStorage is broken down 

for every settlement period, to retrieve the Service Performance Measure (SPM) and 

calculate the Availability Factor (AF) of the system. The SPM and the AF of the SieStorage for 

the 16th of October 2017 without any SoC control is shown below in Figure 5-5. 
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Figure 5-5. Service Performance Measure and Availability Factor of SieStorage on the 16/10/2017 without SoC 
control. Initial SoC = 55%. 

The overall AF of the SieStorage for the day is 94.27%. More specifically, during 39 out of the 

48 settlement periods, the AF of the SieStorage is 100%, as the SPM is higher than 95%. For 

т ǎŜǘǘƭŜƳŜƴǘ ǇŜǊƛƻŘǎΣ ǘƘŜ {ƛŜ{ǘƻǊŀƎŜΩǎ {ta ŘǊƻǇǎ ǘƻ ōŜǘǿŜŜƴ спΦн҈ ŀƴŘ фнΦн҈ ǿƘƛŎƘ ȅƛŜƭŘǎ 

an AF of 75%. Finally, for two settlement periods, between 10:30am and 11:30am, the 

SieStorage registers an SPM of 35.3% and 19.61%, which reduces the availability factor of the 

system to 50%.  

5.1.3.2.  Predicted Availability with Dead-Band SoC Control 

This SoC management approach is derived directly from the EFR service documentation, 

which is considered the standard SoC management approach in the literature. For the EFR 

service, an asset is allowed to use up to 9% of the contracted power to manage its SoC when 

ǘƘŜ ƎǊƛŘΩǎ ŦǊŜǉǳŜƴŎȅ ƛǎ ƛƴ ǘƘŜ ŘŜŀŘ-band. In the case of the SieStorage, this translates to 21.6 

kW, when the system commits all of its power to the service. When the asset manages its 

SoC, the maximum ramp rate allowed is 1% of the contracted power per second, which 

equals to 2.4 kW/s for the SieStorage system. Accounting for the degradation of the 

SieStorage, a target SoC of 48% is selected as mentioned in section 5.1.1.1.  
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The calculated predicted power of the SieStorage alongside the SoC management power are 

shown in the top plot of Figure 5-6 for 16 October 2017, while the SoC of the system is shown 

in the bottom plot. The red dashed line in the bottom plot highlights the target SoC. As the 

ǎǘŀǊǘƛƴƎ {ƻ/ ƻŦ ǘƘŜ ǎȅǎǘŜƳ ƛǎ рр҈Σ ŀƴŘ ǘƘŜ ƎǊƛŘΩǎ ŦǊŜǉǳŜƴŎȅ ƛǎ ǿƛǘƘƛƴ ǘƘŜ ŘŜŀŘ-band, the 

SieStorage is subjected to a discharge to bring the SoC down to 48%. Due to the wide dead-

band of the Dynamic Moderation service, the system has the opportunity to re-balance its 

SoC.  

 

Figure 5-6. SieStƻǊŀƎŜΩǎ ǇǊŜŘƛŎǘŜŘ ǇƻǿŜǊ ŀƴŘ {ƻ/ ōŜƘŀǾƛƻǳǊ ŦƻǊ ǘƘŜ мсth of October 2017 with dead-band SoC 
control. Initial SoC = 55%. 

By following the dead-band management approach, the overall availability of the SieStorage 

for the day rose from 94.27% to 99.48%. The SieStorage becomes unavailable for 7 minutes 

and 10 seconds, slightly after 11:18am. Besides the unavailability during that settlement 

ǇŜǊƛƻŘΣ ǘƘŜ {ƛŜ{ǘƻǊŀƎŜ ƛǎ Ŧǳƭƭȅ ŀǾŀƛƭŀōƭŜΦ ¢ƘŜ ǎȅǎǘŜƳΩǎ ǇŜǊŦƻǊƳŀƴŎŜ ƳŜŀǎǳǊŜ ŦƻǊ ǘƘŜ ноrd 

settlement period falls to 76.11% as it is shown in the top plot in Figure 5-7. This performance 

corresponds to an availability factor of 75%, shown in the second plot of Figure 5-7.  

Even though this method dramatically improve the availability of the system during the most 

demanding day, there is one main limitations with such approach. This re-balance method is 

ƻƴƭȅ ŜŦŦŜŎǘƛǾŜ ǿƘŜƴ ǘƘŜ ƎǊƛŘΩǎ ŦǊŜǉǳŜƴŎȅ ƛǎ ǿƛǘƘƛƴ ǘƘŜ ǇǊŜ-determined dead-band for a 
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prolonged period of time. More specifically, prior to the system being unavailable, from 

10:30am to 11:30am, 23 high frequency events were recorded, with an average duration of 

2 minutes. During these two settlement periods, the frequency returned to the dead-band 

23 times, however, the average time that the system stayed in the dead-band was 34 s. The 

short duration the system spent inside the dead-band did not allow this management 

technique to discharge the asset to the target SoC. In total, on the 16th of October 2017, the 

frequency was within the 50 ± 0.1 Hz dead-band for approximately 20 hours. 

Furthermore, the maximum committed power of 9% may impose an issue to the stability of 

the future grid since as mentioned in Chapter 1 , the increased renewable penetration, leads 

ǘƻ ŀ ǊŜŘǳŎǘƛƻƴ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ƛƴŜǊǘƛŀΣ ǿƘƛŎƘ ƛƴ ǘǳǊƴ ƳŀƪŜǎ ǘƘŜ ƎǊƛŘΩǎ ŦǊŜǉǳŜƴŎȅ ƳƻǊŜ ǾƻƭŀǘƛƭŜΦ 

Therefore, due to the uncertainty of the dead-band duration and the power requirements of 

such SoC management approach, this method is not attractive.  

 

Figure 5-7. Service Performance Measure and Availability Factor of SieStorage on the 16/10/2017 with dead-
band SoC control. Initial SoC = 55%. 

5.1.3.3.  Predicted Availability with Proposed SoC Control 

The proposed SoC control is blending elements from both the Dynamic Containment and EFR 

guidelines as described by the flowcharts in Figure 5-2 and Figure 5-3. The predicted 

behaviour of SieStorage is shown in the top plot Figure 5-8. The blue trace is the service 
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power, while the red line denotes the management power. The SoC of the SieStorage is 

shown in the bottom plot, while the red dashed line, highlights the target SoC.  

At the start of the day, siƴŎŜ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/ ƛǎ ŀōƻǾŜ ǘƘŜ ǘŀǊƎŜǘ {ƻ/Σ ǘƘŜ ƳŀƴŀƎŜƳŜƴǘ 

ǇƻǿŜǊ ƛǎ ƴŜƎŀǘƛǾŜΣ ǎƭƻǿƭȅ ŘƛǎŎƘŀǊƎƛƴƎ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/ ǘƻ ǘƘŜ ŘŜǎƛǊŜŘ ƭŜǾŜƭΦ !ŦǘŜǊ млл ǎ ǘƘŜ 

management power rises to the maximum permitted balancing power of 18 kW until the SoC 

of the SieStoraƎŜ ǊŜŀŎƘŜǎ ǘƘŜ ǘŀǊƎŜǘ {ƻ/ ƻŦ пу҈Φ !ǎ ǎƻƻƴ ŀǎ ǘƘŜ ǎȅǎǘŜƳΩǎ {ƻ/ ǊŜŀŎƘŜǎ ǘƘŜ 

target SoC, at around 00:33, the management power begins to slowly decay back to 0 kW. 

The SoC control is then reactivated once the current SoC of the system deviates by 1% of the 

target SoC which takes place around 00:43 as shown in the left hand side of Figure 5-8.  

  

 

Figure 5-8. {ƛŜ{ǘƻǊŀƎŜΩǎ ǇǊŜŘƛŎǘŜŘ ǇƻǿŜǊ ŀƴŘ {ƻ/ ōŜƘŀǾƛƻǳǊ ŦƻǊ ǘƘŜ мсth of October 2017 with the proposed SoC 
control. Initial SoC = 55%. 

.ȅ ŘŜŘƛŎŀǘƛƴƎ тΦр҈ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǊŀǘŜŘ ǇƻǿŜǊ to manage the SoC of the system, the 

SieStorage avoids spending time in a high SoC range for a prolonged period of time. The 

SieStorage registers a maximum SoC of 80.44% at 11:25am, which is 10% less than with the 

dead-band SoC control case, Figure 5-6, and thereby avoids becoming unavailable. Therefore, 

both the SPM and the AF of this approach are 100%.  

5.1.3.4.  Availability Improvements 

A major variable that may influence the availability of the system is the SoC level prior to 

commencing the service. To quantify the availability improvements of the proposed SoC 

control, for the 16th of October 2017, two further predictions with an initial SoC of 25% and 

75% respectively have been performed. Table 5.1 summarises the unavailability and 
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Availability Factor of the SieStorage for the 16th of October 2017 for 25%, 55%, and 75% initial 

SoC.  

Table 5.1: Unavailability and Availability Factor for different initial SoC values, 16 October 2017. 

Starting SoC 25% 55% 75% 

 Unavaila-

bility, s 

AF, % Unavaila-

bility, s 

AF, % Unavaila-

bility, s 

AF, % 

No control 2810 96.35% 4734 94.27% 6459 91.67% 

Dead-band 

control 
431 99.48% 430 99.48% 430 99.48% 

Proposed SoC 

control  
0 100% 0 100% 0 100% 

As seen in Table 5.1, for the 16th of October 2017, the starting SoC impacts only the 

availability of the system when no SoC management technique is implemented. This is due 

to the historical frequency profile of the day, as the system spends most of the time within 

the dead-band. Moreover, this is the reason that in this case, the unavailability of the system 

when using the dead-band SoC control approach does not vary with the starting SoC. For this 

day, both the dead-band SoC control and the proposed SoC control perform very well. 

Depending on the unavailability penalty charges, the dead-band control approach might yield 

the highest earning as for the proposed SoC control the operator commits 92.5% of the 

ǎȅǎǘŜƳΩǎ rated power. 

Nevertheless, Table 5.1 shows that the time of the system being unavailable is dramatically 

reduced, in this case eliminated, when the asset follows the proposed SoC control in 

comparison to the dead-band control, while it shows that, this improvement is regardless the 

initial SoC of the system. Furthermore, the proposed approach avoids any time on high SoC 

regimes as well as it offers a 92.5% slower power transient, 0.18 kW/s versus 2.4 kW/s, which 

has a lower impact on the grid. The predicted behaviour of the SieStorage for the three 

control approaches for 25% and 75% starting SoC are shown in Appendix 35.1 and 5.2 

respectively.  

5.2.  Long Term Availability Improvements 

To identify the benefits of the proposed SoC control, the long availability of the system is 

evaluated. The modelling algorithm is set to evaluate the behaviour of the system with each 



SoC Control for Frequency Supporting Storage Systems 

134 
 

of the SoC controllers, for every 24 hour period from the 1st of January 2014 until the 31st of 

December 2019. The two days each year when the clock is changed between Greenwich 

Mean Time (GMT) and daylight saving time were omitted as their timestamps were not 

recognised by MATLAB. In total, 2179 days were analysed. The initial SoC was set to 50% 

since over such a long period of time, the initial SoC had little impact on the results.  

To avoid depleting the capacity of the system due to the idle losses when there is no SoC 

management implemented, it is assumed that the system is automatically disconnected 

when the SoC reaches the lower allowable limit of 10%. It is further assumed that the system 

automatically reconnects and resumes service as soon as there is a high frequency event 

which causes the system to charge. Besides this, it is assumed that over these six years, the 

operator does not interact with the system, and the SoC management depends only on the 

control method. 

5.2.1.  {ȅǎǘŜƳΩǎ Performance Factor without Control 

Over the six years examined, the SieStorage spent 40.24% of the time below 15% SoC and 

just 1.80% of the time above 85% SoC. The SoC of the system was between 10% and 11% for 

25.25% of the time. Even though idling in such low SoC is detrimental to the availability of 

the asset, it is beneficial to the battery lifetime as mentioned in section 2.4.  Figure 5-9 shows 

the SoC distribution of the SieStorage without SoC control. In Figure 5-9 the SoC has been 

separated into bins of 1% for clarity. During the 2179 days analysed, the system was forced 

to disconnect on 1322 days due to the low SoC conditions, while on 114 days it the system 

became unavailable due to high SoC. In general, the mean SoC of the SieStorage is 27.26% 

which is outside of the acceptable target SoC band. 
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Figure 5-9. SieStorage's predicted SoC distribution with no SoC control over six years (2014-19 inc). 

From the 2197 days analysed, the SieStorage failed to be fully available on 1436 days with a 

mean unavailable time of 6 hours and 52 minutes. Overall, the system had an availability 

factor of 82%.  

Figure 5-10 breaks down the unavailable days according to the day of week in the top plot, 

month of the year in the middle plot, and year in the bottom. According to the daily 

distribution of the events, the SieStorage was most likely to be unable to respond fully over 

the weekends. In terms of months, SieStorage recorded the most unavailable days between 

July and December, while January to April appear to be the months that SieStorage is most 

available. When separating the 1436 unavailable days per year, it is visible that most of the 

unavailable days took place in 2019. From the bottom plot on Figure 5-10, it is also apparent 

that 2015, was the year SieStorage was most available. 

Figure 5-11, shows the service performance measure, how the system performed in terms of 

availability in each settlement period for all the unavailable days. From this figure, it can be 

seen that the performance of the SieStorage falls between 5:00am and 8:30am, or between 
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the 11th and the 17th settlement period as highlighted by the dashed red box, at around 

64.49%.  

 

Figure 5-10. Distribution of unavailability events per day, month, and year without SoC control over the period 
2014-2019 inc. 
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Figure 5-11. Service performance measure per settlement period over six years without SoC control. 

5.2.2.  {ȅǎǘŜƳΩǎ tŜǊŦƻǊƳŀƴŎŜ with Dead-Band SoC Control 

For the days analysŜŘΣ ǘƘŜ ƎǊƛŘΩǎ ŦǊŜǉǳŜƴŎȅ ǿŀǎ ƛƴǎƛŘŜ ǘƘŜ ǇǊŜŘŜǘŜǊƳƛƴŜŘ 50.00 ± 0.1 Hz 

zone, 48.46% of every day, an asset would be likely to benefit from a dead-band, SoC control. 

The distribution of the SieStorage SoC with the dead-band control, separated in bins of 1%, 

is shown in Figure 5-12. The SoC distribution of the SieStorage is dramatically improved when 

compared to the case where no SoC control was present, Figure 5-9. As a result, SieStorage 

avoids spending time at the edges of the allowable SoC bands. With the dead-band control 

the asset experiences only one disconnection due to low SoC. Overall, the system spent 

95.93% of the time within the desired target SoC band of 43% - 54%, while the mean SoC of 

the system was 47.60%, or 81.61 kWh. 
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Figure 5-12. SieStorage's predicted SoC distribution with dead-band SoC control over six years (2014-19 inc). 

The introduction of the dead-band SoC control improved the availability of the system. The 

SieStorage was unable to be fully available on only 11 days with an average unavailability of 

10 minutes and 56 seconds. Figure 5-13 shows the distribution of the unavailable instances 

by days of the week, months, and years. Similar to the case without SoC control, the majority 

of the events take place during the weekdays. When categorising the incidents on a monthly 

basis, most of the events took place in October. Whereas on a yearly scale, almost half of the 

unavailable occurrences were registered in 2018. However, a monthly or yearly correlation 

cannot be formed due to the small number of unavailable incidents.  
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Figure 5-13. Distribution of unavailability events per day, month, and year with SoC dead-band control over the 
period 2014-2019 inc. 

Over the 6 years of data analysed, the total availability of the system with the dead-band SoC 

control is 99.995%. During the unavailable days, the mean service performance measure of 

the settlement periods is 99.24%, while the minimum SPM is registered during the 18th 

settlement period, between 08:30am and 09:00am, at 91.87%. 

Figure 5-14 shows the SoC of the SieStorage for every day the system was unavailable to fulfil 

the service completely. The dashed cyan line marks the upper and lower limit of the usable 

SoC. The dashed red line is the target SoC of 48%. The green shaded area marks the target 

SoC of 43% - 54%. Finally, the solid blue line shows the SoC of the SieStorage during the 24 

hour period. The first ten of the unavailable events happen because the SoC of the system 

reached the maximum allowable SoC of 90%, while for the last day, the 27th of December 

2019, the SieStorage becomes unavailable as its SoC reaches the lower usable limit.  

It can be seen that for all but one of the days the asset started service with a SoC within the 

acceptable target zone. From the eleven days that the system did not manage to respond 

fully, the 12th of January 2015, was the worst as the SieStorage was unavailable for 28 

minutes and 55 seconds.  
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Looking at the plots in Figure 5-14, there is no apparent correlation between the availability 

and the initial SoC of the system at the start of each day. Moreover, most of the events 

causing the unavailability of the system are taking place in the first half of the day, however, 

once again, no direct correlation can be drawn.  
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Figure 5-14. SieStorage predicted SoC for all eleven unavailable incidents with dead-band SoC control. 

5.2.3.  {ȅǎǘŜƳΩǎ tŜǊŦƻǊƳŀƴŎŜ with the Proposed SoC Control 

The predicted long-term performance and availability of SieStorage with the proposed 7.5% 

active power SoC control are examined over the 2014-19 period. The SoC distribution of the 
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SieStorage, shown in Figure 5-15, is dramatically improved with the proposed SoC control 

when compared to the case without SoC control, Figure 5-9. When compared to the dead-

band SoC control shown in Figure 5-12, the performance of the system with the proposed 

SoC control is also improved as the system spent more time, 98.22% against 95.95% when 

compared to the dead-band SoC control, within the acceptable target SoC band of 43% - 54%. 

The mean SoC of the system over the six years was 47.78% and SieStorage spent only 0.007% 

of the time above 85% SoC. The minimum SoC recorded over the six years was 22.62%, a 

significant increase from the 10% recorded with the dead-band SoC control.  

 

Figure 5-15. SieStorage's predicted SoC distribution with the proposed 7.5% active power SoC control over six 
years (2014-19 inc). 

The availability of SieStorage with the proposed 7.5% active power SoC control is improved 

significantly over that with the dead-band SoC control. Over the 2179 days analysed, the 

system was unable to fulfil the service completely on only three of them, which is a 72.7% 

reduction when compared to the dead-band SoC control. For those three days the system 

was unavailable for 9 minutes and 27 seconds on average. The unavailable days took place 

on three separate weekdays as shown by the top plot in Figure 5-16. As with the dead-band 

SoC control, two thirds of the unavailable events took place in the month of October. In terms 
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of years, as shown in the bottom plot in Figure 5-16, the unavailable occurrences took place 

in 2015, 2017, and 2018. 

Over the six years, with the proposed 7.5% of active power SoC control, the SieStorage 

registers an availability of 99.998%. The mean service performance measure of the days the 

system was not able to respond fully was 99.34%. Figure 5-17 shows the service performance 

measure per settlement period for the days where the SieStorage was unavailable. From 

Figure 5-17, it can be concluded that the system performs better on the second half of the 

day. The minimum SPM is registered during the 18th settlement period, between 08:30am 

and 09:00am, at 80.46%, the same as with the dead-band SoC control. 

 

Figure 5-16. Distribution of unavailability events per day, month, and year with the proposed 7.5% active power 
SoC control over the period 2014-19 inc. 
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Figure 5-17. Service performance measure per settlement period over six years (2014-19 inc) with the proposed 
7.5% active power SoC control. 

Figure 5-18 shows the SoC of the SieStorage for each day that the system was unable to fulfil 

the service completely. The SieStorage started service every day, within the target SoC band; 

just a few percentage points below 48%. On each of the three days that the system did not 

manage to respond fully, the system with the dead-band SoC control was also not fully 

available. The 7.5% active power SoC control reduced the unavailability time on each of the 

three days that the system was not fully available by 62.82% on average when compared to 

the dead-band SoC control. The reduction of the unavailable time corresponds to an 

improved SPM, however due to the SPM and availability factor masks described in Table 1.3 

section 1.2.2. , these improvements do not translate into such a significant improvement in 

the availability of the system.  
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Figure 5-18. SieStorage predicted SoC for all three unavailable incidents with the proposed 7.5% active power 
SoC control. 

5.2.4.  Discussion of Availability Improvements 

Table 5.2, summarises the performance and availability of the SieStorage for the analysed 

period of six years, while Figure 5-19 shows a more detailed view of the SoC distribution 

between 45% and 50% SoC. This section highlights that a SoC management control is 

essential to ensure adequate performance of the asset while participating in frequency 

response services. Due to the large dead-band of the Dynamic Moderation service, an EFR-

style control improves the performance and availability of the asset. However, since a dead-

band control is not chosen for the Dynamic Containment service, which has a narrower dead-

band, such an approach might not be desired by National Grid.  

¢ƘŜ ǇǊƻǇƻǎŜŘ {ƻ/ ŎƻƴǘǊƻƭ ǿƛǘƘ тΦр҈ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǊŀǘŜŘ ǇƻǿŜǊ ŘŜŘƛŎŀǘŜŘ ǘƻ ƳŀƴŀƎŜ ǘƘŜ 

SoC and a ramp rate of 1% of the management power, decreases the unavailable time by 

76.44% when compared to the dead-band SoC control. However, due to the service 

performance measure and availability factor masks, this improvement does not propagate 

to the availability factor of the system. Therefore, the proposed 7.5% active power 

management control, offers only slightly better availability performance than the dead-band 

SoC control. 
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The key takeaway of the above analysis is that even with a significantly slower ramp rate and 

lower peak managing power, better availability is achieved when compared to the existing 

dead-band SoC control, while it is independent of the time spent within the dead-band. 

Furthermore, the proposed SoC control, minimises the time the system spends in low and 

high SoC regimes, where degradation becomes higher.  

Table 5.2: Summary of SieStorage availability over six years (2014-19 inc). 

 
Not 

Managed 

Dead-Band 

SoC Control 

7.5% Active Power 

SoC Control 

Overall Service Performance Measure 81.14% 99.996% 99.999% 

Overall Availability Factor 82.00% 99.996% 99.998% 

Days unavailable 1436 11 3 

Time unavailable, s 35512255 7224 1702 

Mean SoC 27.26% 47.60% 47.93% 

Time spent >= 85% SoC 1.80% 0.02% 0.01% 

Time spent <= 15% SoC  40.24% 0.01% 0.00% 

Time spent 47% - 49% SoC 1.28% 79.14% 88.37% 

Time spent 43% - 54% SoC 7.17% 95.93% 98.43% 
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Figure 5-19. SieStorage's predicted SoC distribution between 45%-50% SoC using the three control approaches 

over six years (2014-19 inc). 

Table A-5.1 in Appendix 5.3 shows and compares the performance of the system with and 

without any SoC control for the eleven days the asset was not fully available, while the dead-

band control approach was followed.  

5.3.  Summary 

This chapter describes a SoC control which aims to maintain the SoC of a storage system that 

is participating in frequency response serviceǎ ŀƴŘ ǘƘŜǊŜōȅ ǘƻ ƛƴŎǊŜŀǎŜ ǘƘŜ ǎȅǎǘŜƳΩǎ 

availability. The proposed control involves the asset dedicating a small percentage of its rated 

power to manage the SoC. The proposed technique has similarities with existing dead-band 

SoC control, however, it offers better system performance with fewer unavailability 

instances, while it decouples the SoC management of the asset from the time spent within 

the dead-band. Such an algorithm continuously manages the SoC of the asset, and even 

though this approach increases the amounts of imported/exported energy, it eliminates the 
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need for submitting manual baselines ahead of time, as it is currently instructed by National 

Grid, making the SoC management less complex for asset operators.  

The performance of the system during the most demanding day in the UK over the last six 

years is examined under three scenarios; without SoC control, with dead-band SoC control, 

and with the asset dedicated 7.5% of its rated power to manage its SoC. The proposed SoC 

control has a slower ramp rate and dedicates less power for SoC management in comparison 

to the dead-band SoC control approach. The performance of the system is examined under 

three initial SoC conditions. It is shown that the initial SoC only impacts the availability of the 

system when there is no SoC control. Furthermore, the SieStorage achieves 100% availability 

with the proposed 7.5% active power SoC control.  

The long-term performance and availability of the system with each SoC control are then 

analysed by predicting the response of the system over six years of historical frequency data, 

from 1st of January 2014 until the 31st of December 2019, while providing the Dynamic 

Moderation service. Even though, during this time, the grid spent more than 50% of the time 

within the 50 ± 0.1 Hz dead-band, the proposed SoC control performs better than the dead-

band SoC control. It is demonstrated that by dedicating 7.5% of the sȅǎǘŜƳΩǎ ǇƻǿŜǊ ǊŀǘƛƴƎ ǘƻ 

SoC control, the time spent within the target SoC band is increased. Furthermore, the 

proposed SoC control achieves a reduction of 76.44% in the time that the system was 

unavailable to respond when compared to the dead-band SoC control. Unfortunately, such 

improvements do not directly correspond to enhanced profitability due to the current SPM 

and availability factor mask. 
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Chapter 6  /ƻƴŎƭǳǎƛƻƴǎ ŀƴŘ CǳǘǳǊŜ 
²ƻǊƪ 
This chapter summaries the research work presented in this thesis. The main contributions 

of this project are highlighted and conclusions from the preceding chapters are drawn. 

Finally, further research opportunities are identified. 

6.1.  Summary of Key Research Findings 

6.1.1.  Efficiency and Instantaneous Power Losses of a Commercial BESS 

A test sequence was designed to evaluate the performance of a 240 kVA 180 kWh Siemens 

SieStorage BESS across 237 unique operating conditions, for ten different real power set-

points and across the 5% to 90% SoC operating window.  

The instantaneous power losses of the SieStorage range from 1.35 kW to 13.94 kW 

depending on the real power set-point. The losses of the system depend mainly on the 

current and the power set-point, while it is shown that the SoC of the system has low 

influence on the losses. The system is most efficient when operated between 90 to 240 kW.  

The round-trip efficiency of the system ranges from 54.48% to 97.60%. The system is most 

efficient when is operated between 45 kW and 110 kW, while operation below 36 kW yields 

the lowest efficiency. The round-trip efficiency of the system reduces as the SoC reduces, 

since this causes the current to increase. Moreover, a smaller SoC operating range yields a 

higher efficiency as the system components reach thermal equilibrium. For a bi-directional 

provision of frequency support services, the optimal SoC for the system to idle is 48% SoC.  

6.1.2.  Predicting the Performance of a BESS for Frequency Response Services 

Historical data from January 2014 to December 2019 has been used to obtain the event 

likelihood of the dynamic FFR and Dynamic Moderation service profiles. The dynamic FFR 

service features a narrower dead-band, which results to more events of greater duration. 

Nevertheless, due to the sharper gradient of the Dynamic Moderation service, these events 

require greater power and energy.  

An Ah counting model has been developed in Matlab to calculate the output power, energy, 

SoC, and predict the availability of the SieStorage while providing dynamic FFR and Dynamic 
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aƻŘŜǊŀǘƛƻƴ ǎŜǊǾƛŎŜΦ ²ƘŜƴ ƛƴŎƭǳŘƛƴƎ ǘƘŜ ǎȅǎǘŜƳΩǎ ƛƴǎǘŀƴǘŀƴŜƻǳǎ ǇƻǿŜǊ ƭƻǎǎŜǎΣ ǘƘŜ ƳƛƴƛƳǳƳ 

accuracy of the calculated energy absorbed is increased from 82.54% to 95.37% for the 

dynamic FFR service, when the system commits its full power.  

The algorithm predicts the energy usage of the system with an accuracy of 97.06% while 

providing Dynamic Moderation service for the most demanding day of the six years of data 

examined.  

6.1.3.  Proposed SoC Control for Frequency Response Services 

A novel SoC management control is proposed where the asset dedicates a small percentage 

ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǊŀǘŜŘ ǇƻǿŜǊ to manage the SoC level. The performance and availability 

improvements of the system when dedicating 7.5% of its rated power is examined. Such 

power offers a 16.67% reduction of the peak SoC managing power when compared to the 

existing dead-band control. The proposed ramp rate of the control is 1% of the managing 

power, which is 92.5% slower than the permitted ramp rate of the dead-band control and 

98.5% slower with the maximum ramp rate allowed in the Dynamic Containment service 

trials. 

The predicted performance of the system for the six years of data examined is then compared 

to the response of the system without any control and with a dead-band control similar to 

the EFR services. The proposed SoC control, decreases the unavailable time by 76.44% when 

compared to the dead-band SoC control. Furthermore, with the proposed SoC control, the 

system avoids spending time in high SoC regimes where degradation becomes excessive. 

Moreover, the system spends 2.5% more time within the 43%-54% SoC band, compared to 

the dead-band control.  

Therefore, even with a significantly slower ramp rate and lower peak managing power, better 

availability is achieved when compared to the existing dead-band SoC control. Finally, the 

ǇǊƻǇƻǎŜŘ ŎƻƴǘǊƻƭ ƛǎ ƛƴŘŜǇŜƴŘŜƴǘ ƻŦ ǘƘŜ ǘƛƳŜ ǎǇŜƴǘ ǿƛǘƘƛƴ ǘƘŜ ǎŜǊǾƛŎŜΩǎ ǇǊŜŘŜŦƛƴŜŘ ŘŜŀŘ-

band.  
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6.2.  Conclusions 

This thesis has proposed a SoC management algorithm for a BESS participating in frequency 

response services in Great Britain ǘƘŀǘ ƛƴŎǊŜŀǎŜǎ ǘƘŜ ǎȅǎǘŜƳΩǎ availability and avoids 

operating in low and high SoC regions.  

This project is useful to various stakeholders. Namely, asset operators can benefit from lower 

complexity and enhanced delivery planning, equipment suppliers can be better informed 

when designing their products for such applications, ofgem could use this work to influence 

future regulations, and National Grid to define future automated frequency support services. 

This research can also be performed to other countries, given sufficient historical frequency 

data. 

The round-trip efficiency and instantaneous power loses of the system have been mapped 

across its full operating power and SoC range. The instantaneous power losses of the system 

depend on the operating power set-point. The round-trip efficiency of the system reduces as 

the SoC reduces. Furthermore, the system is more efficient for the smaller range of SoC 

operating conditions tested as the components of the system reach thermal equilibrium. 

An algorithm was developed to calculate the output power, energy, SoC, and to predict the 

availability of the asset for the dynamic FFR and the Dynamic Moderation services. The 

instantaneous power losses of the system were included as a look-up table to increase the 

accuracy of the algorithm. The algorithm was validated against the response of the 

SieStorage. When the system is used in full power the algorithm predicted its energy usage 

with an accuracy of 95.37% and 97.06% when providing dynamic FFR and Dynamic 

Moderation service respectively.  

Furthermore, a novel SoC management control is proposed for which the asset dedicates a 

percentage of its rated power to manage its SoC. This thesis demonstrates the improvements 

on the SoC distribution and availability of the asset when ƻƴƭȅ тΦр҈ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǊŀǘŜŘ 

power is dedicated to manage its SoC. This selection offers 16.67% lower peak SoC managing 

power when compared to the dead-band SoC control approach. The selected ramp rate of 

the control is 1% of the managing power per second to avoid any sudden and rapid increase 

in demand. This ramp rate is 92.5% slower than the permitted ramp rate of the dead-band 

control approach, and 98.5% slower when compared to the current maximum ramp rate of 

5% of the contracted power for the Dynamic Containment service.  
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The long-term performance and availability of the system with no SoC control, with the dead-

band SoC control and with the proposed SoC control are analysed by predicting the response 

of the system over six years of historical frequency data, from 1st of January 2014 until the 

31st of December 2019, while providing the Dynamic Moderation service. The proposed SoC 

control achieves a reduction of 76.44% in the time that the system was unavailable to 

respond when compared to the dead-band SoC control.  

Finally, National Grid has concluded on the delivery requirements of the Dynamic 

Moderation service. Subsequently, the service profile has slightly changed in two ways, 

similarly to the Dynamic Containment service which includes two linear deliveries and one 

dead-band zone. First, the dead-band of the service is now shrunk to 50.00 Hz ± 0.015 Hz. 

Secondly, a knee point at ± 0.1 Hz is introduced, where the asset is expected to deliver 5% of 

its contracted power. Beyond that point, the service will linearly respond to any event until 

the 50.00 Hz ± 0.2Hz mark, where the service will become fully activated. 

6.3.  Further Research Opportunities  

¶ Incorporate a rain-flow counting algorithm 

At the moment, the algorithm can predict the energy throughput of the SieStorage unit over 

a prolonged period of time. However, the current algorithm assumes the system does not 

experience any degradation during the investigated time. In reality, over a number of cycles, 

the overall capacity of the system will be reduced. The capacity fade a battery system 

experiences has been linked to the overall number of cycles and their depth. A rain-flow 

counting algorithm can be used to count partial cycles and predict the capacity fade of the 

system over time. This information can then be used to dynamically change the target SoC 

band of the control algorithm and also to investigate how different control techniques, 

ŘŜŘƛŎŀǘƛƴƎ ŘƛŦŦŜǊŜƴǘ ǇŜǊŎŜƴǘŀƎŜǎ ƻŦ ǇƻǿŜǊ ǘƻ ƳŀƴŀƎŜ ǘƘŜ ŀǎǎŜǘΩǎ {ƻ/Σ will affect the 

degradation and the profitability of the system.  

¶ Temperature dependent experimental tests of the SieStorage. 

It is known that temperature affects the performance and degradation of a battery system. 

¢ƘŜ ŎǳǊǊŜƴǘ ŜȄǇŜǊƛƳŜƴǘŀƭ ǇǊƻŎŜŘǳǊŜǎ ƘŀǾŜ ǇǊƻŘǳŎŜŘ ŀ ƳŀǇ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ǊƻǳƴŘ-trip 

efficiency and instantaneous power losses, assuming that the air-conditioning units will 

Ƴŀƛƴǘŀƛƴ ŀ Ŏƻƴǎǘŀƴǘ ǘŜƳǇŜǊŀǘǳǊŜ ǇǊƻŦƛƭŜ ŘǳǊƛƴƎ ǘƘŜ ǎȅǎǘŜƳΩǎ ƻǇŜǊŀǘƛƻƴΦ IƻǿŜǾŜǊ, at the 



Conclusions and Future Work 

153 
 

moment, little to no information is available on when the battery rack cooling fans are active. 

More vigorous test profiles while setting the air-conditioning system output temperature at 

various levels will add an extra dimension to ǘƘŜ ǎȅǎǘŜƳΩǎ ŜŦŦƛŎƛŜƴŎȅ ƳŀǇǇƛƴg. 

¶ Use Machine learning to incorporate the losses in the algorithm. 

Machine learning algorithms to predict the losses of the system for specific operating 

conditions can be trained once enough data has been gathered for various SoC, power, 

temperature operating set-points. The machine learning can be used to discover patterns in 

the data, analyse trends, and make predictions on the behaviour of the system in between 

the tested conditions. The machine learning algorithm can replace the current 2D look-up 

table and improve the efficiency of the algorithm.  

¶ Experimentally validate the performance and availability improvements of the system 

for a long period of time.  

Long term experimental tests of the proposed SoC controller are necessary to validate the 

predicted results of the performance and availability improvements of the system. For those 

tests, the system may be subjected to responding in month long historical frequency 

datasets without any SoC control, with the dead-band SoC control and the proposed SoC 

control. Doing so will quantify any experimental performance and availability improvements 

from the proposed SoC control. Furthermore, these tests will provide greater confidence in 

the modelling algorithm.  

¶ Investigate dedicating various power management percentages. 

Further work can take place to examine the impact of different dead-bands, dedicating 

different power levels, as well as ramp rates for the proposed SoC control method. Such 

investigation can be used to optimise these variables of the control while simultaneously 

minimising the degradation and unavailability of the asset.  

¶ Investigate the impact of the proposed SoC control on the power network. 

Future work can investigate the impact of the proposed SoC control oƴ ǘƘŜ ¦YΩǎ ǇƻǿŜǊ 

network. This work is necessary to investigate the implications of such algorithm, since as 

the number of BESSs increases, following this control approach would increase the amount 

of exchanged energy, to balance the assetsΩ SoC. This investigation will include a detailed 

bus-ƳƻŘŜƭ ƻŦ ǘƘŜ ¦YΩǎ ƎǊƛŘ ǘƻ ŀƴŀƭȅǎŜ ǘƘŜ ƛƳǇŀŎǘ ƻŦ ǘƘŜ ƳŀƴŀƎƛƴƎ ǇƻǿŜǊ to the network. 

This work will examine the transient characteristics of the grid after significant frequency 
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events. Furthermore, it can assess the scalability of the proposed control in a system with 

high renewable penetration and multiple BESSs. This work should be a collaboration with 

National Grid to ensure the grid network has been simulated properly.  

6.4.  Research Outputs 

The data collected during the experiments has been uploaded online and can be accessed on 

the UKERC Energy Data Centre website [151]. 

Two publications have been produced:  

[1] ±Φ ¢ǎƻǊƳǇŀǘȊƻǳŘƛǎΣ !Φ WΦ CƻǊǎȅǘƘΣ ŀƴŘ wΦ ¢ƻŘŘΣ άwŀǇƛŘ ŜǾŀƭǳŀǘƛƻƴ ƻŦ ōŀǘǘŜǊȅ ǎȅǎǘŜƳ 

rating for ŦǊŜǉǳŜƴŎȅ ǊŜǎǇƻƴǎŜ ƻǇŜǊŀǘƛƻƴΣέ ƛƴ нлмф L999 aƛƭŀƴ tƻǿŜǊ¢ŜŎƘΣ tƻǿŜǊ¢ŜŎƘ 

2019, 2019, doi: 10.1109/PTC.2019.8810540 

[2] !Φ .ƻƭȊƻƴƛΣ vΦ ½ƘǳΣ ±Φ ¢ǎƻǊƳǇŀǘȊƻǳŘƛǎΣ wΦ ¢ƻŘŘΣ ŀƴŘ !Φ CƻǊǎȅǘƘΣ ά5ȅƴŀƳƛŎŀƭ 

Characterization of Grid-{ŎŀƭŜ 9ƴŜǊƎȅ {ǘƻǊŀƎŜ !ǎǎŜǘǎΣέ ƛƴ L9/hb tǊƻŎeedings 

(Industrial Electronics Conference), 2019, vol. 2019-Octob, doi: 

10.1109/IECON.2019.8927099 

One more publication is in the submission pending stage: 

[1] V. Tsormpatzoudis, Q. Zhu, wΦ ¢ƻŘŘΣ ŀƴŘ !Φ CƻǊǎȅǘƘΣ άA Holistic View of the 

Instantaneous Power Losses and the RTE of a Commercial Battery Energy Storage 

SystemΣέ  
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2.1 BESS Projects in the UK 

Table A-2.1: BESS Projects in the UK [70]. 

Location Technology Rated Power 

(kW) 

Voltage Level 

(kV) 

Carrickfergus Northern Ireland Li-ion 10000 275 

Leighton Buzzard England Li-ion 6000 11 

Rise Carr England Li-ion 2500 6.6 

Wolverhampton England Li-ion titanate 2000 11 

Kirkwall Scotland Li-ion 2000 11 

Peterhead Scotland Li-ion 1000 33 

Dorset England Li-ion 598 11 

Butleigh England Li-ion 300 11 

Berkshire England Li-ion 250 11 

Milton Keynes England NaNiCl2 250 11 

Rise Carr England Li-ion 100 6.6 

Denwick England Li-ion 100 20 

Slough England Li-ion 75 0.24 

Isle of Eigg Scotland PbAc 60 3.3 

Rise Carr England Li-ion 50 6.6 

Wooler England Li-ion 50 20 

Maltby England Li-ion 50 0.23 kV 

Isle of Muck Scotland PbAc 45 3.3 kV 

Isle of Rum Scotland PbAc 45 N/A 

Isle of Foula Scotland PbAc 16 3.3 kV 

Horse Island Scotland PbAc 12 N/A 

Flat Holm Island Wales PbAc 5 N/A 

Wokingham England 
Vanadium 

Redox Flow 

5 N/A 

Cardiff South Wales Li-ion 2 N/A 
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3.1 Grid Side Measurement Error Calculations 

As established in section 3.2.3 the PX8000 power scope uses the rms voltage, rms current and the 

phase difference between the voltage and the current for each phase and then sums them up to 

calculate the total power of the system. In this section it is also established that the measurement 

uncertainty of the Pico TA167‏ ,  is ±1%, while the Yokogawa PX8000 power scope has an 

accuracy ‏  of ±0.1% of reading and ±0.1% of the selected range denoted as ‏ . 

Furthermore, the measurement uncertainties are independent and random. Thereafter, the 

uncertainty for each voltage phase is given by:  

ὺ‏ ‏  ‏  πȢρ πȢρ πȢρτϷ  (A3-1) 

Similarly, the uncertainty for each current measurement is given by:  

Ὥ‏ ‏  ‏ ‏  ρ πȢρ πȢρ ρϷ  (A3-2) 

Where ὼ denotes the measured phase. The uncertainty of the phase difference between the voltage 

and the current for the phase ὼ , ‏ÃÏÓ— is calculated as follows: 

—ÃÏÓ‏  
ÄÃÏÓ—

Ὠ—
 (A3-3)  —‏ȿÓÉÎ—ȿ —‏ 

Where — is assumed to be 120° since the grid is balanced, and ‏— is given as the uncertainty between 

the voltage and the current measurement in radians: 

ὺς‏ —‏ Ὥς‏  πȢρτς ρς ρȢππωψ ρ% (A3-4) 

Therefore (3), becomes:  

—ÃÏÓ‏ ȿÓÉÎ—ȿ  πȢψφφϷ  (A3-5) 
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To obtain the uncertainty of the power for one phase, the above uncertainties are applied to the 

equation (A3-3) from section 3.2.3. 

0‏ —ÃÏÓ‏Ὥ‏ ὺ‏  ὺ‏ Ὥ‏ —ÃÏÓ‏  

ὺ‏ Ὥ‏ —ÃÏÓ‏ πȢρτ ρ πȢψφφ 

ρȢσσϷ  
 

(A3-6) 

Finally, the total power measurement uncertainty is given by:  

ὖ‏ ὖ‏  ὖ‏  ὖ‏    (A3-7) 

However, as the measurement error for all three phases is constant, equation (A3-7) becomes: 

0‏  σ‏ὖ    Ѝσ‏ὖ ςȢσπτρϷ ςȢσϷ (A3-8) 
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3.2 Simulink Schematic of Efficiency Tests  

 

Figure A-3.1. Simulink schematic of round-trip efficiency code. 
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3.3 Battery and Converter Temperature at the End of 

Discharge 

 

Figure A-3.2a. Battery temperature at the end of the discharge. 
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Figure A-3.2b. Converter 1 maximum temperature. 

  


























