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Investing in low or nearbon means of energy production can dramatically reduce the
greenhouse gasemissions inthe energy sectos. Despite their significant benefits,
renewables challenge the stability of the power netwodkg to their intermittent natue.

To ensure the security of supphdvanced power balancing techniques, such as energy
storage, are essentiaBattery energy storage system{BESSare widely usedfor grid
frequency supportTheycan assist the grid in balancing any fluctuations aradhy ensue

a reliable and secure supply. This project will investigattommerciahickel manganese
cobalt NMQ chemistry,Siemens SieStoraddESSfrom the perspective of BES®perator,

at a systemlevel anddevelopa state of charggSoC)ontrol technique to use the system
more efficientlyin terms of availabilityvhile providingDynamic ModeratiofiDM)frequency

response services.

Thisthesispresents the result®f a performance test schedul® evaluate theround-rip
efficiency and pwer lossesacrossthe full operating rangeof the SieStorage systenthe
schedule evaluatesver 237 operating conditions; tedifferent real powerset-points, and
24 SoC ranges across the 5% to 90% SoC operating wiAdoywindtrip efficiency and
instantaneous power loss map is then produced. Historical frequelaty for the UK grid
have been analysed using the dynarfiimn frequency responseFFR and M frequency
response profiles. An algorithm to calculate the output power, enegg¢; and predict tle
availability of a storage system for the above frequency response profiles is develdped.
instantaneous power losses of the systane included in the algorithm in a form of a leok
up table.The algorithm is then validated against tBe&eStorage while providingMDservice
on the most energy demanding day. The algorithm accurastiynatesthe energy usage of

the SieStorage with an error of 2.94%.

A novel control algorithm is tiieproposed wherel & Y £ € LISNOSy G IS 2 7F
rating is dedicated tamanage itsSoCevel. The algorithm offers a 16.67% reduction of the
peak SoC managing powand 92.5%slower ramp ratewhen compared to the deatland

SoC control, and 98.5% slower when compared to the maximum ramp rate of 5% of th
contracted power for the Dynamic Containment service. The propesatiol achieves a
reduction of 76.44% in the time that the system was unavailable to respond when compared
to the deadband SoC control, while avoiding high SoC regimadere the battery

degradation is more severe
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Introduction

Chapter 1L Y 4 N2 RdzOUG A 2V
1.1. Background

The first power system was created in the 1880s and was based on direct current (DC). The
power losses in a DC system are mainly dependent on the magnitude of the current; to
minimise the losses in the ggm, the voltage level has to be high. At the time, such high
voltages were notechnically feasibleither for generation or consumption of power. In 1889

with the development of the alternating current (A€juipment mainly transmission and
transformer,singlephase power successfully transmitted over 21 km at 4 kV, stepped down
to 50 V for distributior{1]. A typical electric power network can be divided into three main

parts: generation, transmission, and distribution.

Conventional power plants burn fossil fuels such as oil and coal to generate ele¢®jicity
Even though burning fossil fuels is a cheap way to generate electricity, it is also the most
prominent source of global greenhouse gas emissions. In theugwf reducing the global
carbon dioxide (C£p emissions, low or noarbon means of energy production such as

renewable energies are becoming increasingly naemon

In the 1990s, coal and gas were the predominant sources of electricity genetatib®94,

the United Nations Framework Convention on Climate Change (UNFCC) placed developed
countries accountableto take action towards the mitigation of climate change athe
reduction ofgreenhouse gas@HG emissiong3]. To address climate changehe Climate
Change Act 2008 enfard legal energy targeton the UK governmenf]. Initially, in 2008,

the UK Governmentommitted to reducingts emissions by at least 80% of 1990 levels by
20501[5] however, the target was revised in 2019 to be at $#d400% by 2050 in order to

reach netzero emission{s].

The UK powesystem consists of many generation technologies, ancillary services, and
storage systemsSince 2015, the share of the gas generation in the UK's energy fuel mix
increased, while the share generated from coal decreased. Simultaneously, the UK system
started integrating renewable energy, mostly wind and solar. In the first quarter of 2019, the
electricity generation fuel mix comprised 38% gas, 24% renewables, 16% nuclear, and 10%

bioenergy. The remaining 12% was made up by imports, coal, hydro and othef7jel
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Figurel-1 shows the electricity generation mix in Great Britain from 1998. The d&imure
1-1is categorised Y fuel type and displayed on a quarterly basis. Attthee of writing, the
record for coal free running of theK power systeris 67 days which came to an end on the
16" of June2020
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Figurel-1. Electricity generation mix by quarter and fuel source in Great Bfitqin

To achievethe targets set by the UK Governmentow or necarbon means of energy
production like renewable energies ardecoming morecommon Primary sources of
renewable energy in the UK are wind, solar and hydroele@vi&n though renewable energy
sources such as solar and wind are a great way to reduce the carbon footprint of the
electricity generation, they pose chahges to the existingetwork infrastructure.The main
problem of renewables is their intermittent nature: i.e. thgenerated output varies in a
way which does not necessarily coincide with the demand of the netwwkthermore
renewables offernon-synchronoussupply thuss RSONBF aAy3 (KS aeadsSvyQa
challenge the stability anthereby the security of the power grid8], [9]. Moreover, new
highly-dynamic loads, such as hgaimps and EV charging statiaghst arebeing introduced

to the network,are increasing the complexitf the AC power networlDrastic measures in

the operation and management of the grid have to be taken to ensure the growth of

renewable energy penetrain [10].
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The stability of the power systems is accomplished by balancing the geme=atd the
demand at any given timé&ny mismatch between the supply and demand causes the voltage
and the frequency of the system to fluctuat€herefore, he frequency of the system is a
continuously changing variable that is determined by the-teaé balance between the
system demand and the total generation and is influenced by demand forecasting [&];ors
[11]. If these variations are not managed, they may potentially exceed their permitted Jimit

causing issues such as outages to the network.

The Transmission System Operator (TSOJH&S t S f NBalLlRyairoAf Ade
frequency within statutory limits. National Griglectricity Transmissiothe| Y NSO, has to
operate the sysgm nominally at 50.00 Hz with maximum allowed deviations of f1%o
However, the target operating frequency of the ®ya in the UKis 50.00 Hz 8.2 H413]. To

be able to manage any deviations between the supply and the demand, and maintain the
frequency withih those limits, National GridElectricity System OperatqESO)procures
variousbalancing services such fiequency response servicgb4]. Sincetraditional fossil

fuel plants are incapable of responding quickly to the occurrence of such ewsTdRy
storagesystems (ESSaie essentialo ensure the security of supply in power networks with

high-concentrations of renewable systems and dynamic loads

ESSsonvert electrical energy to some form of energy that can be stored and released when
required[15], [16] There are a plethora of ESSs technologgsh aschemical, mechanical,
pumpedhydro, and electrochemicdll7]. Depending on thetechnology of the storage
system, the size and the response time varies. Electrochemical storage systems, such as
lithium-ion (Ltion) battery cells, are in the spotlight of reseafoh both electric vehicle and

grid applicationsSomeof the advantages thakFion Battery Energy Storage Systems (BESSS)
offer include flexibility in specific power and energy rating, high retripdefficiency, and

fast response timg18]. However, their efficiencydependson multiple mechanisms and
variesacrossthe state of charge (SoCj the battery[19]. The finite energy stored within a
lithium-ion BESS means that knowledge of both the energy and instantaneous power
efficiency, over the full power an8oCoperating range is essential tsse the asset most

effectively.
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1.2. Freqlency Serices

Theincrease in embedded powealectronicinterfaced generationunits, such as renewable
energy sources has led to a reduction of the rotatioimedrtia in the power system.
Furthermore, this has also resulted in faster imbalances between the total demand and
generated output. Over the past few years, along with iasieg renewable penetratign
balancing services have gained the interest of the system operators as they provide a way to
ensure the stability of the system. Electricity System Operators (ESOs) use several balancing
services to ensure the security of supglcross a country's transmission system either by
procuring from generation or load asset owners. There is trust that ESOs have the security of
the supply in their best interests when designing balancing services. National Grid uses a
portfolio of 15 balacing services across five main categories, to maintain the security and

ensure the quality of supply in the United Kingd{#a].

One of these categories is the frequency response services. Such services are imperative to
ensure the secure operation of electric power networks with high eatrations of
renewable energy sources. This service is activated automatically as a consequence of an

imbalance, in an effort to contain a frequency deviation and has thregrogiucts:

1 Firm Frequency Response: a fast service of dynamic edyieamic clanges in active
power in response to changes in frequern2g].

1 Enhanced Frequency Responsefaat acting frequency service similar to Firm
Frequency Response, however, designed to be delivered within one second or less.
This service comes in two variants; wide and narrow Haagl

1 Mandatory Frequency Response: a mandatory and automatic change in active power

output of large generators in response to a frequency chd2gg

Therefore, only the Firm and Enhanced Frequency Response services are available to Energy

Storage Systems (ESSs).

1.2.1.Firm Frequency Response

The Firm Frequency Response (FFR) service is divided into two categmrdgnamic and
dynamic frequency responsé&he nondynamic or static frequency response is triggered at a
defined frequency deviation and is a discrete service which assists in the management of a
postfault event. The defined frequency deviation, in which the service is activated, is

specified inthe Framework AgreemerjR3]. Dynamic frequency response is a continuous
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service used to manage the secebgsecord frequency variations. The service is triggered
automatically when the frequency of the system crosses the predefined-dead boundary
of 50.00 Hz + 0.015 Hz.

The FFR services can further be divided in three depending on the direction of service as
shown in Figurel-2, the response and the service tirf@l], [23][25]. These three services

are:

1. Primary response: Response starts within 2 seconds, reaching full response by 10
seconds of an event, and can be sustained for 20 more seconds.

2. Secondary response: Response starts wiftiinseconds of an eventeaching full
response by 30 secondand can be sustained for 30 minutes.

3. High frequency response: Response starts wirseconds of an eventeaching full

response by 10 secondmd @n be sustained indefinitely unless otherwise agreed.
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Figurel-2. Existing Firm Frequency Response seryk3is

The FFR service was first introduced in the second half of [261.3n 2017 to attract new
entrants, the minimum entry requirements for the service were reduced from 10 MW to 1
MW [27]. The service also welcomes smaller units to participate by aggregating their output
[21], [23] In October 2018, the procurement process was transferred from monthly tenders

to weekly basisactions and standardis€@8].

Monthly data of the FFR tenders are publicly available at NationdkGrebpage[29]. From
October 20180 June 2020, on average every month, there are 85 dynamic contracts and 24

non-dynamic. In June 2020, there were 166iaetFFR contracts, which represents an 84%
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year over year increment. From these contracts, 78% of the agreements were for dynamic

contracts, almost double the number of dynamic contracts from the previous year.

The total cost of a contract for FFR is mageby multiplying the availability fee with the
hours of delivery. The availability fee is submitted by the providers during the tendering
process and defines the requested price for the provision of the service for every hour per
MW submitted[24].

1.2.2.Enhanced Frequency Response

The Enhanced Frequency Response (EFR) service was introduced by National Grid to
compensate for fagr frequency events and secure the netw@d9], [31] The ER provider

has to achieve full active power output at 1 second or less of registering a frequency deviation
[32].

The service has two frequency insensitive zone variants; a wide, which has-batehdf

50.00 Hz % 0.05 Hind a narrow with a deatiand similar to the FFR 660.00 Hz + 0.015 Hz.

The deaebandsare designed to enable the providers to manage the state of charge (SoC) of

their units. Figure 1-3 shows the EFR service envelope with the upper and lower SoC
managementimits. The specific frequency and reference points are listed for both services

in Tablel.landTablel2d 2 KSy (KS 3INARQA T MNBtrSasets Ad 6AGKAY
were permitted to use up to 9% of the contracted power, with maximum ramp rate allowed

of 1% per second, to maintain the SoC of the syg§&2h Moreover, the EFR service allowed

energy limited participants to exercise an option to cease the provision oiceamhenever

the duration of an event surpassed 15 minutes.
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Figurel-3. EFR service envelof#?].

Tablel.1: EFR wide service frequency and power envelope Tablel.2: EFR narrow service frequency and power envelop

Service 1 (widdand) Service 2 (narroviband)
Frequency, Hz Power Output, pu Frequency, Hz Power Output, pu
Reference Value  Reference Value Reference Value  Reference Value
A 49.5 t 1 A 49.5 t 1
B 49.75 u 0.444 B 49.75 u 0.484
C 4995 v 0.09 C 49.985 v 0.09
D 50.05 w 0 D 50.015 w 0
E 50.25 X -0.09 E 50.25 X -0.09
F 50.5 y -0.444 F 50.5 y -0.484
z -1 z -1

On the first tender, in 2016, the total requirement of the EFR was set to 200 MW and while
initially, each bidder could offer up to 50 MW this limit was reduced to 1 MW. Baltased
energy storage systems (BESSs) were the majority of the bidi8igksThe tender was
concluded in July, with eight successful tenders, all proposing BESSs and providing the narrow
variation of the servicg34]. The average price of tender was £9.44 per MW per hour of
service while the average duration of the contracts was 34756 hours which equates to about
48 monthg[31].
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During the service provision, the providers have to manage the system's SoC when the
frequency isithin the defined limits, denoted by the shaded aredigurel-3, by using 9%

of their contracted power A Service Performance Measure (SPM) has been created to
calcubite the availability of the unit per Settlement Period (SP). Each SP represents half an
hour of service. SPM is given by the ratio of the summed second by second response of the
asset against the expected response for the specific frequency value ofexamids The SPM

defines the Availability Factor (AF) for each SP as described belablel.3.

Tablel.3: Availability Factor based on SPM per SP.

SPM per SP Availability Factor per SP
< 10% 0%

> 10%, < 60% 50%

> 60%), < 95% 75%
>95% 100%

The final payment of the asset for n settlement periods is shawequation(1-1). The
compensation of each provider tken derived by summing the product of the tendered
power of the system (P) with the tender price of the asset (tp) andhtralabilityFactor (AF)
of eachSP[32].

OQerpuowa Q€ 0 UZ?QO @] (1-1)

In October 2017, National Grid set the intention to terminate the active procurement of EFR
service as part of the rationalisation of their product portfdB&]. The existing contracts are
set to be fulfilled as purchase@he longest contract is set to be fulfilled in February 2022

[31].

1.2.3.Future Frequency Response Products
As the system is moving towards the z&d ND 2y HnHp | YOAUA2Y>X (GKS aea
expected to be further reduced. The iniarof the system acts against changes in frequency,
contributing to the reduction of the speed of imbalances. The inertia, therefore, is inversely
proportional to the rate of change dfequency (RoCoF). The RoCoF is given by the following
equationand deermines how fast the frequency can change from a particular imbalance:

Ve B & ,‘GU_ﬁOC'X ®Oa dii)édﬂ)'Q"gé(

¢ "0¢ Qi o D0 i

The current frequency response services were designed while the system was experiencing

(1-2)

higher amounts of inertia since &gurel-1 shows, the majority of the generan mix was
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coal and gas, and the system exhibited lower RoCoF. The largest RoCoF recorded in the grid
during 2018 and 2019 wa8.15 Hz/436]. The higher RoCoF necessitates the design of new
and faster frequency products. Future frequency response products will be split between pre
and postfault to enable a more transparent evaluation of the procuremerigass. The pre

fault services will be managing the frequency of the system, when the system's frequency is
between 50.00 Hz + 0.BRz,i.e., during regular operation. The pofdult services will be
required in the event of a fault, for example, the loss of a generation unit. The fault
categorisation of the frequency products will enable a more precise and effective operation

of the services Wile reducing the cost to the end consunj&Bs].

In July 2018, a draft versioof three new dynamic frequency services and one static were
proposed to replace the existing produdt7]. In February 2019, after more consideration
and refinement, the four new products were presented t@ timdustry[38]. Table1.4 lists

the characteristics of each produdhe Dynamic Regulation service is designed to respond
to small and continuous deviations in frequen@ynamic Moderation, aims to manage
sudden imbalances and lastly tliiynamic Containment service is a fasist-fault acting
service, intended to be deployed after significant frequency ev@¥E Figurel-4 shows the
response profile of the dynamic future frequency products, whdélel.5 lists the reference

frequency points foeach service.

Tablel.4: Characteristics of proposed future frequency products.

Product Low Frequency| High Frequency Max Max Duration,
Range, Hz Range, Hz Lag,s | Ramp,s| m
Dynamic Regulation | -0.015 to-0.1 +0.015t0 +0.1 | 2 8 K
Dynamic Moderation | -0.1 to-0.2 +0.1to +0.2 0.5 0.5 20
Dynamic Containment -0.2 to- 0.5 +0.2t0 + 0.5 0.5 0.5 20
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Figurel-4. Initial design of future frequency products response.

The design of the proposed future frequency services was updated in December 2019 with
more details on the launch of thiroducts The first of the newly proposed services released
wasthe Dynamic ContainmenProcurement of the serviceommencedn the first quarter

of 2021.As a result of the newly proposed dynamic frequency services, the monthly tendered

volume of FFR wigradually be decreased and eventually phased out by the end of[20R2

In January 2020, National Grid announced the intention to procure 250 MW of service initially
and ultimately to obtain 1 GW in both high and low direction. Eventually, similar volume is
expected to be procured for the Dynamic Regulation and dfation services. The envelope

of the Dynamic Containment has also been updated to reflect better the needs of the system.
Figurel-5 shows the updated version of thewice, which now includes two linear deliveries
and one deaeband zone. ABigurel-5 shows, the service is still divided into two categories,
depending on thalirection of the response. The new frequency insensitive zone has shrunk
to 50.00 Hz + 0.015 Hz to allow the service to deliver a small power, maximum of 5%, to
manage small disturbances below 50.00 Hz = 0.2 Hz. Beyond that point, the service will
linearlyrespord to any event until the 50.00 Hz = 0.5 Hz mark, where the service will become
fully activated. The delivery time for this service remains slower than 0.5 seconds, but it is

expected at no later than 1 second after an evgi].
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Tablel.5: Frequency reference points for future frequency products.

Product

. _ Dynamic Dynamic
Reference Dynamic Dynamic
_ _ Containment Containment
Regulation Moderation

Low High
A 49.9 49.8 495 N/A
B 49.985 49.9 49.8 N/A
C 50.015 50.1 N/A 50.2
D 50.1 50.2 N/A 50.5
I I U OO BRSSO OO TR RRRRRURR :
—— High Response
Low Response
Deadband ;
= i
o |
]
5 0.05 b PRt HHTTTLLL LA
O 0.05 [t : :
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(0210,

Frequency, Hz

Figurel-5. Updated design dbynamic Containment service.

Since this service is expected to be provided by storage units with finite energy, National Grid
provides guidance on the sizing and usage of the asset. For energy limited systems, the
minimum required volume of response is calated at 15 minutes at full power and it is
called Response Energy Volume. Starageoperators must make sure they maintain the
energy of the system in such a manner that the Response Energy Volume is always available
at the beginning of each SB1]. To achieve such a response from the limited energy
providers, National Grid suggests to maintain the assets at 80% of the total energy

before eventd42]. Other providers such as wind are expected to deliver continuously.
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1.3. ResearclObjectives

This PhD thesis aims to evaluate a commercial battery energy storage system, investigate

FYR Y2RSE GKS | &&$iQaopedfionopNardengddécysupplirt. 02 v i N2 ¢

The research isonducted on a commercidé40 kVA180 kWh Siemens SieStorage BESS

A = 4 oA ~

Al

O2yySOGSR G GKS | yAdSatdok(i 2 YYENDAYOKSAiSENRay @410

sufficient information at the point a$ale to map the system characteristics which will affect
performance in operational conditions. &lthesis provideghis detailed understanding of
how to acquire this data and devise the frequency support algoritBmeh approach is more
applicable to theindustry, as such systems are expensive, and protected by intellectual
property and warranty which discourages the reveesgineering and examination of the

system.

Tesk have been conductedcrossits full operating{ 2/ (2 |yl f & &asStripKS aé&

efficiency and instantaneous power lossé@salysis of the test data identifies the least loss
prone regions, andurther enhance the simulated behaviour of the systerA. model has
been developed in Matlab to calculate the output power, energy, SoC,paadict the
availability of the system while providing dynamic FFR and Dynamic Moderation s€hdce
knowledge oboth the grid services and thé & & (i fiighdyis used todevelop an active
power SoCcontrol algorithm The data from the extensive tests has been included in the

model in the form of a lookip table.The key objectives are summarised below:

1. Experimentally quantifyhe roundtrip efficiency and instantaneous power losses of
a commercial BESS across itsrarige of operation.

2. Develop an efficiency map to locate the most efficient regionspafrationin terms
of SoC and real power spbint.

3. Devise an algorithm to estimate trenergy consumption and state of chargéa
BESS when participatingfrequeng response services.

4. Use the derived efficiency maps to improve tiesults of the algorithm.

5. Experimentally validate thperformanceof the algorithm.

6. Devise acontrol algorithm for a BESS participagtA Y G KS | YQa FNBIljdzSyoOe

serviceghat will increase the availability of the system and minimise the time spen

in high or low SoC regimes
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1.4. ResearctContributionsof the Thesis

This thesisdescribes the experimental processes iavestigate the behaviour of a
commercialgrid-connectedBESSThedata from the extensive testsill create a map of the
aeailisSyQa Ayaidl yildnygderdiie hbie theSoNdrafiod afdhd dysteis
affected by the operating real power spbint and SoC levebuch processes are missingnr

the literature. The outcome of the testan be used to inform the BESS operators the most

efficient way to operate their asset to minimise degradation.
Theresearchcontributions of this thesis are:

1. The comprehensive mapping of routrip efficiency and instantaneous power
losses, over the full power and energy range for a commercial energy storage system.

2. The development of malgorithm tomanagethe energy and power usage of a BESS
when participating in frequency services.

3. Thevalidation of thealgorithmwhen comparedvith measured data from a full scale
system.

4. The adaptation of the algorithm texamine the operationf a BESS in historical data
for differentfrequency response profilasith various SoC control approaches.

5. AnovelSoControlalgorithm fora BESS particigagin the newly proposed Dynamic

Moderation frequency service.

1.5. Thesis Outline

The thesis provideselevant background information leading to the main body of the
research work. Finally, the conclusions dndher work are dawn. The structure of the

chaptersislisted below:
Literature Review

This chapter introduces the available energy storage system technologies and reviews the
benefits of eaclbattery energystorage technologylt then provides aeview of themain
battery cell modelling technigues.Next, it expands on the efficiency, arfgbC control

methods for BESSs.
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Efficiency and Instantaneous Power Losses of a Commercial BESS

This chapteprovides an overview of the Y A GSNE A G& 2 F a l-ofrdécted 6§ SNDa nnan
240 kVA 180 kwh Siemens SieStorage BESS research Fattikiiydetailsthe experimental
methodology used toevaluatethe SieStorage system across its8dlC rangandreal power.
In total, 237 different operating conditions were tested@he instantaneous power lossef
the systemi.e. batteryandgrid have been analysedirom the derived data, a detailadap

2T (KS aeé#&ip Sficienay aniBnsiphtaneous power losses has been developed.
Modelling and Analysing SoC while Providing Frequency Response Services

This chaptemprovides ananalysis of thd Y @é€guency response servicel. applies the
response profileof the dynamic FFR and Dynamic Moderatiggrvicesto the historical
frequency datat 2 NJ G K S icalYpower nétivogkDlieNorst days, both in terms of
minimum and maximum energy requirements per service aralysed A BESS behaviour
and SoC algorithm was developdenable the rapid evaluatioof aBESS durinigequency
supportservices. Thebtained instantaneous power losses described in Chapter 3 were then

used to increase the accuracy of the estimated response of the system.
SoC Control for Frequen&upporting Storag&ystems

This chapterdescribes anda novel active powelSoCmanagement control algorithnfior

storage systems that are providing frequency support servidé® proposed control

requires the system operator @ SRAOF 4SS | avYl tf LISNOSydGlr3asS 2+ (KS
YEyYyF3S (KSTHeR@SSI@MBA g2 2F GKAa O2yGNRE NB G2 Syck
while avoiding operating in high or low SoC regimé&be predicted response of the

SieStorag&vithout any control, with a deatband control, and with the proposed SoC control

is then analysedThe long term availabilitimprovementsoffered by the controlare then

quantified.
Conclusions and Future Work

This chapter summarisesand concludeghe work reportedin this thesis and suggests

potential areas ofuture research work
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Chapter2[ A 0 SNJ (0 dzNB wS

This chapterprovides ageneral background informatioaf the current grid linked energy
storage technologiesbattery cells andnodelling approacheslit focuses on Lithiuabn
Battery Energy Storage Systems (BESSSs). Following that, it offers a revigverohental

and simulation studies on the performance and efficiency of LitHiomsystems. Finally, it
describes the state of charge control methods used for the provision of frequency response

services.

2.1. Energy Storage Systems

Energy Storage Systems $8pcan improve the efficiency, reliability, and power quality of
power networkswhile enabling further renewable penetratiofThis is achieved by storing
generation surplus, in various forms, and releasing it when nece§kaky[16], [43F[45].

The most widely used type of energy storage is chemical, where energy is storedamthe f

of fuel such as oil, gas, and hydrod#&6], [45]. Mechanical systems make usepotential or
kinetic energy to convert and store electrical energy. Such systems include flywheels and
compressed air energy systems (CAES) [17], [45], [46] One of the oldest storage systems

is the pumped hydro where electrical energy can be stored by taking advantage of the
gravitational potentialenergy of the water mass[15], [45] Electrical systems such as
supercapacitors can store electrical energy diregtlthout converting it to another form

[45], [47], [48] Finally, electrochemical systems convert electrical energydnémicaland

vice versaBatterycells, utilise this technology to offer flexibility in specific power and energy
[15]¢[17]. Figure2-1 shows a comparison of the power and energy density of differ&st E
technologieg44], [49k[51]. InFigure2-1, PHS stands for pumped hydropower storagsES

for superconducting magnetic energy storagéRB for vanadium redox batteri2SB for
polysulfide bromide battery, NiCd for nickel cadmibaitery, ZnBirfor zincbromine battery,

and NaS for sodium sulphur battery.
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Figure2-1. Comparison oénergy and power density of vario&S$echnologies [51].

Electrochemical systems offer multiple benefits and therefore are of particular intg2kt
Suchsystems are reliable, nepolluting and quiet[16], furthermore, are very responsive

they are modular ad easily scalabl@5]. Electrochemical systemseatcategorised in primary

or nonrechargeable cell and secondary or rechargeable dBiB$. Secondary storage
systems find applicationi& other industries such as the electric vehicle market. A battery
module consists of one or more cells arranged and connected in series or parallel, depending
on the application's needg!5], [53] Different chemistries offer unique energy and power
density characteristicdrigure2-2 shows the specific power of various rechargeable BESSs
against their specific engy[49]. Soecificpower (W/kg) or power density refers to the power

per unit weight or volume respective[$3]. Power is the instantaneous rate at which energy

is released from the cell and is regulated by enforaipger and lower limits on the cell
GSNXYAYFE @2tdF38Sd CANIKSNY2NBL (KS Y EAYdzYy
resistance[54]. Specifieenergy(Wh/kg) or energy densitfWh/l) indicates the amount of
stored energy per unit mass or volunig3], [54] For a given weight higher specific energy

cell can store more energy, whereas for a given storage capacity, a higher specific energy cell
will be lighter. To achieve higher specific energy and energy densities, more reactive

chemicals are used, however, such chemicatdess stabl¢s4].
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Figure2-2. Ragone plot of various rechargeabkgtery chemistrie§49].

2.1.1.Anatomy of BESSs

A typical utility scaleBattery Energy Storage SysterBESE consists of three main
componentsand is shown ifFigure2-3. The battery packs which contain the battery cells,
the power electronics that convert the power from AC to DC and vice versa, and lastly a

transformer to enable the interface of the assetttee AC distribution grigb5]¢[57].

Battery Cells Power Electronics System Coupling Grid Interface

/

41l 11 ST 1
TT T «
(O
/ ,
IT IT v |
T UFT =

Figure2-3. Basic schematic ofgrid-connectedBES$6]¢[59].

2.1.1.1. BatteryCells

Even though leadcid type were the first commercially available batter@es! an affordable
solution, they are limied by their shorter life, lower specific power and ergy than the
Lithiumrion (L#ion) battery cells[60]. Another limitation of this chemistry is the overall
weight of the system which affects its construction codiS]. NaS battery cells present
multiple advantagessuch as relatively small size, high coulombic efficiency and low

maintenance requirements[49]; however, they operate at extraordinarily high
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temperatures, above 300°C which can be a serious ig&lie FromFigure2-2, it is visible

that Liion based BESSs, provide the highest specific power and energy ratwms. Li

batteries have become the mostidely usedsolution as they perform better than the

majority of other battery technologies. This technology offers numerous attractive benefits
such as high energy density and rodinigp efficiency, relatively long cycle life, no memory

effect, low seHdischarge ree, and low maintenancgs4], [56], [59], [62] Due to the above

characteristics, batteries have many applications in commercial electrf@ligsFigure2-4

presents a comparison amongst the battery technologies described above.
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Figure2-4. Performance comparison of different battery technolod&).

Lron battery cells can be cylindrical, prismatic or pouch fori@®]. Improvements in

technology and manufacturing processes, along with the ecoronfiscale, have caused a

steep decrease in the prices ofitn batteries[64]. In just about a decade, the production

cost of Liion battery packs has reduced by 86%, from $1100/kWh in 2010 to $156/kWh in

2019[65], [66] Due to the sharp cost reduction;ibh systems are projected to become the

most cost effective solution for stationary applications by 2{#1, [68]

The main components of a-ioin battery cell are the negative and positive electrode, known

as anodeand cathode respectively, and the electroly®d], [59], [62], [69], [7Q] The role of
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the anode is to give electrons to the external circuihereas thefunction of the cathode is
to accept electrons from the external cuit. The electrolyte provides the medium for
transfer of electrons between the anode and the cathd88]. Figure2-5 visualisesthe

movement of the electrons and positive ions during the charging and discharging process.

Charge
Electrons €————
Load
>
Discharge
Negative electrode (anode) Positive electrode (cathode)
g
2 2 ®
<
=R o, = P~
5 8 = 52
— 8 — ;:4 8
5 = = 5 =
U o O ©
&) o

Charge o .

e <«——— Negative ions (if present)
Positive ions > 0 opposite direction

Discharge 50 OPP

Figure2-5. Schematic od Liion cell[54].

The cathode typically comprise metal oxide, wheresithe anode is made of a porous
graphitic carbon structure. The materials which comprise the anode and the cathode of the
battery cell, influence the cost, specific energy and power, charge and discharge curves and
further characteristics of the cdb9], [71] The mostommonLkion battery chemistries are

listed below:

U Lithium Manganese Oxidd MO) cells demonstrate low cost as they are based on

manganese, avidely available material. This chemistry has high power capabilities with
low internal cell resistangewvhich enables fast charging and highrrent discharging.
However, LMO cells exhibit lower energy and cycling performdi2g [73] Such
batteries are typically used in power tools and electric vehicle applicafiafs

0 Lithium Nickel Manganese Cobalt Ox{@éVIC)cells combine the material strengths of

nickel, high specific energy but low stability, and manganese which offers low internal
resistance and low specific energy. The NMC chemistry provides great specific energy and
good specific power and life cycle performance. These cells are mainly usatidnasy
applications and electric vehicl@s6], [59], [60], [73]
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U Lithium Nickel Cobalt Aluminium Oxi(CA cells offer high specific energy, power, and

lifecycle, however, thehavelower lifetime. Furthermore, due to the high cost of nickel
and cobalt, these cells are more expensive. Tégécific energy and power profileake
them useful for electric vehicle applicatiof%9], [60], [72§[75].

U Lithium Iron Phosphaté FP) cellsffer a lower rated cell voltage arttierefore havea

mediocre sgcific energy. However, LFP cells have good power capabilities, are very safe,
and cost effective with a relatively high lifetime. The characteristics of this chemistry make
them suitable for BESSs applicati@s@], [72], [73], [754[77].

0 Lithium TitanatgL TOXxells have not yet commercialisaddely enough due to their high

cost. LTO cells exhibit comparably low specific energy and average power capabilities.
However, suchalls show superior cycle life as the charge rate does not influence their
lifetime. Furthermore, these cells are safer than other chemistries. Electric vehicles and

BESSs are typical application for this chemigttyc[74], [76], [78]

Table2.1 summaries each chemistry and evaluates the properties of eaclaselkscribed
in literature [9], [59], [60], [75] The properties of each chemistry are scofienn 1 to 5,and
then consolidated for each chemistf9], [59], [60], [79, where one demonstrates poor,

while five very good performance.

Table2.1: Comparison of lithiumion chemistry poperties- one demonstrates poor, while five very good

performance.
Name Lithium Lithium Nickel Lithium Nickel| Lithium lron| Lithium
Manganese | Manganese Cobalt Aluminium Phospha¢ | Titanate
Oxide Cobalt Oxide | Oxide
Chemistry LiMnO4 LiNiIMNnCo®@ LiNiIMNnCoAI® LiFeP® LeTiQy
Abbreviation LMO NMC NCA LFP LTO
Specific Power | 4 4 5 4 3
Specific Energy | 4 5 5 3 2
Cost 4 3 3 4 1
Safety 3 3 2 5 5
Lifetime 3 4 5 4 5

Degradation is an inevitable part of battery cells. Ageing results in a capacity loss, and an
increase in the internal resistance of the ¢&B)]. This is an artefact of the multiple physical
processes that contribute to diffusion stress, leading to changes in the diffusion properties,
which contribute to parasitic side reactiofi®0]. The main stress factors that impact the
lifetime of a battery cell are the operating temperatuighich can be affected by the rate of

charge/discharge and the cycle depittije current SoC level, and its historical usgaje[81].
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Temperature can have a detrimental impact on the performance and the expected lifetime
of Lion battery cells[79], [81], [82] The operating temperature limits of the cell are
particular to each chemtry andare provided in the datasheet of the batte.postmortem
analysis of cells demonstrates that there are two different temperature related ageing
mechanisms, one for temperatures above 25°C and one below this thrg&3¢ldhe higher

or lower the operating temperature, beyond the manufaats limits, the shorter the
battery life expectancy84]¢[86]. High ambient temperaturesicceerate the degradation
rate due to increased side reactions within the @M. On the other hand, low temperatures
deteriorate the performance of the cell mainly duettee reduced reaction kinetics, which
lead to a high internal resistand88]. The targe and discharge rate can also affect the
cycling life of the battery as it can increathe temperature of the cell, which in turn affects

the power capability89]¢[91].

Thestate of charge (SoC) of a cell is the remaining chiargiee battery, usually expressed

as a percentage. A fully charged cell is at 100% SoC, whereas it has 0% SoC when it is fully
discharged54]. Theoperating So@the other stress factor that influences the lifetime of a
battery. Operating the asset at either the high or low end of the 'aa@eshould be avoided

as degradtion becomes excessive in those arf33¢[94]. Therefore, operators tend to use
their systems within certain SoC limits that offewkr degradation. These limits vary and
will be discussed below section 2.4. Furthermore, the depth of the discharge cycle has
been correlated to the overall number of cycles that a cell can perform; the deeper the
discharge cycles, the greater the impact the cycledrathe lifetime of the cell9], [92]. The
depth ofdischarge (DoD3% alsahought of influencing the capacity fade of a battery ¢&d]],

[95]. In[96] cyclinglithium-ion metal polymer batteries at various Dal@monstrated that a
smallerDoD improvethe lifetime of the battery cellas it reduces the experienced capacity

fade.

Ageing affects all components of the cé@lhe degradation factors can be dividietb short-
term, occurring in the order of milliseconds to secomdsdiumterm, ranging from seconds

to hours and longterm, extendngfrom days to yearf97]. Due to the chemical composition,
cellsare well sealed making them extremely difficult to disassemble without affecting their

internal state[94].

Thecurrent-carryingcapacity of a battery ispecified by its €ating, whichdenotesthe rate
at whichit can be charged atischarged in relation to itsnergycapacity. A 1C discharge rate

means that a fully charged battery will be discharged in an hour.
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Figure2-6 shows an example of the voltage discharge curve against the capacity utilisation

for a LFP Libn battery cell from A&S Power after 550 cycl€bese tests was performed

GKS 0S3aAyyAy3a 2F GKS LINE 2 S Olifies.IFiguret-aill@strate A S NE A (& 2
the voltage profile and the capacity drapat a cellmay experience during its operating

lifetime. The datasheet of the cejuotes the apacity of the cell at 160 Ah aC discharge at

20°C During these tests, the cell was placed inside an environmental chamber to maintain a

constant ambient temperature of 25°C. For these tests, the cell was subjected to a sequence

of 1C discharggom 343V t02.08\e NX a il dzy A€t GKS GSYLISNI GdzNB 27F
1C chargao 3.43 V and rest again untthe same thermal conditions were mdt.can also

be noticedthat the capacity of the cell is somewhere around 180 Ah, whsicitributed to

the higher ambient temperature while cycling the d8R)].
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Figure2-6. Full discharge cell voltage against capacity A&8 PoweASG985Y71001-10FLFP ell afterone,
230 and550 cycles at 1éate.

Furthermore the three stages of the discharge pass can be observed Figure2-6. In the
first stageof the discharge the voltage drops from the open circuit level mainly due to the
cell's internal resistanceypically a voltage drop atbout 0.2- 0.3 V[54]. The majority of the

discharge process takes plaoethe second stage, where thelts voltagegradually fallsin
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the finalstagethere isa rapidfall of voltage until the cell reaches its discharge-cfftvoltage

[95]. The discharge tests indicate that the cell lost 5 Ah ofrtliel capacity ater 550 cycles.

To achieve the voltage and current leviedguired for a griescale storage systermanycells

are connected in series and paral@8]. Series interconnection of cells sums up the voltage,
while the parallel connection increases the capaoitthe system[59]. Depending on the
chemistry,around200-300 cells might be required in series to achieM@Gbus voltage of
600 V[99]. However, the seeisconnection of many cells presents challenges in terms of
controlling the charge of individual celand of fault managemeras a fault in a single cell
can disable the entire string6], [62][98].

Manufacturers typically group multiple cells together to form a battery module. Battery
modules arghen considered as single cells with higher capagityadditional benefit that a
module offers besides the higher voltage rating is the inclusion oftefgavMlanagement
System (BMSA BMS is a suite of sensors, control algorithms and signal wiremtirators

the voltage, current and operating temperature at the cell level and protects the cells from
over-charging/discharginflL7]. A BMS aims to keep the operation of the batteejiswithin
nominal states and miong their service lif¢62]. The functional requirements of the BMS

can be broken down into five categorig@s]:

1 Sensing and higholtage control:It must be able to measure the cell voltages,

temperatures, and current levels. It also needs to detect isolation faults and control
the contactors.

9 Protection:The BMS must include circuitry and logic to protect the cells from-over
charging/discharging, overcurrent, short circuits, and extreme temperatures.

1 Performance managementt must balance the cells in the battery module, to

estimate the State of Charg8d¢C) of the module and compute the available energy
and power limits.

1 DiagnosticsThe BMS has the responsibility to estimate the State of Health (SoH) of
the cells and modules.

1 Interface: It must report back the available energy and power, and otherustat

indicators of the cells and modules. It should also record any errors for diagnostics.

The connected battery modules form a battery rack, which is then connected to a DC to AC

converter.
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2.1.1.2. PowerHectronics andransformer

Bidirectional power electroniconverters are necessary to enable thegtery bankto charge
and dischargénto the grid The power electronics can either be installed to each one of the
battery racks, or can be connected to a common DC bus. Ifirft@pproach, each unit is
independent, offering greater control and reliability, however, this structure involves more
deviesand increases the capital cd&9]. Theconversion systemsan then be subdivided
into single and twestage topologie$58]. Singlestage converters require a single-£EDC
converter to control the charge and discharge process. Sstglge converter approaches
are costeffective as they require fewer devices anavialower losses; however, they are
less flexible in terms of maximum ratio between the AC and DC volfagesoovercome

the inflexibility, twostage topologies introduce an intermediate XCDC converter, to
stabilise theDCvoltage prior to theDCGto-AC convertethat interfacesthe system with the
ACgrid [58], [77], [100] Figure 2-7 shows adiagramof the different power electronic
topologies for a system with two parallel battery rackigyure2-7 (a) shows the singlstage
converter topology,with a converter foreach battery rack, anéigure2-7 (b) shows he
system witha common DC bus. The tvetage topology per battery rack and with a common

DC bus is shawin Figure2-7 (c) and (d) respectively.
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Figure2-7. Overview of power electronic topologies for BER3k

The battery racks and the power eleatrics can then be connected to all grid levels via a
transformerwith an appropriate turn ratig101]. BESSs are typically connectétdhe low (3

0.4 kVj or medium (K35 kV)voltage grid leve[17], [59], [77] Recent projects are also
connected at a transmission levte offer congestion relig1], [70] Table A2.1in Appendix
2.1lists various BESS deployed in the UK.
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2.2. Modelling of Battery Cells

Lifetime predictive models estimate the capacity fade and the performance of battery cells

across a wide range of operating conditiomable2.2 presents the various avalbblelifetime

modelling approaches. The approaches below banclassifiednto two categories; the

empirical, postprocessing models, which are the firsthree and the performance

degradation models where tHast onefallsin. Theempiricalmodels provide information on

the expected performance of the celWhereas the performance degradation models provide

information also regarding the degradation of the battery ¢ell

Table2.2: Comparison of lifetime modelling approaches for BRES

Cellmodel approach

other chemistry

Criteria Cycle counting Coulomb Equivalent Electrochemical
counting Hectrical drcuit
Complexity Low Low Medium High
Computationtime Low Low Medium High
Accuracy Low/medium | Low/medium Medium High
Performance No No Yes Yes
Transferto No NG No Yes

2.2.1.Empirical Models

2.2.1.1. Cycle Counting

For the cyde counting approach, theremaining lifetimeof the cell canbe calculatedby

adding up thenumber of irregular, half cycles for each cydiek S

ol

d0dSNEQa

becomes a function of the number of eigalent full cycles that it is subjected t@he main

stress factor considered here is tepth of dischargel§oD as te higher the Do[xhe fewer

cycles the battery can withstand until it reaches itsgeterminedend of lifecriterion. The

simplest models neglect this and assume a linear relationship between the number of
complete cycles and the degradation of the cell. However, more addhmodels consider

the DoD or assigweighting factors whicltorrect for the many notlinearities such as the

increased degradation at highefr@tes and at the extremes of the SoC rafgje[52], [102],

[103].
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2.2.1.2. Coulomb Counting

TheCoulombcounting orAh throughput approach estimates ti&C of the cebly counting

GKS OKINBS GKNRAZAKLIzI 27F G(KS &étadir@ngininigy R 02 Y LI NX
capacity[104]¢[106]. This approach can be used to keep track of the SoC of the cell within a

cycle. Such models can be extended to include weighting factors on the DoD andetiee C

current as such conditions affect the charge throughput of tlef and can impact its

predicted lifetime.TheCoulombcountingapproach shares similarities with the cycling count

model. This methods not accurate enough becauselides not incorporaterior knowledge

of the initial SOC and suffers from the measuremerrors [60], [105] One of these

similarities is thé limited accuracy due to the taken assumptions

2.2.1.3. Equivalent Electrical Circuit

The equivalent electrical circuifEEC) method is the most useg@proach for single cell
systemsas it is a tradeff solution between the reduced accuraegnpiricalmodels am the
time consuming electrochemical approddi®7]. Such modelare concerned with modelling
the electrical behaviouof a battery cell, while they are capable of accurately predicting the

SoC and the voltageurrent characteristics of the c¢108].

Figure2-8 shows the H order equivalent electrical circufior a Liion cell[109]. The model

consists ofa voltage source, resistorgnd OF LI OAG2N& G2 NBLI AOFGS GKS
voltage, capacity, power and internal impedance growthe battey resistance compres

polarisation resistance and ohmic resistanf&9]. The EE@llows predicton of both the

performance and the ageing behaviour of the ¢8]| however additional empirical data is

needed to describe how the elements in the equivalent circuit vary with the operation of the

system[54]. This approach can account also for diffusion voltage, where the voltage of the

cell slowly changes without applying any load to it. The fidelity of the model can be improved

by extending the number of RC branches in the system, however the more branches, the

higher the computational time of the model.

The component values cdre obtainedby performing constant current discharge pulse tests,
and then allowing the cell to rest while recording its voltage resp§d4f Another method

to obtain the values for the EEC model is by performing electrochemical impedance
spectroscopy (EJ$78]. This procedure involves applying a small sinusoidal potential or
current of fixed frequency and measuring the response of the cell. The process is then
repeatedfor a wide range of frequency. Following the test, an EEC model similar to the one

shown inFigure2-8 can be derived110].
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Figure2-8. EEC representation of an nth ordsgtion model[109].

In Figure2-8 Vocvrepresentsthe SoGdependent voltage. Usually, the controlled voltage

source only depends on the SoC, although, if needed it can be amended to be temperature
deperdentas well. Rrepreseg/ 1a (1 KS OSffQa NBaArAaidlyOSod ¢KAaA
OStftQa GSNX¥YAYIf @2 f-drduiBvBltage Whey @ridat floWwdhBh¥ paialielS 2 LIS
branches of Rand G account for the polarisation effect. This effect characterises the
deviationoF G KS OSft f Qa G SN Agfduif voltdye fvhich BKes pladeRIe K S
to the flow of the current through the cell. The polarisation effectcausedoy the slow

diffusion processesf the chemistry of the cellThis slowly changing voltage &ferred to as

the diffusion voltagd54]. Whilst using more parallel sestorcapacitor branches yields a

Y2NB | O0dzNIF 4SS NBLINBaSyidlriAazy 2F GKS OStfQa
complexity of the model. It is therefore common practice to model a cell by using only a
couple of branches. The circuit model da@a further improvedby compensating for the

hysteresis of the celb8].

To obtain reliable lifetime estimatiofrequent Reference Performance Tests (RRd track

any changesii KS o G (S h® dka reddirefID3D Khé Bnited States Department

of Energy (DE) has compiled a manual which establishes testing methods for hybrid electric
vehicles[111]. The testsn this manual carbe adjustedfor the needs of a BESS for grid

applications.

2.2.1.4. Summary of Empirical Models

Empirical models require data acquisition which sometimes, especially in the field, can be
difficult. There are efforts to develop models whiake not basedn empirical data, since
getting the data of cycle life is a long and expensive process that eantde further

deterioration of the cell[112], [113] The first twoempirical modelling approacheseaeasy
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to implement, require low computational time but they are not very accuratehay are
takingvariousassumptionsEEC models require rigorous testing and frequent updates of the
OA NDdzA G Q& St SYSy Buitheimdre, @ S notpasbidto Usedie daiik dslap
for even a same chemistry type with different size cell without first conducting detailed

experimental characterisation.

2.2.2.Performance Degradation Models
The last approach oifable2.2 is the electrochemical This approach is by far the most
accurate but also the most complex. This marteisists of partial differential equations that
describe the electrochemical kinetics of the lithisiom cell [114], providing detailed
representations ofad I U (i épétdtiohnaand its degradatiorThe geometry of the system is
very important A high level of complexity characterises this modeand results inlow
computational speedSimilar to the EEC model, the parameters need tofrequently
updatedto minimise the prediction error. The benefit of this approach is its transferability to
any other chemisty. Moreover, due to the complexity of this approach, such models have
not been used for optimisation for application with a long time horizon of greater than a year
[115].

Besides the above approaches, efforts to prediet degradationof a cell using artificial

neural networks have been mad&16]. The complexity of this approach is relatively high

anditsl OOdzN} O A& | YoATdz2dza Fa AG A& LINRPLRNIA2YIFGS
all these, researchers have déwped semiempirical models to predict capacity fade, models

GKFG aAYdzZ I GS GKS AyFfdsSyOS 2F (GKS Fy2RSQa NBaai
processes as well as first principle based models that replicate the cycle life behafviour

secondary beries [85]. In[117] a dynamic model dthe lithium-ion battery cell is devised

with only three pointsontB Y I y dzF I O (i dzNBS NBxira rodleditd fslrei el toO dzNIJ S ©
couple the thermal dependencies of the cell to the electrochemical m@&id) [82], [88] A

good model should perform incremental ageing calculations, accounting for the stresses

from the ageing of the batterycsfar, and determine the correction factors for the EEC

parameterg118].
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2.3. RoundTrip Efficiency of BESSs

As BESSs become candidates for a wide range of applications , the efficiency is a key
performance indicatof77]. Manufacturers typically provide some efficiency measurements

for a system, but there is little standardisatiortie measurement procedureand operating
conditions In literature, measured roundrip energy efficiencies are reported bktween

81% and 93%19]¢[121]. Howeversimulation work demonstrates that the efficiency of a

BESS can reacthireeoretical limit 0f97%[99], [122]

It is typical for the efficiency of the system to be modelled as a fixed yaleHowever, the
efficiency of a BESS depends on the characteristics of the system and application, and varies

with the operating powerand So@55], [58], [123{[125].

Reference performance tests (RPTs) are used to evaluate an asset across its athgper
range and enable the comparison of multiple assets for each appliqd@® Such tests can
provide information on the efficiency performaneg various power ratings, the response
time, and the seldischarge rate of a system. The idea of reference performance tests is well
established in the electric vehicle industmhere drive cycles have been standardis&te
United StatesDepartment of Endagy issued a manual to establish test methodologies for
electric vehicles battery test$126]. The purpose of the test is to characterise the
performance oBESSs through multiplbarge and discharge cycles at various power levels
[101]. For example, if127] a proposed RPT is described wheahe system is fully charged
and discharged at C, 0.75C, 0.5C, and 0.2%C ratings. Even though such tesi® time
consumingand not application spefic, they provide essential insights into the performance
and operation of thesystem.At the time of writing, there is no RPT for BESS patrticipating in

grid response services.

Considering behind the meter BESS with singtage power electronics topolggeighteen

loss mechanisms have been identified, including the heating, ventilating and air conditioning
(HVAC) and the BMBut excludingthe isolation transformef55]. The consumption of the
HVAC system has been demonstrated to be closely linked to the utilization rate of the BESS

[128].

According to the technical datasheet of the SieStordilge maximumround-trip efficiency
of the system over one full cycle is 85%, whereas the direction charge or discharge efficiency

is 92.2%. Theound-trip efficiency over one full cycle is defined as the ratio between the
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energy exchanged during the charging and discharging psoé&evious experimenttdsts
on the SieStorage system demonstrated a rotmgl efficiency of 91.1% for a full cycle at
180 kW or 1¢121].

The performance of another SieStorage system, commissioned in 2012 and rated at 1 MVA,
0.5 MWh, was examined during the site acceptatests andafter six months of operation

[129]. The temperature of the facilityvas kept constant at 25°C by a HVAC systEme.
efficiency tests were completed with half the system's capacity as such conditions
represened the system's operatioprofile but did not account for any auxiliary losses. The
first testrecordeda round-trip efficiency of 84.78%, whereas after six months of operation,
the same testshowed 85.37%roundtrip efficiency[129]. Such small deviations can be

attributed to the accuracy of the measurements.

Performance testseported on the first LTO BESS the Italian Transmission Grid, Terna,
rated at IMW, 1 MWh comprised three consecutivfull charge and discharge profiles.
During the testthe temperature of the system was within 5°C of the steathte valueof

40°C. Analysis of the experimental data, when excluding the auxiliary losses, revealed a
round-trip efficiency of 8®2%.When he auxiliary losses of theystem, namely the HVAC and

the protection and control system, are included the rottnigh efficiency of the system was
reduced to 86.5%i30].

Extensive performance tests on a custom built 192 kwh LFP BESS connected to the low
voltage grid without any transformer, demonstrated that the rodinigh efficiency of the
system does not vary significantly with the operating SoC. At nominal power, tilegptak
efficiency of the system was 81Breaking down the energy losseithe systenit was found
that the energy efficiency d single battery cell varies from 97.6685.5% when the €ate

of the system increases from 0.1 toQ@ while at nominal @wer, 1 C,the experimental
efficiency of the power electronics w&5.419%55]. The majority of the battery losses are
attributed at theinternal resistance of the cell, while thessesof the power electronics are
dependent on the switching frequency, junction temperatuned blocking voltage of the
semiconductors, the forward current and forward voltage of the diodesi the collector
current and collectoremitter-voltage of the IGBT®5]. Another 1 kW prototype LFP grid
tied system, demonstrated 92.63% efficiency when cycled between 30% and 7Q¥38oC

More specific guidance onepformance and health metric tests for BESSs have been
proposed[120]. Such tests examine the routidp efficiency, standby losses, response time

and accuracy, and usable energy at differetNE 1 S& 2 OSNJ 6 KS aeaneSyQa
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tests exclude any auxiliary systems such as HVAC. Furthermore, due to warranty issues, such
tests are not always straightforward on commercial systems as they require high precision
sensors in precisely located positions. Moreover, even though the gexptests constitute

a way to evaluate the system across its full operating range, the test schedule is not
application specific. Following the proposed test schedule, a 100 kW, 100 kWh system was

measured to have 80.3% efficiency at nominal power and81at0.2Crate [120].

A mathematical model of a 1 MW, 500 kWh BESS with a4eret power converter unit,
demonstrated an efficiency between 85% and 97%, depending on the rated power of the
system. However, in this work, the batterylicés represented by lumped a Thevenin
equivalent circuit without any parallel RC branches. The efficiency of the system, excluding
any auxiliary subsystems, linearly reduces from 97% when the system operates at 100 kW,

to just above 85% when the systemesptes at 2Grate or 1 MW[132].

In another publicatiorf99], three different design approaches were chosen for a 1 MW, 1
MWh BESS connected at the high voltage network. Once again, the cell losses were assumed
to be a result of the internlacell resistance only. The first and most expensive design; a
conventional parallel battery racks connected to an inverter and then to a-gbep
transformer, yieldround-trip efficiency of 97.7%. The second approach, utilising intelligent
battery packs conected to the grid through a singiage twalevel converter interface, was

97.1% efficient. The cheapest approach, proposed the use of modular cascdutéthél
multilevel converters to connect the battery racks to the grid, was the cheapest and

demonstated an efficiency of 95.7%.

In another study, the efficiency of a 50 kWh LFP BESS for participating in the European
primary frequency control service was simulated for variousat€s. The simulation
approach was aimplifiedfirst order electricatthermal circuit The overall efficiency of the
system varies with the droop value of the service as well as with the operatiate C-or
example,when faster response is required, responding with @kate is more efficient,
however, for slower services refjing slower response, a@rate is more efficient than 0.5C.

The key takeaway from the sirfation was that the higher the-fate, the lower the efficiency

and the life expectancy of the systda?3].

A mathematicalthermalelectric model otwo lithium ion BESSa 50 kW, 50 kWh ar@he
200 kW, 200 kWivereexaminedand compared to a model of a 50 kW, 360 kWh NaS battery
systemfor participating in primary frequency response. The response of the system was

simulated over frequency data of eight montlier two different droop characteristics

51



Literature Review

During this periodwhile accounting forthe auxiliary losses of the systs, both Liion
systemswere more efficient than the NaS system. The efficiency of the NaS system varied
from 69.2% and 59.4%. For the same period, the 50 kWidnldystem yielded an efficiency

of 82.8% and1.5%, while the 200 kWh system's efficiency was 87.7% and 83.9% depending

on the droop characteristics of the servide8].

As the application candidates for BESSs increase, the anoduayplication specific test
protocols and performance indicator tests for BESS is also expected to be ind&s&dch

tests will be based on the expected response profile of each service and can be introduced
for any ancillary servicedapping the efficiency of a BESS, udahg its auxiliary systems,
across its whole operating range can enable the identification of the least loss prone regions.
Enhanced planning will allow the exploitation of such areas, leading in a more efficient and
profitable usage of the systerfi25]. Dynamic models can be then derived to aid the

optimizationand increse the profitabilityof the systen{133].

2.4. BESS SoC control methods

The operating SoC of a battery is closely related to its lifetime. Furthermore, different
degradation mechanisms are reported to occur at different SoC 1€9kI$94], [103] For
example, using a battery system within a high SoC range can appear to return higher profits,
but such operation can cause faster degradafi@®]. Operating a highemickelcontent NMC
battery cell inhigh SoCand thus voltageabove 4.2 Yhas shown to creatparticle cracking

[134]. These cracked particles possessed enlamgethce areas and therefore increased the
possibility of parasitic reactiori$35]. Also[89] reported that operating a cell at high SoC can
produce serious degradatig@as there is a correlation between the high SoC and the internal

impedance of the batter{116].

In contrast operating a battery at low SoC should be avoided due to the higher current
required to achieve the same power quit. Thereforeoperating the system in both ends of

the SoC range should be carefully considered. In addition to dliisg the systenin low SoC

can be beneficial foits lifetime as it reduces the capacity faéte long term storagd136].

For this reason, operators tend to use their systems within certain SoC limits that offer lower
degradation.While, the SoC limits depend heavily on the application and the size of the
system there is noconclusivelong term study on how different SoC Iliminfluence the

degradation of thebattery system Jin et al. suggest a range between 380% So(84],
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whereasfor other systemghe SoC of the sysin is limited between 20% and 80% while
providing a frequency containment servi¢g37], and peak shavingtreduce peakdad
[138].

According to the degradation model of the National Renewable Energy Laboratory (NREL), a
LHon battery that operates with a SoC between 38086 has longer life compared to those

that spend the majority of their time between 7020% or 209%40%([90]. In[78], it was

FT2dzyR GKIFIG gKSy I OSft {0®&he degradation was verdonsiStéy ¢
and solely related to the operating temperature, however when the cell was fully charged it

exhibited more acute degradation.

Moreover, the SoC of a BESS determines the availability of the asset when providing
frequency support servicel 39]; for example a system that is fully charged cannot absorb
any more powe from the grid and it therefore becomes unavailabénd vice versa when

the system is fully dischargeth practice this depends on the specific profiethe grid
support service, the frequency variations in the grid, the initial SoC of the systenthend
permitted operating window for SoC managemeAfter a frequency transientthe TSO
typicallyallocatesa time for SoC recovery. For examplethie EFRservice asdescribed in
section1.2.2., when the frequency is within the dedshnd, the system is allowetD.09

power flow for SoC managemenEven though the grid frequency is stochastic, historical
frequency data can offer an insight into the power and energy requirement of each service
[14].

It is common foran assetoperatorto specify a SoC idling randepending on the nature of
the service and imnticipation of thelikely operating patternFor example, when an asset
participates inthe dynamic FFR low service, a relatively high So@aet can increase the
asset's availability as it allows the system to utilisgyreater part of itscapacity[140].
Correspondingly, the opposite igie when a system particgdes inthe dynamic FFR high

service.

However, fequencysupportservices that requiran asset to respond tboth low and high
frequency transients such as dynamic FFR, EFR, or the newly proposed Dynamic
Containment service require a more calculated aggmh. Based on one year of historical
frequency data, it was found that to optimise the net profit of an LFP BESS participating in
dynamic FFR, a system with a 0.43 endoggower ratio was needed. Furthermore, the

optimal choice of SoC spbint was 5660% with a 20 minute energy offset inter\J8].
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The deaeband flexibility of theEFR can be used for managing the SoC of the syatem
illustrated in [141]. After the end of the compulsory 15 minute service window, the
researchers demonstrated thély usngthe 9% powetimit when the system's frequency is

in the deadband, the So@ay be returnedo the pre-defined target of 45%%5% increasing

the availabiliy of the system

Two SoC strategies have been proposed and compared for an LFP BESS that was used to
participate in primary frequency response on the Danish mgkE8]. The first strategy was

to usean idle So®f 50%, wherea the second approach was thise of a variable SoC idle

point. Through simulations, it was found that even though the first method prolonged the
lifetime of the battery for 1.5 years, the latter approach was significantly more profitable
[118].

Another approach is to divide the SoC of the system into areas, typically five, sinkiigute

2-9, two forbidden, two sukoptimal, and one optimaarea. A statenachinebased control
algorithm is then used to return the SoC of the system to the optimal area automatically. The
adaptive control method was able to reduce the probability of a high charge and discharge
rate, which extended the lifetimefdhe system[142], [143] In another study, the optimal
SoC range was set to be-63%. When the Sbdeviatd from this range, the battery was set

to rebalance itself with 5% of its rated power. When the SoC of the syfstiébelow 50% or

rose above 80%, the rebalancing power increage10%[144].

Suboptimal

SoC, %

Suboptimal

Figure2-9. Example of SoC area division.

As described if11] the degrees of freedorwithin a service scheduleamely the dead

band and the ovefulfilment of the primary containment reserve services can be used to
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manage he SoC level of a system. Additionaligheduled spot market transactions can be
used to enhance the management of the S3@nfurther. The SoC can then be divided into
six bands: three low and three high. Depending on which band the BEGSpst market

exchange and a combination of the available degrees of freedom are consjdéied

A hierarchical control of aggregated BESSsd&asribedn [145]. Each batteryvas grouped
into one offive SoC areas, while the system's frequay deviationwas separatedinto six
levels depending on how far the frequendyangesrom the nominal value. A truth table for
all the SoC and frequency deviation lewets then compiledwhich the aggregator used to

select the response of each asset.

Three different SoC methods were proposed[146]. The first approach consided a
constant recovery power of 5% of the rated power tomage the asset's SoC while the
frequency was withinthe pre-defined deadband. The second methodised power
coefficients; when the So®as low, the discharge power coefficiewas reduced and vice
versa for any situation where the Swe@s high. The thirdrad final SoC management method
involvedthe management of the SoC during the response of the asset through outputting

additional power.

An additional poweflow for maintaining the SoC of the asseas also proposed ifil47].

Fa example, when the SoC is below a certain threshold, power is added to the service to
start the long term charge. The conditional charge/discharge power is limited to 5.8% of the
system's rated power, and it is sustained for an hour after the activafite methods
proposed in hese two studie$146], [147] cannot beused when the TSO does npérmit

any flexiblity in the deliveryof the service.

Another less commomethod is to use statistical analysis of the frequency to inform and
dynamically change the values of the SoC limits. The proposed mitiib4B] dynamically
adjusts the SoC limits of a BESS based on the statistical analysis of hourly frequency
measurements. Moreover, when the frequency returns witttie deadband, the SoC of the

BES is rebalanced at a low rate of currda8].

Despite the variouproposedapproachesthere is no studywhere the system operator
RSOARSa (2 RSRAOFGS F &avylrftf LISNOSydaGr3asS 2F GK
the systemMoreover, none of the above apaches havivestigated the response of their

proposalusinghistorical data beyond a few months.
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2.5. Summary

Energy storage systerman help improve the reliability and efficiency of the power networks
and increase the renewable penetration levelsdoynpensaing for the intermittent nature

of renewable energy sources. There is a plethora of storage systems technology, namely
mechanical, electrical, chemical, and electrochemical. The mostmercially mature
technology is the electrochemical systemsedto theirflexibility andadaptation from the
transportation industry. Lithiusilon battery energy storage systems have gained the
research interest as they offer high routrip efficiency, high energy density, have relatively
long cycle life, no memorgffect, low sekdischarge rate, requiratile maintenance and
provide flexibility in terms of energy and power rating$nfortunately, degradation is an
unavoidable tradeoff. The main stress factors that impact the lifetime of a battery cell are
the operating temperature, and the operating SoC. Therefore, attention is required when

operating such systems.

There are two main approaches for simulating the behaviour of a battery cell, depending on
desired accuracy, the complexity and time frame of the riied investigation. There are
three choices of empirical models: cycle counting, coulomb counting and equivalent
electrical circuit. Empirical models are of lower complexity @ putational time however,

they require detailed experimental characterigaii to provide a good accuracy.
Electrochemical, or performance degradation modebs) provide an accurate and detailed
NELINBaASYyGlrdAz2ya 2F GKS OSt tetded khaifkdhe G6f xhe v >
ol GGSNREQa 3S2YS i NbBey hegd Righ OdnmBuratioaal i Ecesiiakddizke

more time.

Battery energy storage systems comprise multiple battery cells, arranged in series and
parallel configurations. The battery cells are then connected to either-EBXC converter
or through an intermedite DGto-DC converter and then to a BG-AC converter. The power

electronics may be interfaced with a transformer or just connected directly to the grid.

The roundtrip efficiency of the system is usually described over one full charge and discharge
cyck at a current of 1 C. The reported efficiency of a system is within the range 81 % and
98%, depending on the design and operating conditionswever no researcher has

identified how the roundtrip efficiency of the system varies across djgerating rang.

Reference performance tests are used to evaluate and compare BESSs for electric vehicles.
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However, such a test does not exist for utility scale applicatiespecially for frequency
response application®s the candidates for BESSs increase, system operators would benefit

from universal application specific reference performance tests.

Maintaining the SoC of a system when participating in frequency response services is integral
to ensuring the availalifiy of the system. Current frequency response services do not have
many degrees of freedom to enable SoC management, as the BESSs must follow the
reference signals strictly. The most common approach for SoC management is to divide the
capacity of the battey into several regions and then to use power coefficients to return the
SoC of the battery to the prdetermined position, although such approaches can impact the
availability of the system. Another approach is to idle the battery at around 50% SoC before
an event, however, even though this approach might be beneficial for the lifetime of the
system, it may not be the most effective in terms of income generation. A very interesting
approach is to analyse the frequency statistically to change the Sg@isetdynamically.

¢tKS OlFasS ¢gKSNBE GKS aeaidsSy 2LISNIG2N RSOARSaA
power to manage its SoC has not been ggdearched Moreover, no previous work has

tested their proposed approach ovan extensive historical fregpncy dataset.
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Siemens SieStorage BESS. Then, it introduces a comprehensive performance tet schedu

evaluate theround-trip efficiency andnstantaneouspower losses across the full operating

range. The schedule is designed to evaluate the performance of the system over 237

conditions; ten different real power values, and 24 SoC ranges acros®4he 50% SoC

operating window; in these tests reactive power is zero.

The chapter then introduces the experimental test sequence, and the captured data. It
annotates the data analysis procedures to build confidence that the data has been processed
the appopriate way. It then draws conclusions on the typical temperature profile of the
system, the battery voltage, current, the instantaneous power losses and the +toind

efficiency. Finally, the chapter examines the rodrig efficiency of the system.
3.1. SieStorage Description

The University of Manchester installed a SieStorage battery storage system from Siemens plc
in 2014.Figure3-1 shows the SieStorage system and highlights the critical components. The
BESS consists of four banks of 14 sargmected, 51.8 V NMC-ibin polymer battery
UPB4860 Gen 1 modules, supplied by LG Chem. Each module contains 14 cells connected in
series, raulting in 196 cells per bank. Each of theduleshas its own battery management
system (BMS) that monitors the cell voltages and temperatures and reports the SoC and State
of Health (SoH) of the systdiil9]. The nominal voltage of each cell when discharged to 50%
SoC at a rate of 1C is 3.7 V, however, depending on the SoC of thaeeslb|tage varies
between 3.00V and 4.15 V. Therefore, the 196 sergemnected cells result in a minimum
bankvoltage of 550 V when the battery is empty, and 814 V when the system is fully charged.
Furthermore, each bank has an energy capacity of 45 KiWlo. battery banks are then

connected in parallel tdeed the D@ink of an inverter, forming a battery rackhe AC
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outputs of the two inverters are connected in parallel using coupling indutbopsovide an
overall system rating of 240/A and 180 kwWh.

Transformer

/, Useri

Figure3-1. SieStorage room.

SieStorage features two parallel Infineon singfiage, twelevel inverters[149], each
connected to a pair of biks The system power is divided equditweenthe inverters and
the batterybanks this operating mode is known as homogeneous operdfi@h The system
is connected 'behind # meter' to the local lowoltage distribution grid via a 260 kVA,
400/433V TMC isolation transformfgr50].

The controller of the system has a thrlyel architecture. The schematic of the system and
controller is shown ifrigure3-2[150]. The first level ia programmable logic controller (PLC)
which communicates with a dSPACE platform through a Profibus connection. The dSPACE
platform is then connected via Ethernet to a desktop PC. The PLC directly interfaces with the
BMS, power electronics, voltage and i@nt sensors, circuit breakers, and the other systems
within the SieStorage such as the fan controllers. The dSPACE platform featuresraereal
computer DS1007, which acts as the central controller of the asset. The desktop PC is the

user interface whiclcan also be used to program the system. The programming and the
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operation are undertaken through Simulink and then, the dSPACE's ControlDesk program is

used for building the user interfag#33].

|| dSPACE real-time Desktop PC .
Pt —| Desktop | SieStorage

+ = I AR —H 400V
‘?T_ _-!r_ |I “i |~ § i _@%_'H\grid
i

L=3 Programmable
Logic Controller — Grid PX8000
A (PLC) Power Yokogawa

1
2
Battery +—
Power —

Figure3-2. Schematic and control structure of SieStorage.

The room temperature is maintained at 20°C by three 7.1 kW Mitsubisftioattitioning
units. The electrical load of the units varies with the room occupation, caitaitibient

temperature, and equipment usag221].

3.2. Data Capture

Four sources of data have been captured in the SieStorage efficiency tests. The majority of
the data is captured through a Profibus communications link, as it enables access to many
variables which are describeih sections 3.2.1. and 3.2.2. The measuremats from
SieStorage can be divided in two categories: 250 ms sampled data where the data is available
every sample, described section3.2.1., andthree multiplexed data channels which enable
access to 29 variables, and so as a consequence, data is only available at speci@tneser
multiples of 250 ms, described gection 3.2.2.. Additional data is shown isection 3.2.3.

from separate measurement systems which were used to caéb@ check data received

from the dSPACE SieStorage Profibus link. The final source of data is a Syxthsense active room
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temperature sensor which outputs al® V DC signal which linearly scales freBO0C with

an accuracy of +0.3°C. The output voltagethe temperature sensor is connected to an
analogue input on the dSPACE séale system, and so this variable is available every 250
ms, and is described section 3.2.1. The data collected during the experiments has been

uploaded online and can be accessed on the UKERC Energy Data Centre[&site

The data processing is performed in Matlamd several different teatiques are used to
identify the different data sets shown igections3.5. and 3.6. Brief descriptions of the

method used to identify each variable are included at the start of each subsection.

3.2.1.Profibus Sampled Data

Every 250 ms, which is downsampled from the 1 ms sample rate of the dSPAGEeeal

system, nine variablegre available which are:

1 Room Temperature; temperature in °C of the room logged by a Syxthsense

temperature meter.
1 Energy calculated energy in kWh.

1 Powerg measured power in kW, positive when the system is charging. Thig is th
nominal power of the system, measured at the grid and it is used in both the energy
and instantaneous efficiency calculations. The resolution of the power measurement

is 0.1 kW, which results in 1.11% and 0.04% error at 9 kW and 240 kW respectively.

1 DataMultiplexer ID¢ used to specify which data is available on the multiplexer
outputs which are described section 3.2.2. Themultiplexer ID is useduring data

processing to categorise the multiplexer data.

1 Multiplexer Outputs (43) - three multiplexer outputs are logged for each multiplexer
ID.

1 Remaining Energycalculated remaining energy of the system in kWh; a function of

the SieStorage rated engy and its state of health.

1 SoC- SieStoragecalculatedSoC with a 0®% resolution; derived by the ratio of

Energy over Remaining Energy.
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3.2.2.Profibus Multiplexer Data

The three multiplexer output channels can be commanded using 29 multiplexer IDs to report
different SieStorage variables. The multiplexer ID has a maximum refresh rate of @bléz.

3.1 shows the multiplexer ID sequence used in these tests; when a multiplexer ID returns
only two variables, the third is zero by default. Of the 29 multiplexer IDs available, only fifteen
were used as the data on the other IDs was eitherlidapes of data already captured,
unwanted, or poor resolution. A full cycle of multiplexer IDs is 4.5 sniiimbders within the

squared brackets Table3.1 indicate which battery or converter the data relates to.

In Table3.1the purple square beside a variable indicates it was captured three times during
the 4.5 s sequence, antidése variables were selected as they are the higher priority for the
instantaneous power lossezlculations. The green square means a variable was sampled
twice during the multiplexer ID sequence, and the orange square shows which variables are
only sampkd once per 4.5 multiplexer ID sequence. The sampling of the highest priority
variables has been spread through the 4.5 s sequence to ensure approximately equal sample
intervals for examplejn Table3.1the sampling interval for calculating the power of battery
rackl and 2 id s,1.25s or 225s.
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Table3.1: Full 4.5 s multiplexer ID sequenceulltiplexer output mapping and frequency of variables selected

ID|Multiplexer Output 1 Multiplexer Output 2 Multiplexer Output 3
CONVERTER][1] Real Powe 88 CONVERTER][1] Stack Temp WHBATTERY[1 M cewL Wi
CONVERTER[2] Real Powe[# CONVERTER][2] Stack Temp '2' | BATTERY[2Mdk _ceLL W
BATTERY[1}Y BATTERY[1d BATTERY[1] Max Module TenW
BATTERY[2}Y BATTERY[2]d IBATTERY[Z] Max Module TenW ¢

61 |CONVERTER[1}dJ W 1CONVERTER[Z}J Yo

62 |CONVERTER[14dU.1 W1 CONVERTER[2{dU.1 Y

64 |CONVERTER[&)i4 L1 W CONVERTER[2)4 11 Yo
BATTERY[1}Y BATTERY[1d BATTERY[1] Min Module TemW
BATTERY[2}Y BATTERY[2ld BATTERY[2] Min Module TemW

65|CONVERTER[1] Real Powe % CONVERTER([2] Real Power 0

66 |CONVERTER[1]Reactive PcW |CONVERTER][2] Reactive Po'¥ 0
BATTERY[1}Y BATTERY[4d BATTERY[1] Max Module TenW ¢
BATTERY[2LY BATTERY[2]d BATTERY[2] Max Module TenW ¢

65|CONVERTER[1] Real Powe 8 CONVERTER([2] Real Power 0

51 |BATTERY[1Mak ceLL WIBATTERY[1Md ceLL Wio

63|CONVERTER]1] Frequency W1 CONVERTER[2] Frequency W10

67 [CONVERTER[1] Stack Tem¥Y §{CONVERTER][2] Stack Temp WY {0

52 BATTERY[2Mak_ceLL WIBATTERY[2Msh_ceLL Yo

A brief explanation of the higher priority data is listed below.

1 CONVERTHERal Power converter power in W. The resolution of tkenverter real

poweris10 W.

BATTERY pbJand BATTERYcI- measured battery voltage and current. These

measurements are used to calculate the battery powes:is also used to map the

SoC level of the battery. The resolution of the battery voltage and current is 0.1 V

and 0.1 A respectively.

3.2.3.Calibration of Sketorage Measured Data
Performance data for the ibuilt sensor and signal conditioning systems within SieStorage
are not available, therefore ere possible key variables have been independently measured
to verify the Profibus data; variables were only reeged where access was available without

needing to disconnect any part of the system for safety and warranty reasons.

3.2.3.1. Battery Current and Voltag
The DC current of the two battery racks can be measured dirbetlyeen the point where

the two racks areannected in parallel and the invertefhe DC current was measured with
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a FLUKE 33@urrent clamp meteracross the full power range of the SieStoragel then
compared to the readingsof the BATTERY[Xbcl data from the dSPACE Profibus
communications linkWhen the SieStorage is idle, that is the battery current from the
Profibusreads zero, the FLUKE 337 measured consistently z@uye3-3 shows theerror
between the clamp meter and the Profibus measuremagainstthe BATTERY[2]dl the

data from battery 1 is omitted for clarity.

0.5
o
Ak
<
S-1.5r
i
-2 O Battery[2] I,
95 | | —— _4.998E-08*1° - 2.606E-05*1% + 0.00484*| - 0.9878
200 -150 -100 -50 0 50 100 150 200

Battery[2] IDC, A

Figure3-3. Errorfit line for measured DC current.
A third-order polynomial expression with arf Breater of 0.92 was determined to express
the difference between the measured signal and SieStorage reéalirgpch battery rack
shown inFigure3-3 andTable3.2. These equations were then used in MATLABtoectthe

DC current reaithgs prior to their use in any calculations.

Table3.2: Expressions determined for the correction of the currents for battery racks 1 and 2.

Expressiorfor currentcorrection
Battery 1 Corpm 20 CBtYppm 20 ™MWINTHO ™M Yp
Battery 2 TWYPYP T 20 ¢hnypm 20 mMInTO ™Y X

Due to the sealed insulation it was not possible to undertake a calibration check on the

voltage of the battery racks, however this is not a serious concern as theageol
measurement is less likely to be as problematic and error prtran the current
measurement. This assumption is supported by tasults insection 3.2.3.2. on the AC

variables, where the SieStorage voltage measurement was found to be accurate.

3.2.3.2. AC Current, Voltage and Real Power
The lineto-line AC voltages and currentgere measured on theayrid side of the SieStorage
isolation transformer, shown in Figure3-2, to enablean independent calculation of the

SieStorage power at the grimbnnection. A Yokogawa PX8000 power scope was used to
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capture all three voltages and currents simultaneously; a raugr available in SieStorage,
and so the phase voltages can be directly connected to the PX8@@ Pico TA167 current

probes were used to measure the currents.

Figure3-4 shows theerror between the rms line currents logged by SieStorage and the rms
currents measured by the PX8000 power scégrethe full power range of the SieStorage
When the real power sepoint is between 45 kW and 18®V and the current is between 50

A and 250 A, (charging amfilscharging), the SieStorageported current is slightly higher
than the power scope current, and so tleeror current is positiveAs the power sepoint
increaseseyond 180 kWor 250 A the difference between the measured rms line currents
reduces almost linearlyAt full power, the current measurements from the SieStorage and
the power scope match closely. This behaviour is attributed to the harmonics eviddm in t
current of the system when operated at low power and the properties of the current sensors
used in SieStoragahichdo notseem tomeasure true rms values. The recorded thygease
current waveforms of the SieStorage for 45 kW and 240 kWigare3-5 demonstrate the
increased prominence of harmonics at low powEigure3-4 also shows the AC current
correctionequations for power values from 45 kW to 180 kW. The maximum discrepancy
between the AC voltage recorded by the SieStorage and the PX8000 power scope was 1.77%,

and so no voltage calibration was needed.

65



Efficiency and Instantaneous Power Losses of a Commercial BESS

?’ — .
Disch offset = -0.02028I__+ 0.6074 | A
1
6L \A : A 12
A I
M A : A |3I"I’T'I5
5t \
A “Ap | A
< A ] /A
iy 4 r N ! 7
o AN !
. & 4
et 3r A\ ! AA
L
|
g 2 A AA | ’
|
. A SR
=1 A AN =
ol i Ch offset = 0.01811_ + 0.02144
|
A | |
-1+ Discharging : Charging A
< > >
|
-2 1 I | ] I I 1 A ]
-400 -300 -200 -100 0 100 200 300 400
SieStorage Current, A
Figure3-4. SieStorage measurement error against measured power scope current.
100
<-\
3 of
5
o
-100
0 20 40 60 80 100 120 140 160 180 200
Time, ms
500
<-\
=
o orf
5
o
_500 | | 1 | 1 | | | | |
0 20 40 60 80 100 120 140 160 180 200
Time, ms

Figure3-5. SieStorage measurdide current waveforms at 48W (upper plotand 240 kW(lower plot).
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Table3.3 shows a comparison dhe power calculations aseveral charge, and discharge
power valuesThe SieStorage SoC was between 78%%6 when these measurements were
taken. The sampling rate of éhPX8000 was Hz (which results in 40 samples per 50 Hz
cycle), and the average duration of each measurement was 50 s which means approximately
2,500 AC cycles of data were considered in the power calculations; this provided a good

balance between the apired data samples and the logging time of the power scope.

The first column iMable3.3 is the real power sepoint of the test, and the second and third
columns arereal power values calculated by SieStorage, and the PX8000 respectively; the
method used in SieStorage to calculate the real power is not known. The real power data
from SieStorage is then averaged over the 50 s of each measurenuecdlculate the active
power the PX8000 uses the rms voltage, rms current and the phase difference between the
voltage and the current for each phase and then sums them up. To determine the harmonics,
the fundamental period is determined by using a phase locked loop (PLLg $bb2¢ The

fourth and fifth columns iMable3.3 show the result®f two power calculations which have
been performed on the measured instantaneous voltage and current waveforms recorded

by the PX8000.

The first method assunsghe real power is only associated with the fundamental frequency,
and then the magnitude of #nvoltage and current waveforms, and the phasele of the
current with respect to the voltage (which is considered as the reference phasor) can be
determinedfrom a Fourier transform. The voltage and current phasors are then formed using
(3-1) and(3-2) respectively. To derive the Fourier transform a sampling frequency of 10 kHz
over the50 s measurement sampleas selectedThe transform was then applied to all of

the recorded AC cycles.

w o Q (31)

d® oQ (3-2)

wherew and'® are the voltage and current phasots, and’O are the magnitudes of the
fundamental frequency voltage and current components, N is the number of phasés

the phase angle of the current with respect to the voltage, &ahd 0 are frequency and

time.
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Then the real poweb for each phase @s calculated usin@-3), and the values are summed

to give the total real power.
0 6)AT S — (3-3)
For the second method, the alptmeta coordinates of the system are derived from the
Ayaialyal yS2dza g2t G 3S YR OdzNNEB y i YSI adz2NBYSy 2
transformation[153]@ ¢ KS / fF N] SQa LI26SNI Ay@INAIFyd GNryaFz2N

current is described b{3-4) and(3-5) respectively. The active power is then derived using

(3-6).
8% E E Il
_I | _c _I-,I
U b 11 VIO- |7|0'|’| l‘) (‘)
. . 1ITT — [N .
v 0o a'l I _ c_ Y] v 9 (3-4)
Tt 11 Il v O
11 E E E 1
us G Cy
P P -
e - — 11
_I |p S _I,I
Q6 (n Mo ignQo
0 0 S HITT T _|:| “Q (‘) (3_5)
ol _ ' D20,
Tt 11 ] Q 0
11 E E E 1l
us G Cy
6 0 00 (3-6)

InFigure3-6 the correlationbetween the sefpoint, and the SieStorage calculated rpalver

is excellentvith amaximum erromf 0.2%. The real power calculated by the PX8000, and the
two separate calcaltions which use the instantaneous waveforms captured by the PX8000
correlate well with the sepoint, but are always less than the sgbint. Since the PX8000
uses therms measurements to calculate the active power in the system, the error between
the fundamental calculation and th& okogawa PX8000 power scomsults, verifies the
existence of harmonic3.he power calculated by the alplieeta coordinates yields less error

when compared to the power scope, as it takes into consideration the instantanettage
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and current. Furthermore, since the maximum measurement discrepancy between the

SieStorage and the power scope is 3.9%, there was no calibration of power.

15
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Figure3-6. SieStorageower measurement error.

3.2.4.Measurement Uncertainty

To determine the uncertaintin the lossmeasurement the accuracies of the Flul37and

the Pico TA167 were considered. The Fluke 337 clamp meter has an atcuracyof +2%,
whereas the Pico TA167 ydslan accuracy of +1%. Furthermore, the Yokogawa
PX8000 power scope has an accuracy of £0.1% of reading and +0.1% of the selected range. It
is assumed that the measurement errors anglependentand random. As access to the
converter rackvas not easily available, no independent measurements were taken, and the

converter power measurement were omitted.

Therefore, the overakhccuracy of the power calculation on the grid st be derived by
applying the measuremenincertainty from thePico TA167 and the power scope to the
obtained measurements for the same SoC ranfd@s yields an accuracy of the grid side
power calculation of +2.3%. The detailed measurement error calculations for the grid side

are listed in Appendig.1
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The uncertainty from the accuracy of the measurement devices propagates to the

uncertaintyin the lossesThelosses of the system are calculated(By7).

0 0 0 (3-7)
As the 0 is measured at the battery terminalas shown inFigure 3-2, the
instantaneous power losses gaiaformation only on the converter loes. The uncertainty
of the losses are discussed with the instantaneous power losses of the SieStosegéon
3.5.

3.2.5.Room Temperature
SieStorage is housed in aim eonditioned room. The Syxthsense temperature meter which
measures the ambient room temperature is located approximately 5 cm above the
SieStorage battery rack outlet, and set back by approximately 10 cm to avoid it being directly
in the rack air flow dxaust. The average room terapature throughout all tests was 20°C,
with minimum and maximum values of 18.6°C and 21.4°C respectively. As the range of room
temperatures throughout the tests Emall then room temperature is not considered to be

a factor afecting any of these tests.

3.3. Methodology

The purpose of the reference performance test is to evaluaterthmd-trip efficiencyand

the instantaneous power lossed the SieStorage across the full 5% to 90% SoC operating

range.¢ 2 Ay @SadA3alrasS AT GKS {2/ NorthadSsesqgithe / = Kl a |y
systenE G KNBS RAFFSNBY (G p{ dfithe bidergyT&packyhapebden M2 YR H.
tested. The intial experimental schedule comprised seven +ttehigh power sefpoints,

FNBY np 12 G2 wHnn 120 126SOSNE GKS ySSR FT2NJ SgIf
on low power sefpoints was generated after examining the response of the system when

participating in frequency services. Therefore, the experiments were repeated for three

additional power sepoints, from 9 kW to 36 kW and from 10% to 90% SoC for all fhiee2 /

rangesmentioned above.

Figure3-7 shows the test schedule faine first experiment of the mediuAo-high-power set
LRR2Aydas AYAQGAlf THedumberslindiate khé st orded wyieleSadsgecific
AYAGALE {2/ 3 congidereckas & groufRdr ticdfiést ekpriment,ni total 24

groups numbered inFigure3-7, each consisting of seven real power-petntsweretested.
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After the last tesin a group, SieStorage was commanded to the minimum SoC for the next
group at a sepoint of 45 kW, then rested for another 10 minutes before the next group of
tests commenced. The combination of 45 kW and 10 minutes of rest weretextlex
minimise cell degradation and any effects of heat[{8d], [98] while not incurring an
excessively long test duration. Afténe completion of the efficiency test scHale, the
system was returned to 50% SoC at 45 kW. The entire test schedule was programmed in the
dSPACE reéime system using Simulink logic functiofe Simulink schematic for the logic
functions is shown ifrigure A 3.1 Appendix3.2. To ease the data capture requirements of

the dSPACE host desktop computer, each group of dd&igime3-7 was automatically saved

to a separate csv file he same sequence and procedures were followed for the low power

experiments.
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Time, days

200
<
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o
o
-200
| | 1 1 1 1
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Figure3-7. Efficiency test sequence, including sequence order.

Theten power setpoints used to assess the SieStorage performance over the different SoC
ranges are shown ifable3.3. The low power sepoints were chosen to be 9 kW, 18 kW and

36 kW, which translates t0.05C, 0.1C and 0.280om the seven mido-high-power set
points, bur of them shown inTable3.3 are from 0.295 to p& 0 , in steps of
0.25) where the SieStorage nominal powér, , Is 240 kW, these power values were

chosen to cover the full Sitorage operating window. The other three power-peints
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shown inTable3.3are for60, 120 and 180 kW, corresponding@5#, 0.5C and#. Identical
charge and didtarge powers were used in all tests. In total, SieStorage was evalus28d at

different operating conditions.

Table3.3: Power setpoints used in the tests.

Power, kW| 0 Grate
9 0.05#
18 0.1#
36 0.2#
45 0.25#
60 0.250

90 0.5#
120 0.50

135 0.75#
180 0.750 1#
240 10

Figure3-8 shows a sample cycle of data for theldd' setpoint over the 85%690% SoC range.

The xaxis on both of the plots irFigure 3-8 represents the time in the format of
hours:minutes:seconds. The red dashed lines show the upper and lower SoC limits for the

test, whereas the vertical dashed green lines show the differentose of the test The

OdzNNBy G O8O0t S Aa SyOf 2aSR Figuied-Sdenotesitte @eét2 N& Wl Q G2

period at the end of the previousycle.

During the rest period, SieStorage was grid connected, and so in addition to the battery

voltage settling during this timehe battery SoC falls slightly due to system losses. The

average SoC drop while the battery was resting i§%.4with the naximum drop of 1.8%

at 45 kW, 209%0SoC. During® O (i 2 NFigwe3®, SkeStorage is commanded to charge at

the setpoint power, inthisexample4p2 ~> (2 NBGdz2N}Yy (GKS ol GGSNRQa {2/
G2 O02YLISyaliasS F2N) GKS RAaOKFNHS Rd2NAYy3I GKS Sy Y
will be referred to as the compensation charge. SectBis Q> Wl QY | yR WRQ I NB y?2

efficiencycalculations described igection 3.6.

Ly & S O friguneB-8) SigStoragé continues to charge at the-geint power of 45 kW
from the lower to the upper SoC seiint, 85%and 90%respectively The charging process
ai2LJa ¢KSy GKS {2/ A& Sldzat G2 GKSerydglJLISNJ {2/ ¢

discharged at the same power until the SoC returns to the lower SoC limit. Finally, in sector
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WRQY (GKS oFGGiSNER NBada F2N G6Sy YAydziSas | yR

slightly due to the system losses
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Figure3-8. Sample SieStorage data at 45 kW powespsgtt, and 85% 90% SoC.

3.4. Data Analysis

Figure3-9 showsa flowchart of the data processing algorithm, in reference to the sectors
denoted in Figure 3-8 and the operation of the SieStorage unithe Matlab prgram

processes all data from the full efficiency test sequence, and builds an array consisting of the

row number of these times together with the real power getint, and the minimum and

maximum SoC values for use in subsequent data processing sEigiat arrays are then

devised for the two converters and the battery racks by analysing the multiplexer data. To

locate these points for the two converters, the timestamps of the power of each converter

are checked against the timestamps of the respectiveis derived from the continuous

data. If the timestamps do not match, the converter power sample with the next closest
GAYS&GFYL A& dz&aSRe ¢KS ySEG Oftz2aSad dAavySaidl

controller delay. Due to the sampling of the miplexer, the maximum timestamp difference
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is 2 s, which is the worst case scenario. Even though the converter power measurements are
not eventually used for the instantaneous power efficiency calculations, analysing the

converter data gives useful insightgo their operation.

In reference to SieStorage
Figure 7

geentun operation

—
StaQ—b Resting
4

-
>

y

End of sector 7’

Start of sector ‘a’ < Power > 1 kW

15 — Charging

End of sector ‘a’
Start of sector ‘b’

SoC >= SoCmin

End of sector ‘b’

Start of sector ‘c’ Power < 1 kW Discharging
End of sector ‘¢’
Start of sector ‘d’ Power >= 0 kW
Rest for 10 .
minutes > Resting
Y
Next Power or

SoC set-point

I

Figure3-9. Flowchart of thedata analysis process in reference to sector of the cycle and the operation of the
SieStorage.

To identify the start and end of the sectors points for the battery racks, the measurements
of battery voltage and current are used from the multiplexer data. Likewise to the converter

data, the timestamps of the continuous data points are used to findstagt and end point
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of each cycle. The current of the battery is then used to verify the start and the end of every

phase of each cycle. The polynomials showrTable 3.2 are then used to correct the

oF GGSNEQA OdaNNBylid ¢KS OKFINHS SyRa& AYYSRAL G S
which constitutes the start of the discharge phase. When the current returns to zero the
discharge ends, and the battery starts ragti As soon as the current ramps up, the charge

phase of the new cycle commences. The maximum time interval between the timestamps is

2 s, as discussed saction 3.2.2.

3.4.1.Typical Test Cycle Data

Three operating conditions (45 kW at-80% SoC, and 240 kW at both@®% and 78®0%

SoC) are shown Figure3-10, together with the 45 kW 890% SoC waveforms froRigure

3-8. In all four cases the time axis has been zeroed to align the cycles. TipéofiistFigure

3-10shows the measured power on the lefais, and SoC on the rightyis, and highlights

0KS aA3ayAFAOIydGte f2y3ISNI 0edtS GAYS o62dzaild 20
G2 GKS Hp YAydziS O0eo0tS GAYS 2F GKS wWnn 123 @

The second plotni Figure3-10 shows the DC voltage of battery rack 1. At t=0 the battery

voltage is approximately 780 V when the SoC is 85%, and approximately 755\thehe

battery SoC is 70%, and during the 10 minute rest the battery voltage increases by 10 to 15

V in both cases. The higher current associated with the 240 k\foset compared to that

of the 45 kW sepoint results in a significantly higher battery tagle at the end of the charge

cycle due to the larger voltage drop across the battery internal resistance and
O2NNBaLRYyRAy3Ite | 2SN @2t 43S 4 GKS SyR 2
n{2/ 2 GKS oF0GSNE @2t i bfagroiiey BE\Na thaiedd ofi KS a |
0KS mMn YAydziS NBad F2NJo2d0K GKS np 12 FYR HnD
battery voltage is noticeably lower at the end of the rest for the 240 kW test compared to

the 45 kW test. These differences inteay voltage, and the comparison between rack 1 and

2 will be discussed igection 3.4.3. alongsidemore battery specific data analysis.
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The third and fourth plots ifrigure3-10 show the maximum battery cell temperatures, and

the converter stack temperature. The maximum cell temperature is approximately constant

for all operating conditions, with the temperature in§h pz"2

G NAFGA2YZ RdzS

2

n{z2/

GKS NBfIGAGSTt e
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OFaSa akKz2gAy3ad 2yte || FS¢ c/ OKIy3aSed Ly GKS H
by 3.5°C, and this is assumed te #ue to the battery rack cooling fans being energised

(though no data is available to show when the fans are active). The converter temperature

in the fourth plot inFigure3-10 shows a larger temperature gradient than the battery cells,

and at the end of the first 10 minute rest, the converter temperature had fallen to
approximately 25°C in all cases; each waveform shows a different converter temgesatur

t=0 as this is dependent on the previous operating condition in the test schedule shown in
Figure3-7. As expected, the converter temperature foetB40 kW case is significantly higher

GKFYy F2NJ GKS np 12 OlFrasSs FyR akKz2ga tAG0GES RS
devices in the converter having relatively high thermal conductivity and low heat capacity,

and so are quickly able to reactsteadya G I 1S GSYLISNI GdzNBd ¢KS Hnn
the maximum converter temperature is achieved immediately after the charge to discharge

power reversal. The temperature effects atiscussed further isection3.4.2.

3.4.2. Temperature Data
In this section the battery and converter temperatures are discussed to determine what, if
any effect temperature may have on the efficiency results. The temperatutieeobattery

and converter are shown for the cycles that recorded the highest values.

3.4.2.1. Battery Temperature

The battery temperature data resolution on the Profibus is 0.5°C. For the medilmigh-

powerii Saida FyR F2NJ §KS FA N 8590 wand 8®Q%2 $oC, Niey IS a
temperature of the batteries is lower as prior to the test, the SieStorage was offline and so

all hardware would have been at room temperature. The 52"  k { 2/ NI y3ISz | f:
lower temperatures as during the first )% SE€ range test the dSPACE programmed

minimum SoC of 8% was reached, and so SieStorage was swatith€de 510% SoC range

test was repeated approximately 12 hours after the first attempt, with the minimum SoC

limit relaxed, and so the battery had started tool to room temperature. During the low

power evaluation of the system, the battery current does not surpass 35 A, and the

temperature of the battery does not change significantly throughout the test.

In general, he temperature rises consistently ovidte time. The average maximum battery
temperature at the end of the discharge phase for the medtarhigh-power setpointsis
27.8°C, with minimum and maximum values of 21°C and 32.5°C respedfigeire 3-11
shows the maximum battery temperature profile for rack 1 and rack 2 for the full 240 kW,

20-40% SoC test cycle, as this test has the highest maximum battery temperature of 32.5°C.
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The average maxium battery temperature at the end of the discharfye the low power

tests is 23.9°C, with minimum and maximum values of 22.5°C and 24.5°C respectively.

Appendix3.3 Figure A 3.2ashowsthe battery temperature from rack 1 at the end of each

discharge periodor all power, and SoC ranges

C2NJ GKS pz Kk { 2/10%0SoCJesiyihe nfaNd@uln teineaturp is logged at the
lowest power of 45 kW a& result of the previous test being at full power (240 kW) and 20%

SoC rangeTherefore, the battery temperature is elevated from the previous test, and not

the 45 kW test, which suggests that the batteries require more than 10 minutes rest after a

prolonged cycle.

C2NJ UGKS wmMmxE: YR HmE?

K{2/=z

la GKS LR2oSNI 2F GKS (S

increased current resulted in higher losses. Comparing the battery temperature for the same

L2 oSN F2NJ 6t k{2

iSada

ahigies tamperatuge as theNH SNJ k { 2/

duration of the test was increased, and so the higher losses were incurred for a longer

duration.

As the initial SoC reduces, the maximum battery temperature in general slightly increases,

though the 0.8C resolution obscures thfsom several of the test results. This behaviour is

attributed to a higher current being required at a lower SoC for the same power since the

battery voltage reduces with SoC.
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Figure3-11. Maximum battery temperature at 240kW, 2% SoC cycle.

3.4.2.2. Converter Temperature

The converter temperature resolution is 0.1°C. The maximum temperature of the converter
stackIYSI dzNBR o0& (KS afthedrddaf thdldiseh&rgedperiadIafiges fidi
23.3Cto 56.8C with an average of 29°€for the mediumto-high-power tests, while for

the low power tests it fluctuates between 23®and 28.3C As expected, the converter

temperature increases with the power spbint, due to the higher device currents.

Ly 3ISySNIftsx a GKS AyAGAaAlft {2/ AyONBlFasSa ¥F21I
slightly, and this is attributed to the switching losses of the devices increasing with the higher

DC voltage associatedivk (1 KS KAIKSNI {2/ d & GKS kx{2/ AyO
as the devices are operated for a longer duration. Since the devices in the converters have a
shorter thermal time constant than the batteries, no link between the test order, and the
maximum recorded temperatures is apparemppendix3.3 Figure A- 3.2b shows the

maximum temperature for converter stack 1 for the end of thecharge periodor all power,

and SoC ranges

Figure3-12 shows both converte@maximum temperature during the 780% 240kW test

Similar tothe battery test, the maximum temperature is reached at the end of the discharge,
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and both converters shown similar temperatures throughout the cycle as the SieStorage

control splits the load 50:50 between the 120 kW converters.
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Figure3-12. Maximum converter temperature at 240kW, -B0% SoC cycle

3.4.3.Battery Rack Data
The battery rack voltages have been identified for each powet32tA y 4~ YR np{ 2/ T GKA a

done by programming Matlab to sedr through the data files to form separate datasets for
each power set)2 Ay X p{2/ 3 IyR o0FGGSNE NIOl® alidflo gt
though each dataset, and to extract both battery rack voltages for every 0.5% change in SoC;

if there was no data foevery 0.5% then the data with the closest SoC was selected.

A small delay up to 9 s, from the point when the powerpeint reverses until the battery
current becomes negative, is evident from the multiplexer data which is shoigime3-13

by the red boxes. The tesbmmandghe system to discharge which leads the grid power to
change from 60.1kW te61.1kW, however the multiplexer still logs a positive currianthe
battery. Even though the positive curremt the battery demonstrates that the battery is
charging, the caldated SoC, i.e. the capacity of the battery starts decaying, which is

demonstrated by the green boxes.
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1 2 3 4 5 6 7 8
Timestamp Current Voltage Power Grid_Power SoC minSoC maxSoC
06/12/2018 20:41:23.296765 355675  781.9000 556204 60  69.8495 65 70
06/12/2018 20:41:24.546726 355675  781.9000 556204 60  69.9074 65 70
06/12/2018 20:41:25.546757 355675  781.9000 556204 601000  69.9653 65 70
06/12/2018 20:41:27.796773 355675  781.9000 SS.6204| -61.1000 70.0231 65 70
06/12/2018 20:41:20.046773 355675  781.9000 55.6204 ' 65 70
06/12/2018 20:41:30.046843 355675  781.9000 55.6204 601000  70.0231 65 70
06/12/2018 20:41:32.296781 355675  781.9000 556204 60 69.9653 65 70
06/12/2018 20:41:33.546812 355675  781.9000 556204 60 699074 65 70
06/12/2018 20:41:34.546859. 355675  781.9000 55.6204 60 65 70
06/12/2018 20:41:36.796851.  -39.6658 7769004 -60 53,849 65 70
06/12/2018 20:41:38.046890  -39.6658 7769000  -61.6327 -509000  69.8495 65 70
06/12/2018 20:41:39.046898  -39.6658 7769000  -61.6327 601000  69.8495 65 70
06/12/2018 20:41:41.296921  -39.6658 7769000  -61.6327 60  69.8495 65 70
06/12/2018 20:41:42.546920  -306658 7769000  -61.6327 60 697917 65 70
06/12/2018 20:41:43.546945  -396658 7761000  -61.5692 60 697917 65 70

Figure3-13. Battery rack 1 reverse current delay.

For the battery rack currents, only the starto&h OKIF NHS |y R RAaOKI NHS 0:
Figure3-8) were required. The start of the charge was identified in Matlab by determining

when the battey power matched the power seioint of each test within a limit of 17%, to

filter out any power transitions, and then sorting these in terms of real powepsegtt and

n{2/ ® ¢KS adGlFINI 2F GKS RAAOKINBS 4 &agaa RSY(iAT
in polarity between two consecutive DC power valaed sorting these in terms of the initial

{2/ FtYR (GKS npn{2/® ¢KS 5/ LISSNI gl a dzaSR G2

variables and DC variables which is discugs&ture3-13.

3.4.3.1. Battery Rack Voltage
The rack voltages at three different parts of the efficiency test sequence from both
experiments, have been analysed to understand the oVvéethaviour of the battery racks,

and they are:

1 GKS SYyR 2F G(GKS NB ¥ijureds, aRthezrdck lgeis2 NJ WR ¢
approximately in a steadgtate, as shown in the second piotFigure3-8, and
so this value is the closest available in this test to the stesde open circuit
voltage of the battery rack

1 G§KS OKI NBS LIS RpueRs),awlSOi2NA WoQ Ay

q GKS RAAOKINBS EHEKRBRYR 6aSOG2NER WOQ Ay

Figure3-14shows the rack 1 battery voltage at the end of the rest for each cycle. Even though

the battery voltage depends on the temperature of the éB], the temperature varied

between 21°C and 32.5°C throughout the test. Tigare shows three sets (solid lines 5%

k{2/ 2 RIaKSR tAySa wmm: k{2/ | yR -pRi&tsithé5® f Ay Sa
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kK{2/ @FtdzSa NBad 4G I RAFFSNBY(G YAYyAYdzy {2/ @ dz
values which rest at the same minim®oC limits. At lower SoC values the maximum voltage
RATFSNBYOS 08G688y (KS k{2/ OltdSa Aa mnon = I
a lower voltage which is attributed to the larger relaxation the battery cells experience. The

figure shows thathe voltage at the end of the rest is very similar for SoC values over 45%

which is attributed to the larger relaxation the battery cells experience. Additional plots

AK2gAy3 GKS NIXO1 ™M adkFNI FyR SyR 2F NBad @2t dl 3¢
and each power seapoint are contained iAppendix3.4 Figure A 3.3.
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Figure3-14. Rack 1 voltage at end tife rest period against SoC.

The voltage at the end of the rest is the closest data available from the efficiency test

sequence to the open circuit voltage of the battery rack. The open circuit voltage of a battery

is defined the dference between the potential of the positive and negative electr{.

Figure3-143 K2¢a | af A3KiG RAFFSNBYOS Ay ol GUSNER @2t 0 3
values. Curve fiing can then be used to determine equations, for use in future simulation

models, which relate the battery rack voltage to the SoC, independently of the power set

point; albeit this is out of the scope of this thesis.
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In Figure3-14 the voltage of rack 1 is shown for all power-peints during the charge and
discharge part of the cycle, for the -B®% SoC range. As expected, the voltage increases as
the setpoint increases due to the higher current, and therefore higher voltagesactioe
battery internal resistance. The difference in the voltage at the end of the charge which is
evident inFigure3-15 is attributed to the combinatin of the resistive voltage drop of the
cells and polarisatiofb4]. Fgure A- 3.4 in Appendix3.5shows rack 1 voltage for each cycle

of data shown in the efficiency test sequencd-igure3-7, for the lowest and highest power

setpoints (45 kW, and 240 kW respectively), to illustrate this effect across the full SoC range.

805 r
800 r
795
790
>
G 785
(=]
= 9kwW
© 780
= 18kW
36kW
775 45kW
60kW
770 90kW
120kwW
765 | 135kW
180kwW
240kW
760 1 | | 1 1 1
74 75 76 77 78 79 80 81
SoC, %

Figure3-15. Voltage against SoC for battery raattuting charge and discharder 75-80% SoC range.

Table3.4 lists the voltage at the end of theharge period for the cycle shownkigure3-15,

and shows the linear change in voltage with powereaint after the 45 kW power sqtoint.

Table3.4: End of charge voltages for each real powersgint at 80% SoC.

Power, 9 18 36 45 60 90 120 | 135 | 180 | 240
kW

Voltage, V| 787.3| 788.4| 790.4| 789.6| 790.6 | 792.4| 794.3| 795 | 797.3| 800.6

Table3.5 lists the minimum, maximum, average and standard deviation between the rack 1

and 2 voltages, for the start of the charge, discharge, and rest periods, anenth of the
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rest. The very similar voltage recorded in both battery racks validates the identical behaviour

of the two racks, whiclis expected as the cell degradation is not yet significant.

Table3.5: Differences between Vdc for Rack 1 and 2.

Minimum | Maximum | Average | Standard

deviation
Charge start -0.6V 1.2V 0.10V 0.24V
Discharge start| -2.8 V 2.3V 0.13V 0.45V
Rest start -1.4V 43V 0.14V 0.50 Vv
Rest end -0.2V 35V 0.14V 0.28 V

3.4.3.2. Battery Rack Current

The battery rackcurrentvaries with the operating power sgiint, for example, 890% SoC

the current variedrom 4 A at9 kW, to 143 A at 24RW. Figure3-16 shows battery rack 1
current at the start of both the charge (positive current) and discharge (negative current)
cycles penSoC for the mediurn-high-power test sequence. As expectedHigure3-16, as

the SoC increases (so does the battery voltageigmre A- 3.5 in Appendix3.6) then for a
constant charge, or discharge power getint, the battery current reducesrhis is more
noticeable at higher sepoints, and for example, comparing the 240 kW charge starting at
5% and 85%he current decreases frot66.95 Ao 142.45 Ashown in the top plot ifrigure
3-16. Furthermore, as the reference output power of the S@8ge is measured at the grid
side, when discharging, the battery operates at higher power which leads into higher battery

current.

3.4.4.Converter Data
The Profibus multiplexer reports the rms current measured on thegjdd of the converter.
TheACcurrentof the converterds onlydependent on the real power sepoint of each cycle,
and the grid voltage, which is assumed constduaé to network regulationsand has no
RSLISYRSyOS 2y {2/ 2N n{2/ @ftdSo

When the SieStorage is gitdnnected and the grid powés zero, the rms converter current
reported by the Profibus is 8.123 A, which is attributed mainly to the magnetising current of
the isolating tansformer, SieStorage controller, and the battery BMgure A- 3.6 in
Appendix3.7 showsthe converter 1 current for the start and end of the rest for each part of

the mediumto-high-power test sequence.
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Figure3-16. Battery rack 1 current at the start of the charge and discharge.

Whenthe referencegrid power is zero, the average power at the output terminal of each

converter is-0.82 kW +0.05 kW. In total, since the SieStorage has two inverters, a maximum

standby power loss of 1.63 kW is recorded when the system is idle and it is atttitoutiee

SieStorage controller and the battery BMS. The power of the two converters can be directly

compared using data samples where the multiplexer is returning the power of both

converters at the same time instant. The average difference between thectmwerters is

0.001 kW * 0.056 kW (mean + standard deviation). The maximum and minimum difference

between the two converters is 2.54 kW ar2l78 kW respectively. The small differences

between the two converters confirm that the two battery racks operatea very similar

power at any given time.
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From the independent measurements describedantion 3.2.3., it is found that when the
SieStorage idie, the battery discharges with a constant current of 0.9 A which is not
reported by the Profibus multiplexer. Moreover, from previous experimdatl], it is
known that when idle, the SieStorage experiences an average discharge rate of 1.54 kW
which is similar to the maximum standby power loss recorded above and this power is

provided by the battery.

3.5. Instantaneous Power Losses

The instantaneous poweps$ses of the system can be derived by directly comparing the
battery power to the A@rid power. All calculations can be performed for charge and
discharge operation. The AfEid power is recorded for every data sample as it is available
on the Profibus 28 ms sampled datasgction 3.2.1.). Battery power is not available as a
variable in the data captured, and so the separate battery rack DC volade)C current

are used (after the calibration B12.3.1.is applied}o calculate battery power per rack. From
Table3.1, for battery rack 1, DC voltage and current are both captured three times per 4.5 s
multiplex ID sequence, and on each occasion the two variables are captured at the same
instant;this enableshe DC voltage and DC current to be multiplied to determine the battery
power per rackFigure3-2 showsthe locationof the different power measurement locations

in SieStorage.

The total instantaneous losses of the SieStorage system, between the battery and the grid,

can be derived by comparing the power in the battery to the power at the grid connection

point, as desdbed from the equation (7). To calculate the instantaneous losses of the
aeadsSysz GKS pz p{2/ 0O&o0ftSa oSNBE asStSOGSR aiyosS
and discharging time, does not allow for the cell temperature to rislestwntially and

influence the losses of the systdib4].

For the samples on the same power paint, that yield the same SoC reading, the
instantaneous power losses between the battery and the grid are derived and then averaged
at each phase of every cycle, in such way random measurement error is reduced.ef

the data is sampled at 1% intervals of the SoC measurements. Ailitegoolation is then
performed to produce a lockp table which describes the losses of the system as a function

ofthe real powersepoiy i | YR (1 KS desciibédbY¥B) This Bakup tatie can
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be easily integrated with the model of the SieStorage, describ&hapter 4 to enhance its

accuracy.

0&i i Qo RY¢ 6 (3-8)

Figure3-17 shows the contour map of the instantaneous power losses of the SieStorage unit,
from 10% to 90% SoC using the linear interpolation desciilyg@-8). A higher fidelity plot

of the instantaneous power losses of the system can be found in App8rlikigure3-17

shows that the instantaneous power losses in the system depend mainlyeopawer set

point. The losses of the system vary from 1.35 kW when charging at 9 kW at 45% SoC, to
13.94 kW when discharging at full power at 46% SoC. Accounting for the measurement
uncertainty described isection3.2.4., the minimum and maximum losses of the SieStorage
vary from 1.35 £ 0.26 kW to 13.94 = 7.50 kW respectively. This correspomidstional

uncertainties of 19% and 54% respectively.

From Figure 3-17 it can be noticed that when the system operates at low power, the
SieStorage experiences lower losses when it is discharging, however this tremdrised
when the system operates at powers above tafe. This is attributed to thémpure Ohmic
nature of the lithium ion batteries thatausegheir impedanceo changewith the direction

of current as intercalation and deintercalation of lithium $owithin the electrode is
reversed. As a result the internal resistance of the battery can-B8% higher during the

charging procesg81].
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Figure3-17. Contour map of the istantaneous power losses of the SieStorage system with labels.

The losses in the battery calan be separated to Ohmic losses whitdpend on the DC

current, and conduction losses caused by the chemical reacfi8is[1250 ¢ KS O2 y @3S NI SN a
switching and conduction losses are mainly influenced by the DC c(it&5jt The direction

of the current should also marginally influence the instantaneous power losses between the

battery and the converter as when the system is discharging, the cusslghtly higher.

¢KS f2aasSa 27 GKS TFTAt dSN O2 vedNahdire lossésHthe A f 6 SNR& O
FAfGSNDRA RFEYLAY3I OANDddZAGP® ¢KS O2NB f2aasSa 2F (K
frequency of thesecondary side of the transformand are assumed constant. On the other
hand, the conduction losses of the filter indactdepend on its series resistance and the
current[55], [770 ¢ KSNBTF2NB = (KS ¥ AdepeleiDathe®@peratingzOG A2y 2 & 3

power of the system and the temperature.

¢ KS (NI yaT2du BeNdividled in® doaisdapendent core losses anbad
dependentwinding losses. The core losses of the transformer are attribtaellysteresis
loss of the magnetic materiadsd eddy currerd, and are influenced by the grid side voltage

which is conislered constant, and the frequency of the grid. The winding losses of the
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transformer are dependent on the primary and secondary resistances and are determined

by the operating power of the systef#7].

Summarising the above, the losses of SieStorage are mainly depemdentrentsquared
Therefore, it is expected that the losses in the systeny wignificantly with the power set
point. The losses of the system do not demonstrate any significant relationship with the

operating SoC level.

3.5.1.Instantaneous Power Efficiency Maps
The instantaneous power efficiencies between the battery and thegédCae directly
derived from the instantaneous power losses described in the previous seEigure3-18
shows the contour map of the overall instantanegoswer efficiency of the system. In
general Figure3-18 shows that the system is most efficient when it operates betwé@kW
and 180 kW.
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Figure3-18. Instantaneous poweefficiencyof SieStorage.

From Figure 3-18, it is visible that theinstantaneous power efficiency of the system is
different for each operating mode, i.e. charge and discharfeis is attributed to the

SieStorage controller and the tbary BMS system being powered on from the battery when
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the system is dischargednd the higher diode conduction losses of the converter wihen
system operates at low powerhe instantaneous power efficiency of the SieStora@ges

from 59.08% when dcharging at 9 kW at 60% SoC to 97.16% when discharging at 135 kW at
27% SoC. The instantaneous power efficiency of the SieStorage betweerbQ@8450C, is
averaged for the charging and the discharging operatitable 3.6 lists the experimental
instantaneous power efficiency of SieStorage for all the powepegits investigated. From
Table3.6, it can be derived that SieStorage is most efficient when operated between 90 to

240kW.

Furthermore, fromTable3.6, it can be noticed that the system is significantly less efficient
when operated below 18 kW. The instantaneous power efficiency of the SieStorage drops
below 93%, when discharging at a power below of 45 kW. This is mainly attributed to the
operation of the transformer, the filter and the switching losses of the converter, as well as

the power needed for the operation of the SieStorage controller and the battery BMS.

Table3.6: Comparison of th&ieStorage instantaneous power efficiency averaged across the range from 10% to
90% SoC for each power gint.

Power, Discharging Charging
kW Minimum Maximum Average Minimum Maximum Average

9 59.08% 64.51% 61.03% 78.23% 85.01% 82.80%

18 78.12% 82.25% 79.13% 88.39% 92.19% 91.10%

36 87.40% 91.44% 88.65% 92.44% 96.03% 95.21%
45 92.27% 93.93% 93.08% 92.55% 94.10% 93.25%
60 94.25% 95.43% 94.69% 93.55% 94.79% 94.08%

90 94.71% 96.41% 95.85% 94.46% 95.33% 94.93%
120 95.63% 96.74% 96.39% 94.78% 95.31% 95.01%
135 95.79% 97.16% 96.65% 94.53% 95.30% 94.93%
180 96.09% 97.12% 96.89% 94.40% 94.88% 94.69%
240 94.19% 95.49% 94.49% 96.04% 96.80% 96.38%

3.6. Roundtrip Efficiency

The roundtrip efficiency of the system for a cycle can be calculated by comparing the energy
used by the system to chargad dischargeThus, the roundrip efficiency of the system
includes the battery and the converter losses tbe given cycleThe energy needed to
charge the battery can be calculated by integrating the power of the systemtiedime
needed for the SoC to reach thper SoC limit from the lower SoC of the cycle, denoted as

a S Ol 2 NBigwa3®. Theyintegration is performed using a trapezoidal method (the
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WOEYLWIING Fdzy OiliA2y Ay aldtlo 614 daSROU® ¢KS Sy

(3-9). Similarly, the discharge energy is given by integrating tiepover the time needed
FT2NJ GKS {2/ 2F (KS aeadsSy G2 NRurexslandisz GKS
calculated by(3-10).

% 0 AO (3-9)

% 0 AO (3-10)

where { to ti is the time the time interval for charging the asset, aadotts is the time
interval for discharging back to the lower SoC limit. Then the rdtpdefficiency is

calculated by3-11).

' =——*100% (3-11)

Using (3-11), the roundtrip efficiency for every SoC range and power rating can be

calculated.Figure3-19 and Figure3-20 show a contouplot of the roundtrip efficiency of

GKS {AS{G2N}3IS F2NI mm: FyR nm: k{2/ la (GKSa
Pz

provide a continuous data in terms of SoC. Theretd@d L] STFA OA Sy Oeé T2 NJ pi»
in Appendix3.9. The contour plot inFigure3-19 and Figure3-20 are linearly interpolated
between the tested power sgboints. A higher fidelity plot of the rounttip efficiency of the

system can be found in AppendhO.

As t can be seen irigure3-19, the SieStorage is least efficient when operated below 45 kW,

as the efficiency of the system drops below 90%. The rdtipdefficiency of the system
generally improves between 45 kW and 135 kW. More specifically, the roimdfficiency

of the SieStorage peaks around 93% to 96% when operated between 45 kW and 110 kW, for
two SoC areas; 83%76% and 48% 28%. Beyond 135 kWhe efficiency of the system

steadily reduces when the system operates at high power and drops below 90% when the

I

228308y 2LISNI GSa 16208 wnn 120 Ly GSN¥ya 2F {2/

operated below 28% SoC.
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Similar conclusionscanS RS NA GSR FNRBY (i K SFigure-20. Ik degefal, G Sa i a

0KS wmr>r k{2/ (Sada RSY 2ypafliceicyivéentcompdrekbIhi (i &
M E:  kThigig dbe to the larger energy losses the system experiences as the components
of the SieStorage reach thermal equilibrium. The system has a better +oipnefficiency

when operated between 36 kW and 180 kW between 381 SoC. Begd this operating
region, the SieStorage presents again improved efficiency when operated between 60 kW
and 135 kW at SoC above 80%. Outside of these two regions the efficiency drops in a
comparable way td-igure3-19 when the system operates below 45kW and above 200 kW.
Furthermore, similarly toFigure 3-19, the efficiency of the system reduces when it is

operated below 33% SoC.

From bothFigure3-19 andFigure3-20, it can be seen that SieStorage yields higher efficiency
when operated ktween 45 kW to 118W. The small discrepancies on the rottrig

efficiency can also be attributed to the measurement edlescribed irsection3.2.4.
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Figure3-21in the form of bar charts, which enables the quick comparison of the ddte.
numbers inside the cycles indicate the group number, as showigire3-7. In general, in
Figure3-21, as the power sepoint increases from low power to medium, above 36 kW, the
efficiency of the SieStorage rises, because of the static losses, attributed to the SieStorage
controller, the batery BMS and load independent losses as mentioned above. When the
power increases from medium to high, above 135 kW, the efficiency of SieStorage falls due
to the increase in the resistive losses in the system, which are largely associated with the
battery racks, the power electronic devices, the filter, and the transformer. Some data
groups, for example the 1Mand 16" cycle, noticeably contradict this generalisation, and this
is attributed to the temperature controlled cooling for the converters, andlithéery racks,
however there is no variable recording when the cooling is active, or at what operating

condition the cooling is enabled.

As the SoC reduces, for a specific powespsent, the battery current will be increased. The

increase in current would increase the losses in the battery, the converter, the filter, and the
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transformer. The current in the AC circuit is assumed unchasgezt the grid voltage is
approximately constant. Ifrigure 3-21, several power sepoint valuesbroadly show a
reduced efficiency as SoC is reductd example a240 kWandp:’z  k, {h2 foundtrip
efficiency of the system drops from 90.95% between 65%% to 86.79% when SieStorage
operates between 15% 20%.However, sveral datapoints inFigure3-21 contradict this
trend, which isattributed to the measurement uncertainty which can result in the small

variation in the efficiency values, and the cooling of the system

l'a GKS k{2/ A yoddds bf&he SyStenir&ash th@nal lefuilibrium which

contributes largely to energy losses. In generaFigure3-21> (0 KS  H /&2 slighfly2 / KIFa |
lower efficiency than the equivalentpowersef2 Ay 12 FyR 3ISYySNYt {2/ @I f dzS
tests. As with the previous statements on the efficiency treral§ewdata points contradict

this generalisation.

Summarising the above, the system isgnefficient when operated with smatiSoC For
example, the roundrip efficiency of the system exceeds 90% when the system is operated
at p:: Kk, be&tween 30% 90% SoC, at powers between 45 kW and 135 kW. When the
system is cycled a0 Kk { & powerbetween 45 kW and 110 kW, the efficiency of the
system surpasses 93% for the 83#6% and 48%28% SoC regions, as showifrigure3-19.
Finally, in érms of the rounetrip efficiency, it is recommended to avoid high duration cycles,

especially at high power.

The roundtrip efficiency results validate the findings of previous experimental b2 ]
gKAOK TF2dzyR (KI trip éficiencydpeakdif@ Wwavér ba\aRBARKR which
corresponds to a battery charge rate of 1a@d declines as the power increases beyond 180
kW. Furthermore, even though the test sequence was different, the findingsFigare3-21

align with the paper as in both cases, there was no strong trend evident in round trip

efficiency at different SoC levels.

94



Efficiency and Instantaneous Power Losses of a Commercial BESS

| kv I sk [ 36kW [ 45kW [ 160kW [ J90kW |

[ J120kw [_1135kw [ 180kw 240K |
100 a7 g 5 12 © e B O
> 901 il I I I
==
2
& 80
=
£ 70
o
E 60
50
25-30 35-40 45-50 55-60 65-70 75-80 85-90
SoC, %
1003y ) o 1 @0 v/ —rn" @
‘SQH 90 - M M (M (M
==
2
=
£ 701
i
- 60
10-20 20-30 30-40 40-50 50-60 60-70 70-80 80-90
SoC, %
10033 0 7 @ D ® (5)

90 - Il

RTE efficiency, %
~
o

60

10-30 20-40 30-50 40-60 50-70 60-80 70-90
SoC, %

Figure3-21. Roundtrip efficiency for all power and SoC ranges tested.

3.7. Outputs

The experimental data was used to develop a rigorous characterisation procedure which
enables the realization of a reliable dynamical model of the system. This work lead to the
LJdzo £ A Ol ( Dyamica Ehardcieriation of Gecale Energy Storage Assets LJ- LIS NJ
[133], presented in theEEBECON 2019 conference in Lislio®ctober2019

95



Efficiency and Instantaneous Power Losses Gbmmercial BESS

Another conferencepaper thatreviewsthe instantaneougpower losses aih the roundtrip

efficiency of the system has been drafted but not yet submitted.

Finally, the experimentalata collected during the experimentiescribed in this chaptdras

been uploaded online and can be accessed on the UKERC Energy Data Centied 18dhsi

3.8. Summary

This chapter contains a comprehensive rewigf the 240 kW 180 kWh SieStorage efficiency
testing and has identified that the instantaneous power losses of the system range from 1.35
kW to 13.94 kW depending on the real power-peint. In terms of losses, the SieStorage is
most efficient when oper@d between 90 to 24&W. It is found that the instantaneous
power losses of the system depend mainly on the current, and the powegsaet of the
system. It is shown that the SoC of the system does not have a great impact on the

instantaneous power logs of the system.

The roundtrip efficiency of the SieStorage ranges fr&h.48% to 97.60%. Operating the
system below 36 kW vyields the lowest efficiency, while operating between 45 kw and 110
kW and76%- 83%or between 30- 48%SoCyields the highest eifiency.In general, the
efficiency of SieStorage reduces as the SoC reduces. Furthermore, the system is more
efficient for the smaller range of SoC operating conditions tested as the components of the
system, mainly the battery, do not reach thermedjuilibrium. Therefore, for the bi
directional provision of frequency support services, the optimal SoC for the system to idle is

48% SoC.

Other SieStorage parameters have been investigated, including the DC voltage and current,
AC current, and théattery and converter temperature. These parameters were all used to

give an insight into the efficiency and loss behaviour of SieStorage.
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The aim of this chapter is to investigatew the provision of different frequency support
services will affect the state of charge (SoC) of a battery energy storage system. The
availability of the storage system is then estimated based on the requirement that the SoC
must remain within acceptabllimits. By analysing historical frequency data for the UK grid
and using the dynamic FFR and Dynamic Moderation frequency response service profiles
from National Grid, the average power and energy requirements of each profile are
determined, providing ging guidance. This chapter then presents an algorithm to calculate
the output power, energy, SoC, and predict the availability of a storage system for the above
frequency response profile§.o increase the accuracy of the algorithm, the instantaneous
power losses from th@revious chapter have been included to thkgorithm.The results are
compared with measured data from the UoM SieStorage system, indicating the importance
of including the instantaneous power losses of the storage system in tharb&ailability

predictions.

4.1. Historical Frequency Analysis of the Gid

¢2 Ay@SadAdalrisS GKS TFNXBI dzSy Oe-by-sefokd lstogcdrNI 2 F
frequency data from January 2014 to December 2[IB%], has been analysed in MATLAB.

The frequency data is sorted into bins of 10 mHz and plotted as showigume4-1. The

dashed vertical lines repsent the + 0.01%1z deaeband of the FFR and EFR narrow setrvice.

This deaeband is used here as when the project commenced the only frequency support
products in the UK were the FFR and the EFR. The left colufigure4-1 shows the
frequency density for 2014, 2015 and 2016 respectively, whereas the second column is for
2017, 2018, and 2019. Every year plottedrigure4-1 exhibits a bimodal distribution. From
Figure4-1, it can be noticed that over the last three years, fhequency deviations have
worsened, as the frequency of the system has started exceeding 50.3 Hz, while in 2019, the

frequency dropped below 49.55 Hz.
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Figure4-2 shows the percentage of time the system was below, within, and above the FFR
and EFR narrow dedshnd per yearFigure4-2 demonstrates a clear upwards trend of the
percentage of time the system spends above 50.015 Hz. Figuned-2, it is visible that the
l'YQAa aeadsSy alLibon Ruie bédvyAs 985 Hiz $hdniabave 50.015 Hz. Since
2016, the amount of time spent within the + 0.015 Hz déadd has reduced. In 2014, the
system spent 18.48% of the time within the 50 + 0.015 Hz dwaml, while in 2019, this
decreased to 13.48%. Thisduction is thought to be due to the transition to renewable
forms of generation and away from larger fodsitlled power plants, resulting in a reduction

in the inertia of the grid.

In Figure4-2, it can be seen that from 2016 and the commissioning of the EFR service, the
chasm between the time spent above or below the ddxahd is reduced. This alsoincides

with the reduction of the entry requirements of the FRBr 10 MW to 1 MW, increasing

the number of connected storage systems, as mentiomedhapter 2 In 2019, the system
spent approximately the samentie below and above the 0.015 Hz ddaahd. This behaviour
provides evidence that faster frequency services are necessary to maintain the stability of

the grid.
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Figure4-2. Annual percentage of timgpent inside and outside of the FFR and EFR narrowlofzadl

4.1.1.Comparison oflynamic FFR and Dynamic Moderatoofiles
In this section, the service profiles of tdgnamic FFRnd the Dynamic Moderation, one of
the newly proposed frequency response seed in the UK, will be analysed to investigate
the operating pattern of a storage system. Historical grid frequency fdata January 2014
to December 201% used. Th®ynamicModeration service was chosen as it was particularly
well suited to storage sysms with more limited energy capacity. This service was designed
to tacklesudden imbalances the network instead ofmall and continuous deviations in

frequency[39].

Since theoverall availability of the system is being calculated for e®&fgquation(1-1), the
historical frequency data is separated into Hadfur sections, that is individu&Ps The
historical data is processed to dete@very event. An event occurshen the frequency
crosseghe deadbandof the service profile and lasts until eithitre frequency reenters the
deadband or the end othe SPis reachedAs the power and energy ratings of frequency
support systems can vary, the calculations are performed in per unit valuemiagsa
lossless system rated at 1 C; that is if the system rated power is 1 MW then it has an energy
rating of 1 MWh. The pu real power corresponds tine maximum frequency deviation

defined by each service. The average power and duration of each evdrdn computed.
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To calculate the energgf eachevent, the per unit power, as determined by the service
profile, is integrated against the duration of the evefRurthermore, each frequency event is

considered in isolatiorandthe time for SoC rebalanarns neglected.

4.1.1.1. Service Profile

The historical frequency data is analysed for thgnamic FFR and Dynamic Moderation
service profils, shown inFigure4-3. The dynamic FFR service, showkigure4-3 with the

red line, has deadband of £ 0.015 Hz, marked by tfaeleddashed lineswhen a frequency
deviation greater than the dealdand occurs, the output power of the storage system must
increase linearly with the frequency deviation up to a maximum of 1 pu at

+ 0.5 Hz. The power remains constant at this level for greater frequency deviations.

TheDynamicModeration service is shown Figure4-3 with the blue line. This service has a
deadband of 50 + 0.1 Hz, indicated by the dashed lines. Outside of thelusead] the power
follows the frequency deviation until the frequency reaches 802tHz, where the system
must provide maximum power. Inside the debdnd, the power output of the storage

system is zero for both services.
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Figure4-3. Dynamic FFR ardynamicModeration serviceenvelopes.
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4.1.1.2. Number of Events

Separating the historical data into half-hour segments and applying thgynamic FFR
profile, yields 1,643,427 evenia total, while applyinghe Dynamic Moderation service
profile, creates 427,830 events, which is 74% l|dsmntthe dynamic FFR profile. This
reduction is attributed to the large dedoland of this service. The number of low and high

events recorded for each year analysed is showriguire4-4.

The top plot inFigure4-4 shows the number of dynamic FFR events. It is visible that apart
from 2019, each year therwere more low frequency events than high frequency events.

Between 2014 and 2017, the number of low events slightly reduces, while the number of
high events remains fairly constant. For the first time in 2019, the number of high events

surpassed the lowvents.

The bottom plot inFigure4-4 shows the number of low and high events recorded for the
Dynamic Moderation profile. It is visible that before ZQinost of the Dynamic Moderation
events weredue to high frequency, however following 2017, this trend has been reversed.
Since 2016, the number of events has been increasing significantly. The increased number of
events over the past few yeamiggestshat containing the frequency close to 50 Hz is

becoming more challenging.
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Figure4-4. Number oflow and higheventsfor the dynamic FFR and Dynamic Moderation profitesn 2014 to
2019

4.1.1.3. Average EverRower and Duration

Figure4-5 shows the average event power and duration per year fordheamic FFR and
Dynamic Moderation servigarofiles. When analysing the avemgower and duration of all
the events between January 2014 abdcember 2019, it can be seen that since 2015 both

variables demonstrate an upwards trend, although small drops occurred in 2019.

The top figure irFigure4-5 shows the analysis for thdynamic FFRervice. For this service,

the average power of the events is low, however, their average duration is above 80 s. It can
also be noticed that even though the number of events in 2018 was reduced, as shown in
Figured-4, the average event power and duration were increased. Furthermore, in 2018, the
average event power was increased 27.8% from 0.021 in 2017 to 0.027 pu, while the average
event duration was increased by .2%, from 87.4 in 2017 to 100.3. Over the following

year, both the average event power and duration were decreased by 12.5% to 0.023 pu and

11.6% to 89 s, respectively.
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The analysifor the Dynamic Moderation service is shown in the bottom pldEigure4-5.

For the Dynamic Moderation service, even though the average event duration is half of that
for dynamic FFRhe average event power is almost four times higher. The average event
power has ben steadily increasing since 2015. The average event duration is experiencing
the same trend from 2016&imilar to the dynamic FFR, the average event power and duration
dropped in 2019. The increased average event power and duration, alongside the rising

number of events highlights the need for faster frequency services.

More specifically, based on the historical frequency data, the mean absolute power output
of a system providing dynamic FFR would have been 0.021 pu, in other words a 1 MW/1
MWh system, oraverage, would deliver or absorb 21 kW power per event. Additionally, from
the above analysis, it can be shown that the average power output of the system during an
event is less than 30% of its rated power for 99.9% of the events. When considering the
Dyramic Moderationservice, the absolute average power output of a storage system would
have been 0.098 pu. For this service profile, a system would deliver or absorb a power equal

to or greater than 0.3 pu for 3.39% of the time. This indicates that evergtihtlue Dynamic
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Moderation has a wider dealdand, because of the gradient of the profile, it is a much more

power demanding service in comparison to the dynamic FFR.

Regarding the duration of the events, on averaglyaamicFFR event lasts 88 s. Most ogéth
events, 91.4% of them, last less than 5 minutes in total, while only 0.1% of the events last the
whole duration of the SMisregarding theSPsthe longest event was recorded on the'26

of December 2016, where the frequency dropped 46.824 Hz, for atut 3 hours.
Nevertheless, without accounting for tf8Psonly 0.28% of the events lasted more than half

an hour. Forthe Dynamic Moderation, the average duration of the events is 38 s, while
98.61% of the events last less than 5 minutes. The longest egeorded for the Dynamic
Moderation was 27 minutes. Neglecting the SPs, over the years analysed, only two events
lasted more than half an hour; one of them lasted 49 minutes and 55 seconds and the other
30 minutes and 58 seconds. The small duration o ynamic Moderationevents is

attributed to the wider deaeband

4.1.1.4. Accumulated Energy

To determine the total energy flow during ea8i® the energy requirements of each event
are summed peSP The energy peBPis chosen as it gives a more complete imagéhe
energy requirements of thdynamic FFR servicéhe accumulated energy is expressed in pu

form, where 1 pu energy corresponds a power flow of 1 pu for 1 hour.

Figure4-6 shows the distribution of accumulated per unit energy requirement over eSéry
between January 2014 and December 2019, fordiieamic FFR and Dynamic Moderation
service profiles, annotated by the blue and orange traces respectively. The data is then sorted
in bins of 0.001 pu. The negative energy denotes that the storage system is discharging, while
the positive energy indicates that the asset is charging. Aawgrd Figure4-6, most of the

SPgequire a small energy output.

When responding téhe dynamic FFRervice, the averag8Prequires an energy output,of
0.014 pu. More specifically, a storage support system would never needed to deliver or
absorb more than 0.11 pu energy duringsB This means that system with a rating df
MW/1 MWh, would use only 110 kWh to cover each individs@l

104



Modelling and Analysing SoC while Providing Frequency Response Services

12000

[ dynamic FFR
[ IDynamic Moderation

10000

8000

6000

Settlement Periods

4000

2000

-0.1 -0.05 0 0.05 0.1
Accumulated Energy, pu

Figure4-6. Accumulated per unit energy for every SP for the dynamic FFR and Dynamic Moderation service from
January 2014 to December 2019

The average energy output of a storage system participatifynamic Moderation, is 0.012
pu. The maximum energy required to ensure each individual SP is coveéi@d29u, that
is,for a system rated power at 1 MW, it would need an enargpacityof 312 kWh, which is
almost double the energyequired per SP for the dynamic FFR, however saolevent
occurred only onceAs only 0.35% of thBPgequired more than + 0.1 pu energy, thexis
of Figured-6 is limited at £ 0.1 pu to aid the clarity of the distriion.

4.1.1.5. Energy to Power Ratio
To derive the energy to power ratio of eaBR the energy and peak power of each event are
divided for everySP EachSPis considered in isolation, thereforebalancingd KS ae&aid Sy Qa

Sods ot considered.

Figured-7 shows the per unit energy to power ratio distribution for egffor the dynamic
FFR profile on the left hand side, and the Dynamic Modeana@vice on the right hand side.
The data is separated in bins of 0.01 pu. The average energy to paticeneeded to cover
all the SPdor the dynamic FFR 009 pu The maximum energy to power ratio needed to
cover all theSPssuccessfully is 83 pu howeveronly two SPsequire a ratio greater than or

equal to 0.3 puThis means that for a system to respond fully to each event in esBrg
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minimum energy to power ratio of 0.33 pu is required. Therefargystem would need to

be rated at most at &€ or 3 MW/1 MWh to fully respond at eaSl® Moreover, if it is assumed

GKIFIG GKS ait2Nr3sS aeadasSy Kra | O00Saa G2 pr: 2F AGa
SoC would be at 50% at the start of t8B the energy rating would be doubled, halvingget

Grateto 1.5 C.
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Figure4-7. Per unit energy to power ratiaistribution of eachSP between from January 2014 and December
2019for the dynamic FFBnd Dynamic Moderation service

The per unit energy to power ratio of tHeynamic Moderations shown in the right hand
side plot ofFigure4-7. When considering this service, the aage energy to power ratio
needed to cover all th&Pds0.042 pu, which is less than half that required for the dynamic
FFR profile. Such a low ratio is attributed to the fact that most ofligpamic Moderation

events have small duration and power redrirents.

However, he maximum energy to power ratio needed to cover all 8feds 0.66pu, which

is double than for the dynamic FFR. Nevertheless, such an event is k@l &18%of the

SPgequire an energy to power ratio greater of 8. Therefore for an asset to respond to

every individuaBR it would require a maximum rating of 1.5 C, when considering albi#e

in isolation. Similarlyi 2 G KS ReylFIYAO CCwxX AT AdG A& | aadzySR
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50% at the start of th&R the energy rating to responfiilly would be doubledhahing the
Grate of the system t®.75C.

4.1.1.6. Summary of Key Characteristics

Since both services were evaluated over the same frequdata;, the severity of the events

is affected solely by the selectedrvice profile. Due to the narrow dedxind of the dynamic

FFR, the average event has a greater duration than the average Dynamic Moderation event.
However, as the Dynamic Moderation profile has a sharper gradient, responding to the
Dynamic Moderation ev@s require greater power and energy. This is reflected in the energy
to power ratio required to cover eac®P Table4.1 summarises the key characteristics of the

dynamic FFR and Dynamic Moderation services based on the historical data analysed.

Table4.1: Summary of the main characteristics for the dynamic FFRDgndmicModeration profiles.

dynamic FFR Dynamic Moderation
Average duration, s 88 38
Average power, pu 0.021 0.098
Maximum energy per SP, pu 0.11 0.31
Maximum E/P ratio per SP, pu 0.33 0.66
Number of events 1,643427 427,830

Due to the growing number of events, as well as their increased duration and power

requirements, the energy to power ratio needed to cove3rs expected to increase.

4.1.2.Analysi®of the Most DemandinBay
Further analysis has been performed on the historical frequency data showing that the days
with a high number of events or long duration events, do not necessarily correspond to the
most energydemanding days, since the direction of the events also neetis tonsidered.
To identify the most demanding day for each service profile, the historical frequency data
was separated in periods of 2#urs. These periods were evaluated the dynamic FFR and
Dynamic Moderatiorservice profiles in the same manner discussed in sectiod.1.1.As
there is a lack of the energy and power rating standardisation across battery energy storage
systems, to perform this analysis a less system rated at 1 C was assumed. The daily energy

demand of all the eventwasthen calculated.

Figure4-8 shows the per unit energy requirementsrfthe most demanding days recorded
for dynamic FFR and Dynamic Moderation, thé' b7 November 2018, and the T6of
October 2017 respectively. The top plot shows the per unit energy required for responding

to the dynamic FFR service, while the bottorat@hows the per unit energy demand when
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applying the Dynamic Moderation profile. The red star points show the overall puyeoérg
every event, and the dashed lines show their trajectory; the higher gradient trajectories
indicate the event waserviced by a higher power which means the frequency deviation from
50 Hz was larger, and the lower gradient suggests a lower power was Aigaakitive pu
energy indicates that the storage system was charging, while a negative pu energy implies

that the g/stem was discharging.
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Figure4-8. Event r unit energy for thenostenergy demanding dayfordynamic FFR and Dynamic
Moderation

On the 17 of November 2018, the worst day for dynamic FFR, 272 low and 516 high events
were recorded, with a total service time of 20 hours and 46 minutes. The total energy
demand of the day was 1.29 pu, which means that a 1 C storage system would become

unavailabé during the day unless additional SoC balancing was carried out.

When evaluating the historical frequency data for gnamic Moderatioprofile, the worst

day is recorded on the 16of October 2017. On this day 365 events took place, the majority
of them, 267 required the system to absorb energy. These 365 events lasted about 3 hours
and 52 minutes. For this day and profile, the per unit energy demand was 1.03 pu. As a result,
a storage system rated at 1 C, would not be able to fully respond to aéikets without

additional SoC management taking place.

108



Modelling and Analysing SoC while Providing Frequency Response Services

Figured-8indicates that even though some of the events may counteract each otlierms

of energy requirements as their direction is opposite, it is common to have successive events
in the same direction. Moreover, the number of successive events in the sapwiah
highlights the importance of a SoC management algorithm to ensure the availability of the

storage system.

4.2. SoC Modelling while Providing Dynamic FFR Service

A BESS behaviour and SoC algorithm was develtipedable the rapid evaluation of the
BES®perationand its availabilitfor large frequency datasetshile providingdynamic FFR

low service for an energy aggregator. Initially, the algorithm was built to estimate the
behaviour of an ideal storage system with the same energy and power ratingeas t
Manchester SieStorage. To improve the accuracy of the model, the instantaneous power
losses of the SieStorage, as describe@Ghapter 3as a function of the opeting power set
LRAYyGd FYR GKS adeadsdSvyqQa {2/ 6SNB AyO02NLRNI
exchanges, and the SoC of the storage system were validated against three service windows.
The graphs in this section are shown in terms of power%o@ TheSodndicator has been
chosen as it is a normaliseteasuredirectly correlated to theenergycapacityof the battery.
Inclusion of the losses increases the minimum accuracy of the model from 69.24% to 87.8%

when compared to the SoC of the system unidd life operation.

4.2.1.Description of Experimental Service Provision
The SieStorage system was tested over ahdér, overnight period with the service
commencing at 17:00 until 09:00 on the following day. @ijpeamic FFRw service profile
was used, whitis the lowfrequency portion of thelynamic FFRrofile shown inFigure4-3,
and so the service is activated when the frequency is below 49.895 Hz. The usable SoC range
was limited to 10% to 90%. Since the SieStorage was part of an aggregated fleet, SoC
management was allowed when there were no frequency events. Because teensysis
commissioned to providelynamic FFRow support, ahigher target SoC was selected to
ensure better availability of the system. A target SoC zone was set as 87.5% to 90%. When
the SoC of the SieStorage dropped below this zone, and there were nefregevents, the
SieStorage was set to recharge to 90% at the rated powich for the case of the

SieStoragés 240 kW
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In total, three tests were performed between February and March 2018. For the purpose of
the first test, the SieStorage was resteadtto half of its rated power. As the first test was

successful, for the following tests the SieStorage was set to utilise its full rated power.

4.2.2.Description of the Algorithm
The algorithm was implemented in Matlab. The inputs of the algorithm were the key

characteristics of the system:

energy and power rating,
state of health of the system,

usable SoC range, and

= == =4 -2

SoC level at the beginning of the service provision

Furthermore, to execute the algorithm, the service profile and the frequency data are
needead. The algorithm operates with a time step of 1 s, calculating the power required for
each time step as demanded by the service profile. The energy is subsequently derived by
integrating the power output of the system over the 1 s time step of the serlliepending

on the direction of the power the energy is then added to, charging, or subtracted from,
discharging, the capacity of the system. The algorithm is split into two operating modes:
standby and in service. In the first mode, standby, the systetis®nnected from the AC

grid while waiting for its committed service window. When the SieStorage is in this mode,
the circuit breakers are open, and thus the transformer magnetising and converter losses are
not present, the only losses the system expeciemare attributed to the BMS and the battery

selfdischargg121].

The secondnode, in service, is used when the system is within its service window and is

shown in Figure 4-9, together with details ofthe SoC management and service mask

flowchartb Ly (GKAa Y2RS> ¢gKSy (KS FoaRiljindi8syceseé ONR &ZaSa
below49.985 Hzl yR (KS aeaisSyQa {2/ f, deh&én 10%and yaA RS GKS
90% the systenprovides supporti.e. dischargingp the ACgrid as dictated by the service

mask This power isdenoted aseRes? L F GKS aeaidisSvyQa {2/ fS@St Aa o
of 87.5%and the frequency is above the lower threshold of the déathd, the system will

recharge to 90% SoC at the rated powdenoted inFigure4-9 as Baace When the grid

frequency is above the lower threshold of the deaand, and the SoC level of the systam

within the target SoC, the system power reference is Zdraler these conditions the system

does not disconnect from the Aggid, and losses oac from the power consumed by the
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a2aldSY o6KAES 0SAy3a ARESd Ly OFrasS GKS aeaidsSyq
range, 10%, the system becomes unavailable and will charge % S8C aPhaance The

algorithm then computes the energy requirddr that time step. The new SoC of the

{AS{ (2N} 3S3 Yigi¢-S R theréby dal2ulated akdyfed to the algorithm for

the next iteration.The algorithmthen proceeds to evaluate the next second of servidee

power, energy and SoC output of the algorithm are then compared to experimental data

from the 240 kW 180 kWBiemens SieStorage BESS. To calculate the above, the algorithm
assumes thathe system can change its output power within a second in response to changes

in frequency.
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J SoC = SoC’
’
’I
7 T o
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e - I False - True “-_False
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SoC M‘“'E‘:ﬂ‘-“"c“l /// ~ False \False False -~ \\\
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N (Discharging)

Figure4-9. Flowchart of in service mode fdynamic low FFRupport.

4.2.3.Modelling theResponsef the SieStorage

The instantaneous power losssm Chapter 3are introduced to the algorithm in the form

of a lookup table as a function of the real powsetpoint and the SoC of the storage system.
The instantaneous power losses are used instead of the ratpafficiency of the system
because prior to the eventhe depth of the cycle is nadefined. Furthermore, for small
cycles, since the temperaterof the battery cell does nahcreasethe losses in the battery

are neglectedThe experimentatlata fromChapter 3s also used to describe the idle losses
of the system. The idle losses are constant and attributed mainly to the inverter, transformer,
and filter static and battery management system power consumption. They are determined
by measuring the average battery power when the grid power is zero. The rpowe
consumption of the SieStorage room air conditioning units has been neglected from the
losses of this algorithm. The algorithm is then exedufer the three service windows

described in sectiod.2.1.
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4.2.3.1. Validation of Results for Dynamic FFR Response

Figure4-10 compares the SoC and power of tBeStorage systeme. experimentalshown

with the solid black line, to theimulatedresponseof the system without the losseshown

by the dotted red lie, and thesimulatedresponse of the system including the experimental
losses, shown by the dashed green line, for the first test on tié &ZFebruary 2018. The

cyan lines in the first plot mark the 87.5980% target SoC range. The initial SoC of the
JeStorage was 86%. The data capture commenced a few moments before the SieStorage

entered the service window at 17:00.

FromFigure4-10, it can be seerhat the algorithm described in sectioh2.2., with the
inclusion of the losses, is able tmodelthe SoC of the SieStorage more accuratefn the

ideal case At the beginning of the service window, the algorithm estimates the first two
charging cycles accurately. However just before 20:00, while the algorithm preaicted

of 87.29%, the SoC of the SieStorage drops to 87.56%, causing the system to charge and
thereby the first discrepancy between the SieStorage and the algoritihenidle, the SoC

of the SieStorage falls slightly faster than the algorithm, triggering the system to charge. The
charging procesthen causes the majority of the differences between the estimated and the
real response of the systerhe predicted SoC at thend of this service window is 90.18%,

while the SieStorage has 90.04% of its capacity left.
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Figure4-10. Simulated and experimentatate of charge and power flow for ttdynamiclow FFR servickom
17:00 on the 22nd to 9:00 on the 23rd of February 20Lu power set to 120 kW

Overall, for this service window, the SieStorage absorti®d.46 kWh and delivered
66.92 kWhThe inclusion of théosses increased the predicted absorbed energy from 74.40
kwh to 120.57 kWh, which is a 12.2% discrepancy when compared to the actual energy
absorbed by the SieStorage. The improvements imtbeelledenergy are attributed to the
inclusion of thaénstantaneouspower losses and the more accurate prediction of the recharge

pulses.

Without the inclusion of the losses, the maximum capacity discrepancy of the system is
4.92 kWh. The maximum capacity discrepancy is reduced by 5.9%, with the inclusion of the
losses, to 4.63 kWh which translates to 2.66% in terms of SoC. Therefore, even though due
to small SoC discrepancies, the SieStorage and the algorithm charge at different points,
overall with the inclusion of the instantaneous power losses, the algorithnestamate the

energy usage of the system relatively well.

Figure4-11 shows the ideal simulated response of the system without the lossasd
simulated response of the SieStoragecluding the lossesalongside the actual measured
behaviourduring the second test. Out of the three service windows tested, this was the most

energy demanding. The SieStorage commenced service with 61% SoC.
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Over the first lour, the SieStorage both charged up at full power and responded to a number
of events. A few moments after 18:00 the SieStorage charged to 90% and was set to idle.
While being idle, over the next few minutes, and without any extra charging, the SoC of the
SieStorage increased to 91.02%, attributed to the slow diffusion processes of Iiddm

The algorithm is unable to reproduce such phenomenon, so the SoC of the algorithm fell
below the lower boundary of the target SoC zone more quickly wteacises the system to
recharge. Following this point, there are some discrepancies betweemtbaelled and

actual SoC of the SieStorage however, the algorithm estimates the usage of the system well.

For this service windovthe SieStorage absorbed 280.13 kWh of energy. With the inclusion
of the losses, the algorithm overpredicted the energy absorbethbyystem by 12.34 kwWh

which translates to a discrepancy of 4.4%.

The maximum SoC discrepancy is recorded at 21:05:30 when the alggpiias90.33% SoC
while the SoC of the SieStorage is 87.56%. The SieStorage finishes this service window with a

SoC 0B0.02%, whereas the algorithm concludes the service with 78.67% SoC.
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Figure4-11. Simulated and experimentatate of charge and power flofer the dynamic low FFR service from
17:00 on the 2nd of March 2@. 1 pu power set to 240 kW.
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Figure4-12 shows thesimulated response excluding the lossasl simulatedresponse of

the SieStoragavith the lossesalongside the actual measured behaviour for the last and
longest test on the 8 of March 2018. This service window was more active in terms of
frequency events, and therefore, the system did not spend miiicle idling. The data
capture commences at around 12:15. The algorithm was initialised with the same initial SoC
(74.25%) as SieStom@nd was in standby mode until 16:59. During standby mode all
three plotsshow zero real power, and SieStorage has a 0.5 kWh reduction in capacity due to
the losses associated with the battery management system, as the system is disconnected

from the ACqgrid.

At 17:00 the BESS enters service. As initially, the SoC is below its target threshold, and the
frequency is above the dedshnd, both the algorithm and SieStorage charge until the
frequency falls below 49.895 Hz and a frequency dependent discisacgenmandedFigure

4-12 demonstrateghat even though there are severdilscrepancies of approximately 2.88%
SoC, or 5 kWhetween the ideal and measured behaviouretprediction from the algorithm

is drastically improved with the inclusion of the losses, as there are no noticeable differences
betweenthe SieStorage and algorithm respongé.the end of the service, the SieStorage

was left with88.72%SoC while the gbrithm predicted a SoC 8B.17%

The inclusion of the losses improved t@delledabsorbed energy of the SieStorage from
189.47 kWh to 240.2 kWh against the measured 229.56 k\kiich is a4.64%0discrepancy.

In terms of SoChe maximumdiscrepancy took place at 21:05:10 and was 2.77%, or 4.81
kwh, when the SieStorage recorded a SoC of 87.56% versus 9@&@itied during the

recharging of the system.
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Figure4-12. Simulatedand experimenal state of charge and power flofer the dynamic low FFR service from
17:00 on the9™ of March2018.1 pu power set to 240 kW.

To quantify the accuracy of the algorithm the mean absolute percentage error (MAPE) and

root mean squared error (RMSE) indider the SoC of the system are calculated.

Tocalculate the mean absolute percentage error (MAPE), equ@didiis used. In equation

(4-1) ¢ denotes the number of samples the observed value, ang the modelledvaue.

00600 ;

o (4-1)

The root mean squared error (RMSE) is derivech equation(4-2).

B
vovo B8 & @2

Table4.2 summarises the mergy used during the service window of the three test days and
compares it with the ideal and predictdmbhaviourof the system. The table also shows the
MAPE and RMSE for ta&gorithm without and with the inclusioof losses. For the first and

last test, both the MAPE and RMSE are improved when compared to the lossless algorithm,

however for the second test, the SoC MAPE and the RMSE were worse. This is attributed at
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the smal Soifferences that cause th8ieStorage and the algorithto charge at different

points, and it is a testament of the limitations of such an algorithm.

Overall it can be seen that the algorithm is predicting the energy delivered very well however
as highlighted abovehe prediction ofthe absorbed energis consistently over predietd.

This behaviour is attributed to the inaccurate prediction of the rechardega.iTherefore,
further refinements such as the inclusion of a temperature variablenaeded to estimate

the absorbed energgnore accuratelyBeside this, the low MAPE and the RMSE indicate that
the algorithm calculates the SoC of the system with gammligacy.

Table4.2: Ideal, predicted, and measurgutrformance of the SieStorage while providahgamic low FER

229 February 1stMarch 8" March
— 0l c — 0| c — 0l c
(D] =] o)) prees] ) —
£ |5 2% | € |v g% | & |5 as,
e |8 3|3 g & |B 3|3 g & |8 3|8 %
Q € o35 O Q €E |35 O Q €E |35 O
o = o = o =
X n S| E x n S| E X n S| E
L =R L S| L 2| »
Energy
Absorbed| 107.46 | 74.40 | 120.57 | 280.13| 242.40| 292.47 | 229.56| 189.47| 240.2
(KWh)
Energy
Delivered| 66.92 | 66.99 | 66.99 | 209.15| 208.73| 208.73| 162.81| 162.37| 162.37
(KWh)
MAPE
1.00 0.97 0.89 1.22 0.80 0.59
(SoC, %)
SoC
1.14 111 1.14 132 1.02 0.79
RMSH%)

Apart fromthe diffusion voltagesthe algorithmmodelsthe energy delivered very well with

a maximum error of 0.27%. The estimated energy absorbed is dramatically improved with
the inclusion of the instantaneous power losses of the system. The algonithdelsthe
energy absorbed by the SieStorage, with a iimaxn error of12.2%6when the system utilises

half of its power, and 4.64% when the system is used to its full power rddlogeover, the

low percentage of MAPE and RMSE demonstrates thatbeéel can estimate the SoC of
the system without any SoC managemt well The results of the algorithm build confidence

to deploy this algorithm to evaluate the behaviour and assess the availability of the
SieStorage for various services aBdC management approacheser extended time

periods.
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4.3. SOC Modelling while Prmiing Dynamic

Moderation Service

With minimal changes, the algorithm can laelapted to model the behaviour of the
SieStorage for the Dynamic Moderation service profile. The response of the SieStorage for
the most demanding day, the f'@f October 2017, isstimated and compared to the actual

performance of the system.

4.3.1.Validation of Algorithm for Dynamic Moderation Response
Figure4-13 shows thesimulatedbehaviour of the SieStoragéncluding the lossesyhile
providing the Dynamic Moderation service for thé"i& October 2017, shown iRigure4-8,
the most demanding day for this service profile, with te&perimental, measured
performance of the SieStoragir that day. The cyan line marks the 90% SoC which is the
upper usable SoC limit of the system. This profile was tested without any SoC management.
techniques as at the time of writing, National Grid has not released any details regarding this

matter.

Bah the SieStorage and the algorithm start the day with 38% SoC. The algonivialels
accurately the behaviour of the SieStorage with only few discrepancies. The algorithm
estimates that the system becomes unavailable for first time at 10:51:49am, wipitadtice

the SieStorage becomes unavailable at 10:51:55am, when it reaches the upper boundary of
the usable SoC limit of 90%. Since there is no SoC management, the system can only become
available again either by responding to a low frequency event, shaelivering power to the

grid, or by seldischarge due to the idling losses in the system. The SieStorage becomes
unavailable for 57 minutes and 53 seconds, while the algorithm estimates an unavailability
of 57 minutes and 55 seconds. Furthermore, thgoathm forecasts that the SieStorage
absorbed 165.94 kWh while delivering 28.40 kWh of energy in compariskg8t83kw and

29.26 kW measured during the teStherefore, the algorithm estimates the behaviour of the

SieStorage with an error of less tha#3

The biggest discrepancy in terms of capacity between the SieStorage and the model is
highlighted inFigure4-13 and was recorded at 09:41:42. It hadmagnitude of 4.75 kWh
which translates to 2.78% in terms of S®&ble4.3 compares the experimental performance

of the SieStorage to the predictedergy use alongside the SoC MAPE and RMSE inthees.
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SieStorage finishes this service window with a So@9826, whereas the algorithm
concludes the service with0.06% SoC.

1 | 1 ]
00:00 06:00 12:00 18:00 00:00
Time, hr Oct 16,2017
SieStorage seesessens Simulated

Power, kW

00:00 06:00 12:00 18:00
Time, hr Oct 16,2017

00:00

Figure4-13. Measuredand modelledSieStorag®ynamicModerationperformancefor the 16" of October
2017
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Table4.3: Measured andnodelledperformance of SieStorage while providing Dyi@aModeration

16" October 2017

Simulated
SieStorage  \ith Difference
Losses
Energy
168.93 165.94 1.77%
Absorbed (kWh
Energy
29.26 28.40 2.94 %
Delivered (kwh)
MAPE (SoC, % 1.17
SoC RMSE (% 1.02

The accuratemodelling2 ¥ (1 KS { Er@erpyl exdbdngeS &awell as the accurate
SadAYrGAz2y 2F GKS aeadasSvyqQa {2/ rftz2ga GKS |f321
and availability of the system over tis&x yearf historical dataEven though, without any

SoC managment, the model and SieStorage will inevitably diverge as the run time increases,

the low percentage of MAPE and RMSE demonstrates that the model can estimate the SoC

of the system welllt is expected, those small differences in lossesnegated folloving the

introduction of a SoC management algorithboing this will both providan insight into the

performance of the systerfor the Dynamic Moderatioservice and evaluate the impact of

the proposed SoC management techniques, which are discussdthpter 5

4.4. Outputs

¢CKS 2dziLdzi 27F GKAA& OKRapidEadatormof BaeS Sysidrd Rafingl G A2y 2 7F
For Frequency Response Operafion LJI-[1418, Ndesented in thdEEE Milan PowerTech

conference in Jun2019

4.5. Summary

This chapter contains an analysis of historical frequency data from January 2014 to December
2019,whichRSY2y aid NI 6Sa GKFG aAyOS wanmt GKS ! YQa 3INRR
FFR deatband, while the time spent above 50.015 Hz has consistently increased. The profiles

of the dynamic FFR and Dynamic Moderation services were studied to assess tthengura
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power and energy characteristics of each service. From the analysis it was found that the
average duration of a dynamic FFR event is more than double thaDwhamic Moderation
event. Nevertheless, the Dynamic Moderation profile is more demandinly im terms of
power and energy peBR therefore the maximum energy to power ratio pePis higher for

the Dynamic Moderation servic&rom the historical frequency data, the most demanding
days, in terms of energy requirements, were reviewed for bahvises, to highlight the

importance of a SoC management algorithm.

The main contribution of this chaptertise development of am\halgorithm to calculate the
output power, energy, SoC, and predict the availability othe SieStoragsystem for the
dynamic FFR andhe Dynamic Moderation service profiléBhe instantaneous power losses

of the system are derived according to the experimental sequence describ@dapter 3

and are included as a function of the current power-geint and the SoC of the storage
system.The algorithm was validated against three experimental dynamic FFR low service

windows using the SieStorage unit.

Thealgorithmmodelsthe power ofthe system for every second of service over a daily time

window. The power output of the systeim then translated to energy and the results are

displayed in terms of SoC. When compared to data from real life operation of the system, the
inclusionofthe8 a G SYQa AyaldlyidlyS2dza LR2gSNIf2aasSa AVl
calculated energy absorbed when the SieStorage is used at half of its rated power from

69.24% to 87.80%, and from 82.54% to 95.37% when the unit is used at its full power.

Thealgorithm is then validated against the SieStorage while providing Dynamic Moderation

service on the most energy demanding day. The algorithm accurately prégéictsnergy

usage of the SieStorage with an error of 2.94¥%e experimentally validated algorithm will

be used to backi Sad GKS {AS{ 02N} 3ISQa o0SKI@A2dzNJ | yR |

secondby-second frequency data over the next chapter.
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Chapter5{ 2/ [/ 2y UN2f TF2N
{ dzLILR2 NG AY3T { 02N} 3S -

The aim 6this chapter is to describe a novel SoC management approach for storage systems

GKEG FNB LINPGARAY3I | FTNBIljdzSy Oe adzl2 NI aSNPAOS:E
availability to perform the servic8he Dynamic Moderation service is used agsample.

To achieve this, this chapter will use the model validate@€hapter 4. Using the model

allows testing of the algorithm over sixyear time period, and investigation of worst case
results.Themodelledperformance of the system is then be compared to the response of the

system without any control and with a dedshnd control similar to the EFR services.

4

Predicted results for the SieStorage2 & 1 SY 2 @SNJ 6 KS 'Y 3INARRQA Yz2al

¢
(s}

recent years are used to quantify the performance improvements in terms of SoC and
availability. Thenodelledbehaviour of the SieStorage while providing Dynamic Moderation
support over six years of thastorical frequency data is used to quantify tingorovements

in availability of the system on a macro level.

5.1. SoC Management Control

As a newly proposed service, not all the details about dynamic moderation have been
concluded at the time of writing. Nevertheless, useful information can be extracted from the
soft launch of the Dynamic Containment service. Similar to the EFR speaif¢caditergy

limited systems, such as BESSs, can choose to stop their service if the event duration is
greater than 15 minutes. Therefore, the maximum energy required is calculated at 15
minutes of the full power contracted-or this investigation, the 15 mite of full power is

used to calculate the maximum energy required and thus the optimal So@osst
however, the system does not stop providing service when the duration of an event is greater

than 15 minutes.

At the time of writing, only the low poitn of the Dynamic Containment service is actiwe. F
the Dynamic Containment servicestate of charge management is achieved through
submitting baselines to National Gridhe power the asset uses to rebalance its SoC is

referred to as Ranagement Thebaselines are required to be submitted two SPsamhour, in
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advance. Energy limited assets have to abide by reaig limits on all baselines submitted

for the contract period. During the baseline, a maximum ramp rate of 5% of the contracted
quantity pe second is allowed. Submitted baselines, must be followed strictly otherwise the
F3aSiQa LISNF2NXIFyYyOS gAff 06S OKFNIOGSNRASR | a
ramp rate of 5% and the baselines submission requirements have been set to avoid any

sudden and rapid increase in demand caused by herding SoC management belf@®jour

Even though these guidelines are straightforward for assbtd participate in a single

direction support, they are ambiguous for systems participating in the full version of the

service, providing kdirectional support. Responding to frequency events that take place

during the interval period, from submitting thguidelines until the baselines are activated,

YIed NBolflryOS GKS laasSiQa {2/ OldzaAy3a GKS .

thereby impacting the performance of the asset.

5.1.1.Proposed Control Method

The proposed SoC control approach inherits thecemh of dedicating a portion of the
contracted power from the EFR service ddmhd control, while respecting the ramp rates
set for the newly proposed Dynamic Containment service. It also extends from literature
publications mentioned ilChapter 2 A novel SoC management control is proposed where
the asset dedicates a small percentage of its rated power to manage the energy levels of the
energy storag system. By this approach, the contracted power of the system is slightly
reduced to increase the availability of the asset for the frequency support seficeis a
originalapproach asio other publication has considered dividing the overall powethe

asset tobalancingand contracted powerThe lower contracted power does not necessarily
yield lower revenue since the availability of the system is now increased. Overall, this
approach does not significantly impact the revenue of the asset whitnitnishes the
requirement of submitting baselines, alleviates the dependency on the -tead, and

avoids operating in high or low SoC regimes.

FromTable3.6 in Chapter 3, it can be seen that the instantaneous power efficiency of the

system issignificantly reduced when the SieStorage operates below 10 tkérfefore a

managing power above 10 kW should be selectddreover, the selected Sa@ianaging

power had to be less than 9% of the contracted power, which the maximum permitted power

of the deadband SoC control. Thihapter will examine the benefits of dedicating 18 kW,

TOp: 2F GKS {AS{ 02N} 3ISQa NhtédBrhergyiiniaGalyd it NJ 1 dm

available energy within an acceptable barithis power is referred to aspdince Which
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representsthe peak dedicatedalancing poweof 18 kW and whosesignconvention is a
function of the SoC erroiThis offers a 16.6% reduction of the peak SoC managing power
when compared to the dealland SoC control approach. Furthermore, to avoid any sudden
and rapid increase in demand, the investigation of this chapter will continue by choosing a
maximumramp rate of 1% of the mamgng power per second, achieving a power transient
from 0 kW to 18 kW in 100 $he second by second managing poisaralled Ranagement SUCh

ramp rate is 92.5% slower than the permitted ramp rate of the deadd control approach,

and 98.5% slower whergompared to the current maximum ramp rate of 5% of the

contracted powenllowed inthe Dynamic Containment servitdals.

5.1.1.1. Target SoC

The control aims to maintain the SoC of the system within an acceptable band as defined by
National Grid for the Dynami@@tainment service, where the asset will have enough energy

to respond to a 15ninute event at full power. This band is unique for every asset and it
depends on its power and energy ratings, as well as its state of health. On top of that, to
avoid higher dgradation, the allowable SoC of the asset is limited between 10% and 90%.
For a system with the same ratings as the SieStorage and with zero degradation, an
acceptable target band would be about 43% to 57% as shown, annotated by the green shade,

in Figure5-1.a.

When accounting the 3.5% degradation, the SieStorage has manifested since its commission,
the acceptable target band is shownRigure5-1.b, now reduced to between 43% and 54%.
Moreover, to prepare the asset better for participation in either direction, the target SoC of
the algorithm shoulde set at the middle of the target band, denoted by the red dashed line

in Figure5-1.b. Therefore, for the SieStorage the target SoC has been set tp wiBih
translates t083.38 kWh in terms of capacity.
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Figure5-1. Target SoC band for SieStorage without degradation (a), and with current degradation (1
5.1.2.Control Implementation

The proposed control can easily be integrated to 8o algorithndescribed in the previous
chapter,Chapter 4 Figureb-2 below shows the flowchart of the proposed control algorithm.
The lefthand side of the flowchart represensstypical frequency response masimilar to

the one shown inFigure4-9. The service mask block of the flowchart contains the response

profile of the Dynamic Moderation service as it is describdeignrel-4 and Tablel.4.

Frequency Target SoC

SoC error = Target SoC - SoC |

I
soC

SoC>=90
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SoC<=10
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P =P + Pmanagement ‘: Pmanagement
|

p

t
Jo(P —Losses_LUT(P,50C))dt
Ergteq+SoH+3600

SoC’ = SoC+

SoC’

Figure5-2. Flowchart of SieStorage control.
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The righthand side of the flowchart is neglected when investigating the response of the
systemwithout any or with the deasband SoC control. For the case of the déathd SoC
control, the control algorithm is incorporated directly into the frequency mask block as the
system needs to check the frequencho alignwith the flexibility of the algorttm the
proposed control is incorporated in Matlab as two functions in two separate script files
highlighted by the blue and the green boxed-igure5-2. Furthermore the main benefit of

this separation is that it allows the quick debugging of the code either in Simulink or the

Matlab.

The first function, highlighted by the blue boxFigure5-2, calculates the error between the
target SoC and the SoC, denoted as SoC eriigure5-2, and consequentlyhe direction

of powerrequired to manage the energy of the system. The current SoC of the system, the
target SoC angeak dedicatedalance power comprise the inputs of tfiest function. The

error between the target and the current SoC is then calculated to inform the directon

sign conventionof the dedicatedbalancing powePsaancs When SoC error is negatii@aiance

equals to-18 kW and vice versa when SoQ@ris positivePoaance beCOmes 18 kWA
hysteresis band of 1% has been added so when the current SoC is within 1% of the target
SoC, the error is zeroed to prevent continuous corrections, by multiple charges and

dischargesand thus RjanceiS zero.

The second function, highlighted by the green boX¥igure5-2, represents a rate limiter
block, commonly found in Simulink. This function limits the first derivaiftae balancing
power. The inputs of the function are the total balancing power, the time step, the slew rate,
and the previous output of the rate limiter. The time step is constant at 1 s, representing the
resolution of the historic frequency data, whitbe slew rate represents the maximum
allowed ramp rateand it has been set to 1%. The calculation of the derivative as calculated

in the Matlab script is shown in equati@-1).

Ve Y Q 0 Qp

€0 - -
96 (5-1)

where'Y ¢ denotes the derivative or the rate of change, “Qthe current input or the

balancing power) "Q p the previous output of the controller andthe time

step between each execution step. For the initial condition of the rate limiter, rate of change
is equal to the balancing powes 0 ‘Q p is zero. The management power,

output of the function is then decided upon comparing the derivative to the slew rate, as
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described in the flowchart below iRigure5-3, whered "Qis the current output

of the rate limiter and’Y'Ys the slew rate constraint.

Pranagement (i) = (SR = timestep) * + Pmanagement(i -1

Pmanagement (l) = _(SR * timeStep) * + Pmamalge.‘rne.‘m:('E - 1)

Pmanagement(i) = Pbalance(i)

Figure5-3. Flowchart of the rate limiter output.

5.1.3.SimulationResults

To evaluate the availability improvements of the proposed approach, the predicted
behaviour of the SieStorage using the algorithm describe@hapter 4, for the most
demanding day for the yhamicModerationservice, the 18 of October 2017, is examined.

To set the baseline behaviour of the system, first the availability of the system with no SoC
control is evaluated. Then a deddnd SoC control, similar the EFR service, is applied.
Finally, the behaviour of the system with the proposed approach of the 7.5% active power
management SoC control is calculated. The availability of the system under the three

scenarios is then compared to quantify the improvenseior this particular day.

5.1.3.1. Predicted Availability without SoC Control

Figure5-4 shows the grid frequency for the 1&f October 2017, the same day shown in
Figure4-13, alongside the calculated power and SoC of the SieStorage according to the
DynamicModerationspecifications, however with a different initial SoC condition. The first
plot in Figure5-4 shows the frequency of the grid, while the dashed red lines denote the
deadband of the service. The recorded frequency is then translated to the s@teower
according tathe DynamicModerationservice and it is shown in the middle plot. The third,

and last plot shows the SoC of the SieStorage, assuming that the system was charged to 55%
before committing to the service. The dashed cyan line marks the upper limit of tideusa

SoC range, which has been assumed at 90%.
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Without any SoC management, the system becomes aitahle forthe first time at around
09:35am, when the SoC of the SieStorage reaches the 90% limit. As this approach does not
offer any SoC control, the SieStorage can only become available again either by delivering
power in the case of a low frequencyesu or by seldischarging. Without any control, the
system is unavailable for almost 79 minutes. The availability of the SieStorage is broken down
for every settlement period, to retrieve th&ervice Performance Measu&PM) and
calculate theAvailability Factor (AF) of the system. The SPM and the AF of the SieStorage for
the 16" of October 2017 without any SoC control is shown belofignires-5.
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Figure5-5. Service Performance Measure and Availability Factor of SieStorage on the 16/10/2017 without SoC
control. Initial SoC = 55%.

The overall AF of the SieStorage for the d®¢i2 ®6. More specificall during 39 out of the

48 settlement periods, the AF of the SieStorage is 100%, as the SPM is higher than 95%. For
T 4aS0GfSYSYyld LISNA2RaAX GKS {AS{G2NJ}3SQa {ta
an AF of 75%. Finally, for two settlement periodstween 10:30am and 11:30am, the
SieStorage registers an SPM of 35.3% and 19.61%, which reduces the availability factor of the
system to 50%.

5.1.3.2. Predicted Availabilitwith DeadBandSoQControl

This SoC management approach is derived directly from the &WResdocumentation,

which is considered the standard SoC management approach in the literature. For the EFR
service, an asset is allowed to use up to 9% of the contracted power to manage its SoC when
GKS 3INRARQ& T NBhaublytheicasbfihe SigStoiade IhisRrénkldtes to 21.6

kW, when the system commits all of its power to the service. When the asset manages its
SoC, the maximum ramp rate allowed is 1% of the contracted power per second, which
equals to 2.4 kWI/s for the SieStorage syst Accounting for the degradation of the
SieStorage, a target SoC of 48% is selected as mentiosedtion5.1.1.1.
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The calculated predicted power of the SieStorage alongside the SoC management power are

shown in the top plot oFigure5-6 for 16 October 2017, while the SoC of the system is shown

in the bottom plot. The red dashed line in the bottom ploaghlights the target SoC. As the

aGFNIAYy3 {2/ 2F GKS aeaidsSy Aa ppizhandihg R GKS 3INRAR
SieStorage is subjected to a discharge to bring the SoC down to 48%. Due to the wide dead

band of the namicModerationservice, the system has the opportunity to-lvalance its

SoC.
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control. Initial SoC = 55%.

By following the deadband management approach, the overall availability of the SieStorage

for the day rose from 94.27% to 99.48%. The&S&imge becomes unavailable for 7 minutes

and 10 seconds, slightly after 11:18am. Besides the unavailability during that settlement
LISNA2RY (GKS {AS{d2N}r3S Aa TFdzdte | @At otSd ¢KS
settlement period falls to 76.11% 3t is shown in the top plot iRigureb-7. This performance

corresponds to an availability factor of 75%, shown in the second pkigafe5-7.

Even though this method dramatically improve the availabaftihe system during the most

demanding day, there is one main limitations with such approach.réfialancemethodis

2yte STFSOUAOYS ¢KSYy (KS dstrRited deFddobdjfazay O8 A& G A
130



SoC Control for Frequency Supporting Sterggstems

prolonged period of time. More specifically, prito the system being unavailable, from
10:30am to 11:30am, 23 high frequency evewtse recorded, with an average duration of
2 minutes. During these two settlement periods, the frequency returned to the dheeu
23 times, however, the average time thiie system stayed in the deduhnd was 34 s. The
short duration the system spent inside the deband did not allow this management
technique to discharge the asset to the target SoC. In total, on tHeofil®ctober 2017, the
frequency was within the 58 0.1 Hz deadband for approximately 20 hours.

Furthermore, the maximum committed power of 9% may impose an issue to the stability of

the future grid since as mentioned @hapter 1, the increased renewable penetration, leads

G2 I NBRdzOGA2Y 2F (GKS a2adSyQa AYySNIALFZ gKAO
Therefore, due to the uncertainty of the dedodnd duration and the power requirements of

such So@anagement approach, this method is not attractive.
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Figure5-7. Service Performance Measure and Availability Factor of SieStorage on the 16/10/2017 with dead
band SoC control. Initial SOC = 55%.

5.1.3.3. PredictedAvailabilitywith Proposed SoC Control
The proposed SoC control is blending elements from both the Dynamic Containment and EFR
guidelines as described by the flowcharts Rigure 5-2 and Figure 5-3. The predicted

behaviour of SieStorage is shown in the top piadure5-8. The blue trace is the service
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power, while the red line denotes the management power. The SoC of the SieStorage is

shown in the bottom plot, while the red dashed line, highlights the target SoC.

7 ~

At the start of the day, 9i0OS G KS aeadsSyQa {2/ Aa o208 GK G
LI26SN) Aa yS3aAFaAoSs atz2gfeée RAAOKFNAAYy3a GKS ae
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-

management power rises to the maximum permitted balancing pafd8kWw untilthe SoC

of the SieStordA S NX I OKSa GKS GIFNBSG {2/ 2F ny::2d 1 a az2zy
target SoC, at around 00:33, the management power begins to slowly decay back to 0 kW.

The SoC control is then reactivated once the current SoC of the system déwidésof the

target SoC which takes place around 00:43 as shown in the left hand stipiof5-8.
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SieStorage ads spending time in a high SoC range for a prolonged period of time. The

SieStorage registers a maximum SoC of 80.44% at 11:25am, which is 10% less than with the

deadband SoC control cadeigure5-6, and thereby avoids becoming unavailable. Therefore,

both the SPM and the AF of this approach are 100%.

5.1.3.4. Availability Improvements

A major variable that may influence the availability of the system is the SoC level@rior t
commencing the service. To quantify the availability improvements of the proposed SoC
control, for the 16 of October 2017, two further predictions with an initial SoC of 25% and

75% respectively have been performet@iable 5.1 summarises the unavailability and
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Availability Factor of the SieStorage for thé't8 October 2017 for 25%, 55%, and 75% initial
SoC.

Table5.1: Unavailability and Availability Factor for different initial SoC values, 16 October 2017.

Starting SoC 25% 55% 75%

Unavaila | AF, % Unavaila | AF, % Unavaila | AF, %

bility, s bility, s bility, s
No control 2810 96.3%% 4734 94.27% 6459 91.6®0
Deadband

431 99.48% 430 99.48% 430 99.48%
control
Proposed Sof
0 100% 0 100% 0 100%

control

As seen inTable5.1, for the 16" of October 2017, the starting SoC impacts only the
availability of the system when no SoC management technique is implemented. This is due
to the historical frequency profile dhe day, as the system spends most of the time within
the deadband. Moreover, this is the reason that in this case, the unavailability of the system
when using the deatband SoC control approach does not vary with the starting SoC. For this
day, both thedeadband SoC control and the proposed SoC control perform very well.
Depending on the unavailability penalty charges, the dieandd control approach might yield

the highest earning as for the proposed SoC control the operator commits 92.5% of the

a @ a (raapawer.

NeverthelessTable5.1 shows that the time of the system being unavailable is dramatically
reduced, in this case eliminated, when the asset follows theppsed SoC control in
comparison to the deadband control, while it shows that, this improvement is regardless the
initial SoC of the systerfrurthermore, the proposed approach avoids any time on high SoC
regimes as well asdffers a 92.5% slower poweransient, 0.18 kW/s versus 2.4 kW/s, which
has a lower impact on the grid’he predicted behaviour ofthe SieStorage for the three
control approaches for 25% and 75% starting SoC are showippendix35.1 and 5.2

respectively.

5.2. Long Term Availability Improvements

Toidentify the benefits of the proposed SoC control, the long availability of the system is

evaluated. Thenodellingalgorithm b set to evluate the behaviour of the system with each
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of the SoC controllers, for every 24 hour period from tHeflJanuary 2014 until the Sf
December 2019. The two days each year when the clock is changed beGveenwich

Mean Time(GMT) and daylight savig time were omitted as their timestamps were not
recognised by MATLAB. In total, 2179 days were analysed. The initial SoC was set to 50%

since over such a long period of time, the initial SoC had little impact on the results.

To avoid depleting theapacity of the system due to the idle losses when there is no SoC
management implemented, it is assumed that the system is automatically disconnected
when the SoC reaches the lower allowable limit of 10%. It is further assumed that the system
automaticaly reconnects and resumes service as soon as there is a high frequency event
which causes the system to charge. Besides this, it is assumed that over these six years, the
operator does not interact with the system, and the SoC management depends only on the

control method.

4

5.2.1{ & a { FeNofmancd actorwithout Control
Over the six years examined, the SieStorage spent 40.24% of the time below 15% SoC and
just 1.80% of théime above 85% SoC. The SoC of the system was between 10% and 11% for
25.25% of the timeEven thoughidling in such low Soi8 detrimental to the availability of
the asset it is beneficial to the battery lifetimasmentioned insection2.4. Figure5-9 shows
the SoC distribution of the SieStorage without SoC contrdfigare5-9 the SoC has been
separated into bins of 1% for clarity. During the 2179 days analysed, the system was forced
to disconnect on 1322 days due to the I&@C conditions, while on 114 days it the system
became unavailable due to high SoC. In general, the mean SoC of the SieStorage is 27.26%

which is outside of the acceptable target SoC band.
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Figure5-9. SieStorage's predicted SoC distribution with no SoC control over six yearsl @bitA.

From the 2197 dayanalysed, the SieStorage failed to be fully available on 1436 days with a
mean unavailable time of 6 hours and Bfnutes. Overall, the system had an availability

factor of 82%.

Figure5-10 breaks down the unavailable days according to the day of week in the top plot,
month of the year in the middle plot, and year in the bottom. According to the daily
distribution of the events, the SieStorage was most likely toitmble to respond fully over

the weekends. In terms of months, SieStorage recorded the most unavailable days between
Juy and December, while January to April appear to be the months that SieStorage is most
available. When separating the 1436 unavailable days per year, it is visible that most of the
unavailable days took place in 2019. From the bottom ploFigure5-10, it is also apparent

that 2015, was the year SieStorage was most available.

Figure5-11, shows the service performance measure, how the system performed in terms of
availability in each settlement period for all the unavailable days. From this figure, it can be

seen that the performance of the SieStorage falls between 5:00am and 8:80dratween
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the 11" and the 17" settlement period as highlighted by the dashed red box, at around
64.49%.
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Figure5-10. Distribution of unavailability events per day, month, and year withoutc®o@ol over the period
20142019 inc.
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Figure5-11. Service performance measure per settlement period over six years without SoC control.

4

522{ 2aidSyQa wifhNDFaaRdMSoPCo/Erol
For the days analfsR X G KS 3INARQA FTNBIj dzSy O80.0G6+ HzA Y AARS
zone,48.46% of every dayan asset would be likely to benefit from a ddaahd, SoC control.

The distribution of the SieStorage SoC with the deadd control, separated in bins of 1%,

is shown irFigure5-12. The SoC distribution of the SieStorage is dramatically improved when
compared to the case where no SoC control was presagtre5-9. As a result, SieStorage
avoids spending time at the edges of the allowable SoC bands. With thebdeadcontrol

the asset experiences only one disconnectdtre to low SoC. Overall, the system spent
95.93% of the time within the desired target SoC band of 43286, while he mean SoC of

the system wag7.60%, or81.61 kWh.
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Figure5-12. SieStorage's predicte®bC distribution with deatland SoC control over six years (2d®4nc).

The introduction of the deattand SoC control improved the availability of the system. The
SieStorage was unable to be fully available on only 11 days with an average unavaifability
10 minutes and 56 secondsigure5-13 shows the distribution of the unavailable instances

by days of the week, months, and years. Similar to the case without Glcthe majority

of the events take place during the weekdays. When categorising the incidents on a monthly
basis, most of the events took place in October. Whereas on a yearly scale, almost half of the
unavailable occurrences were registered in 2018weler, a monthly or yearly correlation

cannot be formed due to the small number of unavailable incidents.
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Figure5-13. Distribution of unavailability events per day, month, and year withd&z@band control over the
period 20142019 inc.

Over the 6 years of data analysed, th&al availability of the system with the dedzhnd SoC
control is 99.995%. During the unavailable days, the mean service performance measure of
the settlement periodsis 99.24%, while the minimum SPM is registered during th& 18
settlement period, betweel®8:30am and09:00am, at 91.87%.

Figure5-14shows the SoC of th&ieStorage floevery day the system was unavailable to fulfil

the service completely. The dashed cyan line marks the upper and lower limit of the usable
SoC. The dashed red line is the target SoC of 48%. The green shaded area ntargetthe
SoC of 43%54%. Finallythe solid blue line shows the SoC of the SieStorage during the 24
hour period. The first ten of the unavailable events happen because the SoC of the system
reached the maximum allowable SoC of 90%, while for the last day, thefZBecember

2019, the SiStorage becomes unavailable as its SoC reaches the lower usable limit.

It can be seen that for all but one of the days the asset started service with a SoC within the
acceptable target zone. From the eleven days that the system did not manage to respond
fully, the 12" of January 2015, was the worst as the SieStorage was unavailable for 28

minutes and 55 seconds.
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Looking at the plots ifigure5-14, there is ncapparent correlation between the availability
and the initial SoC of the system at the start of each day. Moreover, most of the events
causing the unavailability of the system are taking place in the first half of the day, however,

once again, no direct celation can be drawn.
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Figure5-14. SieStorage predicted SoC for all eleven unavailable incidents witHodeadSoC control.

4

523{ @aidisSyvyQa

wih g RropdskdySecdntrol

The predictedongterm performance and availability of SieStorage with the proposed 7.5%

active power SoC control are examined over the 2094eriod. ie SoC distribution of the
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SieStorageshown inFigure5-15, is dramatically improved with thproposed SoControl

when compared to the caseithout SoC controlfFigure5-9. When compared to theead

band SoC control shown Figure5-12, the performance of the system with the proposed

SoC control is also improved dwtsystem spenmore time, 98.2246 against 95.95% when
compared to the deadhand SoC contrplvithin the acceptbletarget SoC band of 43%4%.

The mean SoC of the system over the six years wa@8%and SieStorage spent on/007%

of the time above 85% SoC. The minimum SoC recorded over the six years was 22.62%, a

significant increase from the 10% recordedwiihe deadband SoC control.
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Figure5-15. SieStorage'predictedSoC distribution witlthe proposed 7.5% active power Sodhtrol over six
years(201419 inc)

The availability of SieStorage with the proposed 7.5% active power SoC control is improved
significantly over that with the deadand SoC control. Over the 2179 days analysed, the
system was unable to fulfil the service completely on only three of theniciwis a72.7%
reduction when compared to the dedahnd SoC control. For those three days the system
wasunavailable for 9 minutes ana@l7 seconds on averagd he unavailable days took place

on three separate weekdayas shown by the top plot Frigure5-16. As with the deadband

SoC control, two thirds of the unavailable events took place in the month of October. In terms
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of years, as shown in the bottom plot ligure5-16, the unavailable occurrences took place
in 2015, 2017, and 2018.

Over the six years, witthe proposed %% of active poweSoC control, the SieStorage
registers an aailabilityof 99.998%The mean service performance measure of the days the
system was not able to respond fully wg&34% Figure5-17 shows the service performance
measure per settlement period for the days where the SieStorage was unavailable. From
Figure5-17, it can be concluded that the system performs better on the second half of the
day. Theminimum SPM is registeregduring the 18 settlement period, between 08:30am

and 09:00am, aB0.48% the same as with the deddand SoC control.
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Figure5-16. Distribution of unavailability events per day, month, and year withproposed 7.5% active power
SoCcontrol over the period 20149 inc
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Figure5-17. Srvice performance measure per settlement period over six ygr$419 inc)with the proposed
7.5% active power Santrol.

Figure5-18 shows the SoC of the SieStorage for each day that the system was unable to fulfil
the service completely. The SieStorage started service every day, within the target SoC band;
just a few percentage points below 48%. On each of the three days thaly#tem did not
manage to respond fuljjthe system with the deatband SoCcontrol was also not fully
available.The 7.5% active power SoC control reduced the unavailability time on each of the
three days that the system was not fully available by 62:&8 average when compared to

the deadband SoC control. The reduction of the unavailable time corresponds to an
improved SPM, however due to the SPM and availability faotsks described ihablel.3
section1.2.2., these improvements do not translate into such a significant improvenment

the availability of the system.
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Figure5-18. SieStoraggredictedSoC for althree unavailable incidents witthe proposed 7.5% active power
SoCcontrol.

5.2.4.Discussion of Availability Improvements
Table5.2, summarises the performancand availability of the SieStorage for the analysed
period of six yearswhile Figure5-19 showsa more detailed view of the SoC distribution
between 45% and 50% SoCThissection highlights that a SoC management control is
essential to ensure adequate performance of the assetavpdrticipating in frequency
response services. Due to the large ddwhd of the PnamicModerationservice, an EFR
style control improves the performance and availability of the asset. However, since a dead
band control is not chosen for the Dynamic Gonment service, which has a narrower dead

band, such an approach might not be desired by National Grid.

¢KS LINRPLRASR {2/ O2yiNRf sAGK TOpm: 2F GKS ae
SoC and a ramp rate of 1% of the management power, decreasaesntvailable time by

76.44% when compared to the deddnd SoC control. However, due to the service
performance measure and availability factor masks, this improvement does not propagate

to the availability factor of the system. Therefore, the propose8%.active power
management control, offers only slightly better availability performance than the -dhead

SoC control.
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The key takeaway of the above analysis is that even with a significantly slower ramp rate and
lower peak managing power, better availlitly is achieved when compared to the existing
deadband SoC control, while it is independent of the time spent within the elsatt.
Furthermore, the proposed SoC control, minimises the time the system spends in low and

high SoC regimes, where degradatizecomesigher.

Table5.2: Summary of SieStorage availability over six years (291Ac).

Not DeadBand | 7.5% Active Powe|
Managed | SoC Control SoC Control
OverallService Performance Measur{ 81.14% 99.996/% 99.99%
OverallAvailability Factor 82.00% 99.996/% 99.998%
Days unavailable 1436 11 3
Timeunavailable s 35512255 | 7224 1702
Mean SoC 27.268% 47.60% 4793%
Time spent >= 85%0C 1.80% 0.020 0.01%
Time spent <= 15%0C 40.24% 0.01% 0.00%
Time spent 4%- 49%SoC 1.28% 79.14% 88.37%
Time spent 4%- 54%SoC 7.17% 95.93% 98.43%
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Figures-19. SieStorage's predicted SoC distributimtween 45%50% So@sing the three contrahpproaches

over six years (20149 inc).

TableA-5.1 in Appendixs.3 shows and compares the performance of the system with and
without anySoCcontrol for theelevendays the asset was not fully available, while the dead

bandcontrolapproach was followed.
5.3. Summary

This chaptedescribesa So@ontrolwhichaimsto maintainthe SoC o#é storagesystemthat

is participating infrequency responseservicetk | YR (G KSNBoeé (G2 AYyONBI
availability The proposedontrolinvolves the asset dedicating a small percentage of its rated

power to manage the SoQ.he proposed technique has similarities with existing dieadd

SoCcontrol, however, it offers better system performance with fewer unavailability
instances while it decouples the SoC management of the asset from the time spent within

the deadband. Such an algorithm continuously manages the SoC of the ,amsgteven

though this approacincreagsthe amounts of imported/exported energit,eliminatesthe
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needfor submitting manual baselines ahead of time, as it is currently instructeigbipnal

Grid, making the SoC management less complex for agsmators

The performance of the system during the most demanding day in the UK over the last six
years is examined under three scenarios; without SoC control, with-deaad SoC control,

and with the asset dedicated 7.5% of its rated power to manage its SoC. The proposed SoC
control has a slower ramp rate and dedicates less power for SoC management in comparison
to the deadband SoC control approach. The performance of the system is exanniuied

three initial SoC conditions. It is shown that the initial SoC only impacts the availability of the
system when there is no SoC control. Furthermore, the SieStorage achieves 100% availability

with the proposed 7.5% active power SoC control.

The lom-term performance and availability of the system with each SoC control are then

analysed by predicting the response of the system over six years of historical frequency data,

from 1% of January 2014 until the S1of December 2019, while providing theymamic

Moderationservice. Even though, during this time, the grid spent more than 50% of the time

within the 50 + 0.1 Hz deddland, the proposed SoC control performs better than the dead

band SoC control. It is demonstrated that by dedicating 7.5% ofthe§ SYQa L2 ¢ SNJ NI (A y 3
SoC control, the time spent within the target SoC band is increased. Furthermore, the

proposed SoC control achieves a reduction of 76.44%entime that the system was

unavailable to respond when compared to the ddazahd SoC conbl. Unfortunately, such

improvements do not directlgorrespond to enhanced profitability due to the curre®PM

and availability factor mask.

148



Conclusions and Future Work

Chapter6/ 2y Of dzaAa 2y a |
2 2 NJ,

This chaptesummarieshe research work presented in thiesis. Themain contributions

of this projectare highlightedand conclusionsrom the preceding chapterare drawn

Finally further research opportunities are identified.
6.1. Summary oKeyResearch Findings

6.1.1.Efficiency ad Instantaneous Power Losses of a Commercial BESS

A test sequenewas designed to evaluate the performance d@40 kVA 180 kWh Siemens
SieStorage BESS$ross 237 unique operating conditions, for ten different real power set

points and across the 5% to ®0SoC operating window.

The instantaneous power losses of the SieStorage range from 1.35 kW to 13.94 kW
depending on the real power s@bint. The losses of the system depend mainly on the
current and the power sepoint, while it is shown that the SoC tife system has low

influence on the losses. The system is most efficient when operated between 90 k¥\240

The rounditrip efficiency of the system ranges fros4.48% to 97.60%. The system is most
efficient when is operated between 45 kW and 110 kW levbperation below 36 kW yields
the lowest efficiency. Theound-trip efficiency of the system reduces as the SoC reduces,
since this causes the current to increase. Moreoassmaller SoC operating range yield
higher efficiency as the systeoomponents reach thermal equilibriurkor a bidirectional

provision of frequency support services, the optimal SoC for the system to idle is 48% SoC.

6.1.2.Predicting thePerformanceof a BESS for Frequency Response Services
Historical data from January 2014 December 2019 has been used to obtain #went
likelihood of the dynamic FFR and Dynamic Moderation service profiles. The dynamic FFR
service features a narrower dedmhnd, which results to more events of greater duration.
Nevertheless, due to the shagpgradient of the Dynamic Moderation servjd¢bese events

require greater power and energy.

An Ah counting model has been developed in Matlalctdculate the output power, energy,

SoC, angredict theavailability ofthe SieStorage while providing dyn& FFR and Dynamic
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accuracy of the calculated energy absorbed is increased from 82.54% to 95.37% for the

dynamic FFR service, when the system commits its full power.

Thealgorithm predicts the energy usage of the system with an accuracy of 97.06% while
providing Dynamic Moderation service for the most demanding day of the six years of data

examined.

6.1.3.Proposed SoC Control for Frequency Response Services
A novel 8C mangement control is proposed where the asset dedicates a small percentage
2T GKS aeéadswaomnagelthé ST led@hé BeNdrmance and availability
improvements of the system when dedicating 7.5% of its rated power is examined. Such
power offersa 16.67% reduction of the peak SoC managing power when compared to the
existing deaeband control. The proposed ramp rate of the control is 1% of the managing
power, which is 92.5% slower than the permitted ramp rate of the deawld control and
98.5% slowr with the maximum ramp rate allowed in the Dynamic Containment service

trials.

The predicted performance of the systdar the six years of data examinedthen compared

to the response of the system without any control and with a dbadd control simar to

the EFR serviceEhe proposed SoC control, decreases the unavailable time by 76.44% when
compared to the deadband SoC controFurthermore, with the proposed SoC control, the
system avoids spending time in high SoC regimes where degradation becomes excessive.
Moreover, the system spends 2.5% more time within the /3% SoC band, compared to

the deadband control.

Therefore, evenvith a significantly slower ramp rate and lower peak managing power, better

availability is achieved when compared to the existing deadd SoC control. Finally, the

LINPLI2Z&ASR O2y(iNRf Aa&a AYRSLISYRSyld 2F GKS GAYS

band.
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6.2. Conclusions

Thisthesishasproposed a SoC management algorithm for a BESS participating in frequency
response servicesn Great BritainG K G Ay ONB I & &vailabilitishd asioddsi & S Y Qa

operating in low and high SoC regions.

This projects usefuito various stakeholderdNamely asset operators can benefit from lower
complexity and enhanced delivery plannireguipment suppliers cahe better informed
when designing their products for such applicationfgiem could use this work tofluence
future regulations, and National Grid to define future automated frequency support services.
This researcltan also be performed to other countries, given sufficient historical frequency

data.

TheroundHtrip efficiency and instantaneous power loses of the systhave been mapped
across itdull operating power and SoC rand@ée instantaneous power losses of the system
depend on the operating power s@bint. Theround-trip efficiency ofthe system reduces as

the SoC reduces. Furthermore, the system is more efficient for the smaller range of SoC

operating conditions tested as the components of the system reach thezmqalibrium

Analgorithmwas developedo calculate the output power, eneyg SoC, antb predict the
availability ofthe asset for thedynamic FFR and the Dynamic Moderation servitée
instantaneous power losses of the systarare includedas a lookup table to increase the
accuracy of the algorithmThe algorithm was Viated against the response of the
SieStorageWhen the system is used in full power the algorithm predicted its enesgge
with an accuracy of 95.37% ar@l7.06% when providing dynamic FFR and Dynamic

Moderation service respectively.

Furthermore, anovel S& managementontrolis proposed for which thasset dedicates a

percentage of its rated power to manage its Sbs thesis demonstrates the improvements

on the SoC distribution anavailability of the assetwhe yf &8 T ®dp’z 2F (KS a@:
power isdedicated to manage its Sothis selection offer$6.67% lower peak SoC managing

power when compared to the deasand SoC control approach. The selected ramp rate of

the control is 1% of the managing powger secondo avoid any sudden and rapid increase

in demand Thisramp rate is 92.5% slower than the permitted ramp rate of the dbadd

control approach, and 98.5% slower when compared to the current maximum ramp rate of

5% of the contracted power for the Dynamic Containment service.
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Thelongterm performance and availability of the system withSoC control, with thdead

band SoC control and with the proposed SoC comat®knalysed by predicting the response

of the system over six years of historical frequency dftan 1% of Januay 2014 until the

31% of December 2019, while providing thgiamicModerationservice. Theproposed SoC
control achieves a reduction of 76.44% in the time that the system was unavailable to

respond when compared to the dedwand SoC control

Finally, National Grid has concluded on the delivery requirements of the Dynamic
Moderation service. Subsequently, theerviceprofile has slightly changein two ways
similarly to the Dynamic Containment servieich includes two linear deliveries and one
deadbandzone First,the deadband ofthe service is now shrurto 50.00 Hz + 0.015 Hz.
Secondly, a knee poiat + 0.1 His introduced where the asseis expected to deliver 5% of

its contracted powerBeyond that point, the service will lineargspond to any event until

the 50.00 Hz = @Hz mark, where the service will become fully activated.

6.3. FurtherResearch Opportunities

9 Incorporate a rairflow counting algorithm

At the moment, the algorithm can predict the energy throughput of #ieStorage unit over

a prolonged period of time. However, the current algorithm assumes the system does not
experience any degradation during the investightiene. In reality, over a number of cycles,
the overall capacity of the system will be reducede Tdapacity fade a battery system
experiences has been linked to tleeerall number of cycleand their depth. A rakilow
counting algorithmcan be used to count partial cycles and predict the capacity fade of the
system over time. This information can thee used to dynamically change the target SoC

band of the control algorithm and also to investigate how different control techniques

RSRAOIFIGAY3I RAFTFSNBYU LISNOSy Ul 3Sal afed thad2 6 SN G2 Y

degradation and the profitability ahe system.

1 Temperature depedent experimental tests of the SieStorage.

It is known that temperature affects the performanaad degradatiorof a battery system.
¢tKS OdNNBy i SELISNAYSyidlt LINROSRdANBaA-trigkl @S
efficiengy and instantaneous power losses, assuming that afreconditioning unitswill
YEAYGEAY | O2yadltyd GSYLISNI GdzZNB  LINRffthet S
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moment, little to no information is available on when the battery rack cooling fans are active.
More vigorous test profiles while setting ttagr-conditioningsystem output temperature at

various levels will add an extra dimenstoni KS d2aidSyQa gSFFAOASyOe

9 Use Machindearning to incorporate the losses in the algorithm.

Machine learning algorithms to predict the losses of the system for specific operating
conditions can be trained once enough data has been gathered for various SoC, power,
temperature opeating setpoints. The machine learning can be used to discover patterns in
the data, analyse trends, and make predictions on the behaviour of the syatbatween

the tested conditionsThe machine learning algorithm can replace the current 2D-lgpk

table and improve the efficiency of the algorithm.

1 Experimentally validate the performance and availability improvements of the system

for a long period of time.

Long term experimental tests of the propos8dC controlleare necessary to validate the
predicted results of the performance and availability improvements of the system. Bseth
tests, the system may be subjected to responding in month long historical frequency
datasets without any SoC control, with the delagind SoC control and the proposed SoC
control. Doing so will quantify any experimental performance and availability improvements
from the proposed SoC contrdfurthermore, these tests will providgeaterconfidence in

the modellingalgorithm.

1 Investigatededicating various power managemeuércentages.

Further work can take place to examine the impact of different dieadds,dedicating
different power levels as well as ramp ratefor the proposed SoC control metho8uch
investigation can be used to optimise these variables of the comthille simultaneously

minimising the degradation and unavailability of the asset.

1 Investigate thempact ofthe proposed So€ontrol on the power network.

Future work can investigate the impact of the proposed SoC coajfol 1 KS | YQ&
network. This work is necessaty investigate the implications of such algorithm, simase
the number of BESSs increadefipwing this control approach would increaseetamount

of exchanged energy, to balance the asSBC This investigation will include a detailed

Y|
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This work will examine the transient characteristics of the gridrafignificant frequency
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events. Furthermore, it can assess the scalability of the proposed control in a system with
high renewable penetration and multiple BESSs. This work should be a collaboration with

National Grid to ensure thgrid network has beesimulated properly.

6.4. ResearclOutputs

The data collected during the experiments has been uploaded online and can be accessed on

the UKERC Energy Data Centre wielj$b1].
Two publications have been produced:

[l ¢a2NNLI GT 2dzRAAT ! @ WO C2NRE@GKI YR wd ¢2R
ratingforF NB1lj dz=Sy O0& NBalLl2yaS 2LISNIGA2yXé AY Hamdgp L9
2019, 2019, doi: 10.1109/PTC.2019.8810540

21!/ ® . 2f1T2yAS vod %BKdzZ +d ¢aA2NYLI GT 2dzRA &
Characterization of Grifl OF £ S 9y SNHe& { (2 NI 3 Sedihga a
(Industrial ~ Electronics  Conference), 2019, vol. 20t®b, doi:
10.1109/IECON.2019.8927099

w»
N
QD

One more publication im the submission pending stage:

[1]V. TsormpatzoudisQ. Zhuw® ¢ 2 RRX | y A Holistic \GetvNohi thel KX &
Instantaneous Power Losses and the RTE of a Commercial Battery Energy Storage

Systenk €
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2.1 BESS Projects in the UK

Table A2.1: BESS Projects in the [7K].

Location Technology | Rated Power| Voltage Level
(kW) (kV)
Carrickfergus | Northern Ireland Lkon 10000 275
Leighton Buzzard England Lion 6000 11
Rise Carr England Lion 2500 6.6
Wolverhampton England LHon titanate 2000 11
Kirkwall Scotland Lion 2000 11
Peterhead Scotland LHon 1000 33
Dorset England Lkon 598 11
Butleigh England Lion 300 11
Berkshire England Lion 250 11
Milton Keynes England NaNiCl 250 11
Rise Carr England Lion 100 6.6
Denwick England Lkon 100 20
Slough England Lkon 75 0.24
Isle of Eigg Scotland PAc 60 3.3
Rise Carr England Lon 50 6.6
Wooler England Lion 50 20
Maltby England Lkon 50 0.23 kV
Isle of Muck Scotland PoAc 45 3.3kV
Isle of Rum Scotland PoAc 45 N/A
Isle of Foula Scotland PAc 16 3.3kV
Horse Island Scotland PAc 12 N/A
Flat Holm Island Wales PoAc 5 N/A
. Vanadium 5 N/A
Wokingham England Redox Flow
Cardiff South Wales Lkion 2 N/A
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3.1 Grid Side Measurement Error Calculations

Asestablished irsection 3.2.3the PX8000 power scope uses the rms voltage, rms current and the
phase differencebetween the voltage and the current for eagihase and then sums them up
calculate the total power of the systerm thissection it isalsoestablished that the measurement
uncertainty of the Pico TA167 , IS 1%, while the Yokogawa PX8000 power scope has an
accuracyj of £0.1% of reading and +0.1% of the selected range denotéd as .
Furthermore, the measurement uncertainties are independent and randdinereafter, the

uncertainty for each voltage phase is given by

10 1 ™ T T®TP (A3-1)

Similarly, the uncertainty for each current measurement is given by:

O 1 1 p m ™ pb (A2

Wherewdenotes the measured phaséhe uncertainty of thephase differencdoetween the voltage

and the current fotthe phasew,] A T -Qis calculated as follows:
. . AARO A
1AT© —— 7 — OEE — (A3-3)

Where—is assumed to be 12Gince the grid is balanced, andis given as the uncertainty between

the voltage and the current measurement in radians:

T — 10 7C ™® ¢ pS P8 WYPY% (A3-4)
Therefore (3), becomes:

TAT-0 OBt mpoob (A35)
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To obtain the uncertainty ofthe power for one phase, the above uncertainties are applied to the

equation(A3-3) from section3.2.3.

70 1707 QAT-O 70 1 Q 1A1-©
- - s (A36)
10 17 1TA1-© TP T p ™o ¢
p® o b
Finally, the total power measurement uncertainty is given by:
10 10 10 10 (A3-7)

However, as the measurement error for all three phases is constant, equ#t®n) becomes:

10 ol 0 Mg 0 ¢c&mt p be® b (A3-8)
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3.2 Simulink Schematic of Efficiency Tests
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Figure A3.1. Simulink schematic abund-trip efficiency code.
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3.3 Battery and Converter Temperature at the End of

Discharge
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Figure A3.2a. Battery tamperature at the end of the discharge.
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Figure A3.2b. Converter 1 maximum temperature.
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