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Memory-aware Attentive Control for Community Question Answering with Knowledge-based Dual Refinement
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Abstract—Question answering system in open domain enables a machine to automatically select and generate the answer for questions posed by humans in a natural language form on the website. Previous approaches seek effective ways of extracting the semantic features between question and answer, but the contextual information effects in semantic matching is still limited by short-term memory. As an alternative, we propose an internal knowledge-based end-to-end model, enhanced by an attentive memory network for both answer selection and answer generation tasks by considering the full advantages of the semantics and multi-facts (e.g. timescales, topics and context). In detail, we design a long-term memory to learn the top-k fine-grained similarity representations, where two memory-aware mechanisms aggregate the series of semantic word-level and sentence-level similarities to support the coarse contextual information. Furthermore, we propose a novel memory refinement mechanism with the two-dimensional of writing heads that offer an efficient approach to multi-view selection of the salient word pairs. In the training stage, we adopt the transformer-based transfer learning skill to effectively pre-train the model. Experimentally, we compare the state-of-the-art approaches on four public datasets, the experimental results show the proposed model achieves competitive performance.

Index Terms—Information retrieval, memory architecture, knowledge based systems, distributed memories, attention mechanism.

1 INTRODUCTION

LONG-TERM semantic matching is one of the major challenges in the question answering (QA) system. The task is to automatically answer the question based on a full understanding of the human-level language combined with context [1]. Two question-answer examples are shown in Fig. 1 over a span of text in context, each with three candidates in the answer pool. Regarding the object “cat” in two questions, the keywords “Garden” and “Sandra” in the context respectively indicate the location, and personal information related to “where” and “who” in the questions, these keywords are necessary to judge the correct answer. However, similar keywords in the context may determine the answer, such as “bathroom”, and “mat”. The semantic matching is not robust based on independent keywords.

Although recurrent neural network (RNN) models encode the relationship between adjacent words in a sentence, the memory capacity is limited by the length of context. Recently, the pre-trained transformer-based models [2], [3] derived by neural language models (e.g., BERT [4], ELMo [5] and RoBERTa [6]) achieve the impressive matching accuracy results. Specifically, the works [2], [3] build the transformer-based model to learn the semantic dependencies between words and sentences on a large dataset. However, they focus on activating specific masked words but ignore the effect of background information, which can enrich the interactive and global information in QA system.

Typically, memory networks [7], [8] generally adopt long-term memory structure to capture the semantic dependencies from sequential data. The memory-based neural networks [7], [9] recently have shown promising improvement in QA matching. The advantage of the existing net-
works with external memory units is that the memorization performance varies over time scales and the memory cell has a certain data throughput, so as to realize the functions of content update, storage and forgetting. However, the current state-of-the-art works are trapped in two aspects for community semantic matching: 1) The fixed refinement mechanism is not adaptive to record the interactive components. The previous memory-based networks [9], [10] either initialize a random memory vector to record a small amount of contextual information (e.g., to the end of word portions “...bathroom with the cat”) or use a large-size memory matrix to encode entire sentences for each iteration process. 2) Limited size of the memory cell causes less external knowledge related to the question and the knowledge is compressed during propagation.

To analyze the semantic interaction with the effective knowledge base of the memory network is a challenge for QA matching. The proposed method designs the dynamic memory network to focus on addressing the above problems with a novel memory refinement, it benefits to analyze the tokens matching process and strengthen data storage capability. To address the problem of the fixed refinement mechanism and the size limitation of the memory cell, the model designing a dynamic memory network that also 1) learns the similarity representation between positional words (e.g., “in hand” and “hand in”) in the sequence, 2) memory the prior long-term semantic knowledge, 3) extract the vital similarity elements from the memory system.

In most cases, the answer selection task without insufficient context would result in low matching accuracy. For instance, the short question Q in Fig. 2 only has a few words. It is difficult to infer the semantic relationship with a small number of word pairs, such as “cat in park” and “Joe’s cat”. To explore the mutually supportive sentences of the QA pair, we design a topic approach to mining the relevant sentence pairs for enriching the content in memory, so the answer A is judged depending on the keywords in related Q’-A’ pairs under the topic. Different from the existing work [9] of the randomly initialized memory module, the proposed model uses a correlation similarity matrix to act on the memory initialization process by collecting a certain number of top-level related question-answer pairs in the same category from the given corpus.

We address the aspects that have been highlighted above, particularly on the refinement mechanism and initialization method of the memory network, and propose a novel memory network approach to enrich the contextual memories in semantic matching. We aim to model a dynamic attention memory network by studying the effectiveness of the hierarchical refinement mechanism. In particular, we make the following key contributions:

- We propose a distributed memory-based system suitable for question answering, in which a dual refinement mechanism adopts a step-wise method, that is, the semantic similarities of the question and answer are selected separately and iteratively, which can better emphasize the impact of word-level semantic matching on the model.
- The paper seeks a new internal knowledge-based mining approach for the supplementary QA system. A three-dimensional quantity in the knowledge-based source for memory initialization, called memory pool is proposed, it composes of high-ranking relevant sentences under the topic from the database.
- The memory-aware attention mechanism is represented by a matrix that constructs an interactive aggregation with multiple inputs, which can be adapted to memory dual refinement.
- We perform the empirical comparisons of the proposed model and various state-of-the-art works using four public datasets for multi-tasks.

Overall, the proposed memory network is designed to learn word-level semantic similarity bilaterally for robust interactive learning in sequential behaviors. Specially, we provide a new memory module initialization method, which is beneficial to complement the lack of information in the short sentences of community data.

2 RELATED WORK
2.1 Deep Neural Networks in QA

Deep learning models have been proven to be effective for generating distributed embedding representations of text objects (e.g., words, phrases and sentences) and characterizing the latent relationships between them. The multiple hidden representations returned by a bi-directional long short-term memory (LSTM) at different states are used to compute a similarity matrix between the question and answer sentences [11]. By characterizing a sentence as a set of word embedding vectors stored in a sentence matrix [12], a CNN is typically employed to compute a vector representation for the sentence from its input matrix [13]. The convolution feature map enables the modeling of the semantic information between words within the same sentence. Overall, the above techniques formulate sentence representation without consideration of the contextual information between sentence pairs.

Another approaches work on learning the deep contextualized word representations, where the self-training bidirectional language model called ELMo [5], the pre-training of deep bidirectional transformer derived by BERT [4]. The variant models of BERT are widely applied to answer selection [2], [3] and machine reading comprehension [14]. To examine the performance of pre-training strategy, [6] proposes RoBERTa model that focuses on optimizing the hyper-parameters of BERT method. Moreover, the BERT-based transfer learning technique is adapted to enhance the amount of QA training datasets to achieve impressive matching accuracy results [3].
To enrich the textual information in the corpus, knowledge-based models as the external sources to be able to provide the information in question answering [15]. The word co-occurrence information obtained from large text corpora (e.g., Wikipedia, newswire) or the hierarchy information drawn from semantic networks (e.g., Wordnet) can be utilized to formulate semantic similarity between words. Recent works [16], [17] leverage the external knowledge to explore the relational reasoning for answer retrieval, a question over knowledge base normally consists of a subject entity and a single relation.

2.2 Attention-based Models

The attention mechanism was first proposed in the machine translation task [18], and has been widely used in various fields [19], [20]. The use of the attention technique is to enable a neural network to identify the salient components of a sentence, it tends to rely on a weighted sum of a set of component representations, where the attention weights control the contributions of the compositional components. Different ways of designing attention mechanisms correspond to different strategies of defining the components and formulating their importance scores.

A common way of incorporating an attention mechanism in an RNN- or LSTM-based QA system, is to relate the different components to the different hidden states of the network, which correspond to the different word positions in a sentence. An alternative way to set the cross attention mechanism is to examine the importance of the word pairs that appear in the given sentence pair. The importance score of each word pair can be computed from their corresponding word embeddings [19] or the hidden representations at the corresponding word positions returned by an LSTM [21], through the use of Euclidean distance or dot product. [11] measures the semantic interactions of word pairs from the similarity matrix between the encoded sentence representations, which come from bi-directional LSTM.

The self-attention has emerged as an attention mechanism aimed at aligning the multiple positions of a sequence, which has been widely used in recent transformer-based works [2], [7]. The multi-heads self attention mechanism of the transformer concatenates multiple result representations of the three linear transformation matrices of the input sentence [4]. Variations of attention mechanisms are developed in a bespoke manner to suit a specific task, for instance, by joining the context into a given question using co-attention attention in machine reading comprehension task [21], etc.

2.3 Memory-augmented Networks

A classic memory network is made of an array of cells, which records part of the mapped input feature representation, and outputs the new required data through a long-term update of its mechanism. General neural network memory models such as Neural Turing Machine (NTM) consists of the differentiable memory and controller that reads and writes to specific locations [22]. Memory network has been employed for QA task with internal resources, such as supporting contexts or facts, in most cases. Whereas in machine comprehension answers are inferred from a given text, the knowledge base of external domain is typically required to answer questions, this external knowledge consumes the cost of manual feature engineering. In fact, 93% of the questions pruned as Freebase could not answered [23], [24]. A Memory network called MemNN has been proposed in [10], first introducing the concept of a long-term memory component for QA. As a strongly supervised model, MemNN generates a single word to answer the question relying on the supporting facts.

A series of attentive memory networks [2], [7] are recently proposed to strengthen memory by storing the relevant information. Dynamic Memory network (DMN) [25] improves it by employing an end-to-end trainable network with an attention mechanism. The memory iteratively produces a vector to store the relevant input information, which is used in answer generation. End-to-end memory networks (MemNN) [26] encodes sentence to a contiguous vector representation depending on recurrent attention mechanism instead of sequence aligned recurrence, it has been shown to perform well on simple-language machine comprehension and language modeling tasks. Different from the MemNN and DMN architectures, MemN2N uses an end-to-end mechanism with weakly supervised training. However, the disadvantage of MemN2N is that it only generates answers with one single word. Multi-layer Embedding with Memory Network (MEMEN) [27] provides a hierarchical attentive memory to learn an alignment memory matrix, which contains the syntactic and semantic information of words returned by the skip-gram model.

Recent works [9], [28] focus on optimizing the memory network by changing the refinement technique, they adopt the reinforcement learning agent to update the memory vector in order to compress the written content and remove insufficient information, but this cannot guarantee the integrity of the recorded content, and the scalability of the memory module is still worthy of improvement.

3 METHODOLOGY

The proposed system aims to solve the two specific QA tasks: (1) answer selection (AS) targets on ranking the answer from a pool of candidate sentences, and (2) machine reading comprehension (MRC) generates a span of answer text according to the context. To summarize, we design a memory network based long-term semantic matching system referred to as MMN illustrated in Fig. 3.

3.1 AS Task Overview

Given a question \( q = \{w_q^i\}_{i=1}^m \) and an answer candidate \( a = \{w_a^j\}_{j=1}^n \), it is reasonable to assume that the answer’s relevance depends on the semantic similarity between the
words they contain. A distributed vector representation is employed to model the semantic similarity between words—each word is represented by d-dimensional vector $w = [w_1, w_2, ..., w_d]$. Defining the integers $m$ and $n$ as the maximal lengths of a question and an answer, variable length sentences can then be characterized by fixed-size matrices by adding zero rows to fill up empty positions for shorter sentences: the $m \times d$ matrix $X$ denotes a question and the $n \times d$ matrix $Y$ denotes an answer candidate.

### 3.1.1 Mnemonic Matching

To describe the semantic matching dependencies along the time, the element-wise multiplication function is used to aggregate the memory matrix $M_T$ and the similarity matrix $S$, given as

$$F = A(M_T, S) = M_T \odot S,$$

where the $M_T$ and $S$ are $m \times n$ metric. The similarity matrix $S$ builds the semantic interaction between the question and answer representations. The memory network produces the episodic memory matrix $M_t$ at current time $t$ based on the contextual representations and memory matrix at previous time $t - 1$. Assuming that the number of iterations (‘hops’) of the memory network is $T$ times ($0 \leq t \leq T$), the final episodic memory $M_T$ is able to include significant information required to semantic matching between question and answer. The details of refined memory network will be introduced in the section 3.4.

### 3.1.2 Bi-linear Similarity Construction

Working with the matrix representations of sentences, the question has $m$ words that is represented as a $m \times d$ matrix $X$, likewise given the answer has $n$ words it is represented by an $n \times d$ matrix $Y$, where the rows of each matrix correspond to the vector representations of the words appearing in the sentence. To explore the original word-level relationship, we use a type of bi-linear model [29] with restricted parameters to formulate the semantic relatedness function of a sentence pair $(q, a)$, given as

$$S = f\left(X p_1^T P_2 Y^T + b_s\right),$$

where weights $p_1$ and $p_2$ are two $d$-dimensional column vectors, and the $m \times n$ matrix $b_s$ are network parameters to be optimized, and $f(\cdot)$ is a hyperbolic tangent function [30] that operates on each element of the input matrix.

### 3.1.3 Memory Pools Pre-processing

The relevant sentences of the corpus have the assistant information for the similarity between the original question and answer. In the primary step, we collect a number of the relevant question-question ($q', q$) and relevant answer-answer ($a', a$) pairs that have the top matching scores. Assuming the embedding representations of relevant question and answer are set as matrices $X'$, $Y'$. During the pre-processing step, we convert the sentence representation to a vector by normalizing the columns of the matrix of each word in the sentence in terms of $l_2$-norm function:

$$z_l = \|Z^{(l)}\| = \left( \sum_{i=1}^{k} (Z_i^{(l)})^2 \right)^{\frac{1}{2}} ; \forall l \in [1, 2, ..., d],$$

where $k$ denotes the column size of the matrix. The normalized question representation $x$, the relevant question representation $x'$, the answer sentence representation $y$ and the relevant answer representation $y'$ are $d$-dimensional vectors.

With regards to the choice of the transformation function, we adopt the $l_2$-norm function to explore the embedding semantic relationship between elements of different words. The other common methods used in option are to set weighted averaged function [31], and a bi-linear function. Subsequently, we compare and discuss these three methods in section 5.2.

In order to search for the most relevant ($q', a'$) pairs, we pick a number of questions and answers from the dataset corpus under the same category with the input $(q, a)$ pair. We employ the cosine similarity function is formulated by $\cos(z, z') = \frac{x^T y'}{\|x\| \|y\|}$ to compute the similarity scores $\cos(x, x')$ between question and its relevant question and $\cos(y, y')$ between answer and its relevant answer, where $u, v$ denote the number of related questions and answers. A certain number of relevant $(q', a')$ pairs are collected into memory pools. We rank a top number $l_q, l_a$ of relevant questions and answers depending on the magnitudes of similarity scores. Then we feed these specific relevant question and answer embeddings into three-dimensional memory pools $X_m, Y_m$, where the entire number of sentences in the memory pools is $l_q, l_a$, separately.

### 3.1.4 Memory Network Initialization

A series of relevant question and answer pairs contain enriched information that relates to the original sentence pairs. The architecture of initializing the proposed memory network is illustrated in Figure 4. Assuming a distributed memory representation $M_0$ set as a $m \times n$ matrix at time $t = 0$. We use the memory pools of relevant question and answer sentences $X_m, Y_m$ to initialize the memory.

Memory pools store a number of related questions and answers. Prior to initializing memory matrix, we individually integrate the related $l_q$ questions and $l_a$ answers from the memory pools. The two-dimensional matrices of memory slots are defined by the weighted sum functions:

$$X_s = \sum_{i}^{l_q} V_i X_m^{(i)},$$

with

$$Y_s = \sum_{j}^{l_a} U_j Y_m^{(j)},$$

where $k$ denotes the column size of the matrix. The normalized question representation $x$, the relevant question representation $x'$, the answer sentence representation $y$ and the relevant answer representation $y'$ are $d$-dimensional vectors.
where $V_i$ denotes $m \times m$ matrix, and $U_j$ is $n \times n$ matrix. $X_m^{(i)}$ denotes the $i$-th element $m \times d$ dimensional matrix of the memory pool $X_m$. $Y_m^{(j)}$ denotes the $j$-th element $n \times d$ dimensional matrix of the memory pool $Y_m$. In the initialization process, two memory slots $X_s$, $Y_s$ are used in Eq. (2) as the inputs. The similarity output is equal to the initialized memory $M_0$, it contains interactive information between the relevant question and answer pairs. In the subsequent section 3.4, we use the initialized memory matrix to refine and update the memory matrix.

### 3.2 MRC Task Overview

Given a question $q = \{w_q^m\}_{i=1}^m$ and context $c = \{w_c^n\}_{j=1}^n$ pair, where the $m, n$ is the number of words in question, and context. In general, $n \geq m$. Suppose the distributed context representation $C$ is denoted as $n \times d$ matrix. The goal of this task is to predict an answer that is constrained as a segmented text of context. Subsequently, we set the question and context pair $(q, c)$ as inputs into the proposed model.

#### 3.2.1 Pointer Matching in MRC task

In the matching layer, the model explores a segment of sequence spans of the context to answer the question. A pointer networks [32] is a popular positional decoding approach to predict the start and end position of the answer. We follow the approach in [33] to compute the start and end distribution of words in context using a bi-linear semantic matching between the context and final episodic memory. The probability distribution of the start index is defined as

$$p_s = \text{softmax} \left( (Cw_s)^T M_T \right),$$

with the probability distribution of the end index as

$$p_e = \text{softmax} \left( (Cw_e)^T M_T \right),$$

where the trainable weights $w_s$, $w_e$ are both $d$-dimensional row vector. The notation $\text{softmax}()$ represents the softmax function shown in Eq.(13). The $n$-dimensional distributed outputs $p_s$, $p_e$ are calculated by the matching functions.

#### 3.2.2 Semantic Memory Network Initialization

Regards the similarity matrix $S$, we apply the question, context embeddings $X, C$ to the bi-linear function Eq. (2). In particular, to initialize the memory network, we replace the memory pools module due to the context contains a number of sequences related to the question, and the length of the context is much longer than the one of a candidate answer. Thus, we directly set the initialized matrix $M_0$ equals to $S$. Subsequently, the initialized matrix is the input into the memory refinement mechanism.

### 3.3 Top-$k$ Max Pooling

To aggregate significant information and to reduce the size of the similarity representation, we use a pooling process to select the number of top-ranked word pairs in the similarity matrix $S$ in row and column directions individually, corresponding to word pairs importance between the question and answer. The pooling function focuses on each column of the similarity matrix that is defined as

$$P^{(q)} = \text{top-}k \text{ max pooling } (S[:, j]) ; \forall j \in [1, 2, \ldots, n],$$

with the pooling in each row of the similarity matrix:

$$P^{(a)} = \text{top-}k \text{ max pooling } (S[i, :]) , \forall i \in [1, 2, \ldots, m],$$

where $P^{(q)}$ is $m \times k$ matrix and $P^{(a)}$ is $k \times n$ matrix. The $S[:, j]$ is a $m$ dimensional vector, and the $S[i, :]$ is a $n$ dimensional vector. The pooling operation compares the semantic similarities between a word in the sentence and all the words in the other corresponding sentence and returns an aggregated similarity measure for that word. This results in the $m$-th element and $n$-th element of the similarity matrix $P^{(q)}$, $P^{(a)}$ for the question and answer, respectively. The top-ranked number $k$ can be arbitrarily set to different values for questions and answers. In general, the value $k$ of answer is bigger than the one of question, since the answer contains more words.

### 3.4 Memory-aware Attentional Refinement

In this section, we build the semantic memory refinement structure. A $m \times n$ dimensional memory matrix $M_t$ is set at the current time $t$ in order to store not only the local input information but also the relevant questions and answers. We design two writing attention heads to extract the salient word-level similarities from the answer and question, respectively. Memory refinement is a continuous mechanism, where the memory matrix renews its column elements once the rows are updated. The memory refinement structure of the proposed model is illustrated in Fig.5.

Assuming the $m \times n$ memory matrix at current episode $t$ denotes $M_t$. To simplify the notations convenient for computation, we define the row vector $M_t[i, :] = m_i^t$ and the column vector $M_t[:, j] = m_j^t$ at the $t$-th time.

#### 3.4.1 Row-based Memory

Each row vector in the previous episode memory matrix is represented as $m_{i-1}$, the activation function Rectified Linear Unit (ReLU) [34] is applied to convert the element to be sparse, we update the memory by using the following defined function:

$$M_t = \text{ReLU} (W_r m_i^t + b_r),$$

where the $W_r$ denotes a $m \times 4$ dimensional matrix, $b_r$ is $m \times n$ dimensional matrix. Soft attention as given by a contextual matrix through a weighted summation of vectors...
where the contextual memory matrix $\tilde{M}_t^i$ represents a $4 \times n$ matrix. The attention mechanism is responsible for generating the contextual memory matrix $\tilde{M}_t^i$ based on the previous episode memory vector $m_{i-1}^t$, the initialized memory vector $m_0^t$ and the answer sentence representation $Y$. The attention function $A(m_{i-1}^t, m_0^t, Y)$ for each row vector of memory is defined as

$$A(m_{i-1}^t, m_0^t, Y) = \begin{bmatrix} m_{i-1}^t \odot Yw_y \mid m_{i-1}^t - Yw_y \mid m_{i-1}^t \odot m_0^t \end{bmatrix},$$

where $w_y$ is a $d$-dimensional row vector. The symbol $\odot$ is an element-wise product. The symbol $\mid$ is defined as the element-wise absolute value. The feature set $A(m_{i-1}^t, m_0^t, Y)$ aggregates four vectors of $n$ elements to a $4 \times n$ matrix. The feature vector captures a variety of similarities between input sentence and memory [35]. The feature set $A(m_{i-1}^t, m_0^t, Y)$ is composed of four different similarity vectors between answer sentence representation, memory and initialized memory. The similarity between related question and answer sentence representations is used as an initialized memory to generate a feature vector instead of a single input sentence. The attention weight is computed depending on the softmax function

$$\alpha_i^t = \frac{\exp(z_i^t)}{\sum_{l=1}^m \exp(z_l^t)}.$$  

The attention weight is computed by the relational value $z_i^t$, which depends on the previous memory vector and the pooled similarity matrix of answer. The relational function is defined as

$$z_i^t = f((m_{i-1}^t + w_{p_1}^t P^{(a)})w_a + b_a),$$

where the weight $w_a$ denotes a $n$-dimensional row vector, $w_{p_1}^t$ is a $k$-dimensional column vector at the $t$-th time, and bias $b_a$ is a scalar.

### 3.4.2 Column-based Memory

After updating the rows of the episode memory matrix, we adopt the same refinement mechanism in the section 3.4.1 to refine the columns of memory matrix $\tilde{M}_t^c$ based on the updated memory matrix $\tilde{M}_t^c$, where the parameter represents $\theta_c = \{w_{p_2}, w_q, b_q\}$. Subsequently, the memory matrix at the current time $t$ is computed by

$$M_t = ReLU(\tilde{M}_t^c W_c + b_c),$$

where the weight $W_c$ denotes a $4 \times n$ dimensional matrix, $b_c$ is $m \times n$ matrix. Next, we follow the same steps as updating the row-based memory, but with different inputs. The previous memory $\tilde{M}_t^c$, initial memory vector $m_0^c$ and question sentence representation are used to compute the column-based contextual memory $\tilde{M}_0^c$ as the inputs in Eq.(11).

### 3.5 Model Training and Initialization

#### 3.5.1 Prediction Layer

To aggregate significant information of the similarity representation, we apply a pooling process to the computed similarity matrix $\mathbf{S}$. The pooling function returns a similarity vector that contains the most important pairs between question and answer, is defined as

$$s^{(l)} = \text{max-pooling} \left( \mathbf{F}^{(1)}(l), \mathbf{F}^{(2)}(l), \ldots, \mathbf{F}^{(m)}(l) \right),$$

where $s^{(l)}$ denotes the $l$-th element, $\forall l \in [1, 2, \ldots, m]$ of the similarity vector $s$, and $\mathbf{F}^{(l)}$ denotes the $l$-th element of the full $m \times n$ matrix $\mathbf{F}$. The max-pooling operation compares the semantic similarities between a word in the question sentence and all the words in the answer candidate, and returns an aggregated similarity measure for that word. This results in a length-$m$ similarity vector $s$ for each question.

Given the Q-A pair in answer selection task, the probability that an answer candidate $a$ is related to $q$ can be modeled using two-way softmax based on the encoding of the similarity representation $h$, given as

$$p(t = 1|s) = \frac{\exp(s^T \alpha_1)}{\exp(s^T \alpha_0) + \exp(s^T \alpha_1)},$$

where the two column vectors $\alpha_0$ and $\alpha_1$ are softmax parameters with the same dimensionality as the similarity vector $s$. The matching prediction task is formulated as a binary classification problem.

Given a collection of question and answer candidate sentences with available ground truth knowledge of whether they are related, the traditional training approach optimizes the model variables by minimizing the regularized cross-entropy cost function as shown below

$$L_{as}(\theta) = - \sum_{(i,j) \in I} \left| t_{ij} \log p(t_{ij} = k|s_{ij}) \right.$$  

$$+ (1 - t_{ij}) \log (1 - p(t_{ij} = k|s_{ij})) \right| + \frac{\lambda}{2} \| \theta \|^2_2,$$

where the index set $I$ denotes the used training sentence pairs, and $\lambda > 0$ is the regularization parameter set by the user. The training of the proposed text matching model involves the bilinear similarity weights and biases $\{p_1, p_2, b_3\}$, a set of memory network parameters $\{w_2, w_3, w_6, w_c, w_{p_1}^t, w_{p_2}^t, w_a, w_q\}$, as well as the softmax parameters $\alpha_0$ and $\alpha_1$.

#### 3.5.2 Positional Decoder

In the machine comprehension task, the boundary detecting method [36] is adopted for training process, it minimizes the sum of the negative log probabilities of the true start and end position by the predicted distributions, the loss for start and the end position is defined as

$$L_{ag}(\theta) = - \sum_{i \in D} \log p_s(y_i^e) + \log p_e(y_i^e),$$

where the index set $D$ denotes the training question and context pairs. $y_i^e$ and $y_i^s$ are the ground-truth start and end position indices of $i$-th pair, respectively. The model overall variable $\theta$ is the set of entire trainable weights and bias, including bi-linear similarity and multi-dimensional memory network parameters.
4 Evaluation Setup

4.1 Datasets

In answer selection, we focus two benchmark datasets: TREC and WikiQA datasets. TREC\(^3\) [37], is generated from TREC QA tracks 8-13, which each contain a set of factoid questions and candidate answers [37]. The correct answers for each question are manually labeled and ranked in the dataset. WikiQA\(^2\) [24], is the public released QA dataset in which all answers are collected from Wikipedia.

In machine comprehension, we also adopt two authoritative datasets to evaluate the proposed model: Stanford Question Answering Dataset (SQuAD) and TriviaQA datasets. The SQuAD dataset [38] totally consists of more than 100K questions manually annotated by crowd sourcing workers on 536 Wikipedia articles. Each question corresponds to contexts is a paragraph collected from an article. The best answer responses to question is a segment of text that match any one of the groundtruth answers exactly. In pre-processing step, the number of relevant answers for a given question, and then average it over all of the possible groundtruth answers for a given question. In evaluation, we adopt the maximal F1 score over all of the test questions.

4.2 Performance Measures

In this paper, we use two performance metrics to measure the performance in answer selection, namely mean reciprocal rank (MRR) and mean average precision (MAP), as in [41]. The MRR metric focuses on the order of the correct answers. While MAP accumulates the mean ranking of all the correct answers in each question.

In machine comprehension, we use two different performance metrics to evaluate the model’s accuracy. Exact match (EM) [36] measures the precision of predicted answer that match any one of the groundtruth answers exactly. Overall test question context pairs. The exact match score is equal to 1 when the prediction is exactly the same as groundtruth or 0 otherwise. Alternative metric is F1 score [42] that indicates the average of word overlap between the prediction and ground truth answer, where the predicted answer and groundtruth are treated as bags of words. In evaluation, we adopt the maximal F1 score over all of the possible groundtruth answers for a given question, and then average it over all of test questions.

4.3 Experimental Configuration

Experimental platform and recordings: All the training and testing were carried on a workstation equipped with Nvidia GeForce RTX 2080 graphics card, 8G RAM, and running the new version of the Tensor Flow Framework (v1.6) supported by Nvidia CUDA library (v8.0).

Neural network configurations: In answer selection task, considering the top-k max pooling process, the number of top ranked word pairs \(k\) is set to 10 for question, and 30 for answer. In pre-processing step, the number of relevant questions \(l_q=10\), and the number of relevant answers \(l_a=50\). The total number of iterations or hops is defined as \(T=3\) for memory update mechanism. In machine comprehension, the number \(k\) is set to 15 for question, and 150 for context. The total number of iterations is \(T=4\) for memory update.

Training preparation and initialization: In preparing the dataset process, we followed the same text pre-processing procedures described in [43]. To initialize the word embedding of MMN, the basic pre-training model is Glove [44] using a corpus containing 27B words from 2B Tweets. The Tweets have been filtered by removing infrequent words, resulting in 1.2M words from the English vocabulary. The dimensionality of each word embedding vector is set as 100. In this work, we also adopted the pre-trained RoBERTa-Large model as in [3]. For words appearing in each dataset, but out of vocabulary, a random value uniformly sampled from the interval of \([-0.3, 0.3]\) is assigned to each embedding dimension. For model variables to be initialized, a normal distribution \(N(0, 0.1)\) is used.

Training/testing process: For model optimization, a root mean square propagation (RMSProp) optimizer is used. The process includes a mini-batch containing 50 training examples, a learning rate of 0.01, the regularization parameter of 0.9 and a dropout rate of 0.5 [45]. The learning rate is halved after 10 epochs. Gradient clipping [46] is used to scale the gradient when the norm of gradient exceeds a threshold of five. The overall datasets have been split for training, testing and development purposes as suggested by the original datasets [24]. These are given in Table 2. The parameters adopted above were selected using the development set based on coarse manual tuning. For the model fine-tuning process for answer selection task, we used the same transfer learning technique with [2], it first pre-train the model on the StackExchangeQA dataset, then fine-tune the pre-trained model on the datasets.

4.4 Baselines

In this work, we divided the compared models into three different categories according to the technology they used.
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Several well-known works are introduced as follows:

**Models without pre-training:**

1) **CAM [13]:** The model performs different comparison matching functions to match the sentences based on word-level, where the similarity outputs from the function are aggregated into a vector by a convolution layer. The convoluted vector is fed into the prediction layer to compute the matching score.

2) **SLQA [33]:** The model provides the fusion functions to combine self-attention and similarity matrix to complete the machine comprehension.

**Models with pre-training:**

1) **BERT [4]:** The model demonstrates the deep transformers for pre-training the bidirectional word representations, which are used in the matching layer followed by fine-tuning the parameters of the model. The advanced RoBERTa model [6] is proposed by optimizing the parameters of basic BERT.

2) **GSAMN [2]:** It adopts the input self-attention mechanism to update memory cell using the compare aggregation operation.

3) **TANDA [3]:** The recent model builds transfer learning architecture to transfer and pre-trains the model from a large QNLI corpus, then applies it on the target datasets.

**Memory networks:**

1) **KV-MemNNs [23]:** The model stores facts in a key-value structure, where the key is used to locate the question and the corresponding value is returned as the answer.

2) **MEMEN [27]:** The model designs an attentive memory to learn an alignment memory matrix, which contains the syntactic and semantic information of the words returned by skip-gram model.

3) **M-Reader [7]:** The reinforced memory model uses re-attention mechanism to refine current attentions for generating answer words.

4) **EMR [9]:** By training a reinforcement learning agent, it decides which memory vector to update when the memory module is full.

### 5 RESULTS AND ANALYSIS

#### 5.1 Comparison with State-of-the-art Methods

**5.1.1 Answer Selection**

We first evaluate the performance of proposed MMN model in AS task, the proposed method is compared with several state-of-the-art approaches using the benchmark TREC and WikiQA datasets. For evaluation, we compare the performance of the proposed model across a number of techniques using the MAP and MRR metrics. The top two sub-tables in Table 3 report the MRR and MAP metrics for different models with and without pre-training. It can be seen from table that the pre-training MMN with transfer learning technique (“MMN+Tr”) provides the competitive performance under the evaluation setups. We report a number of more specific observations:

- When compared against the TREC dataset, the proposed model gains a competitive performance for both BERT-L and RoBERTa-L. BERT based MMN outperforms TANDA on MRR and MAP performance by 1.38%, and 1.7% respectively.

- Among the pre-trained models, because the TANDA model adopts an external library database, which may cause the MRR and MAP performance of our model is 0.88%, and 2.5% lower than that of TANDA based on the RoBERTa-L combined transfer learning for TREC dataset. While BERT plays a higher utility in our proposed model, the BERT-L based MMN with transfer learning outperforms the TANDA approach on MRR and MAP performance on TREC dataset, by 0.92%, and 2.91% respectively.

- When evaluated against the WikiQA dataset, the RoBERTa-L based proposed approach with transfer learning outperforms all models with respect to MRR and MAP results. In particular, the proposed model outperforms the second best performing TANDA+Tr by 1.3%, and 1.23% respectively.

- Considering the impact of the pre-training scheme, the MMN with RoBERTa model provides a big improvement of MRR and MAP results under the WikiQA dataset, by 13.28%, and 13.88% respectively.

Although most recent works are likely to use structured CNN, RNN or transformer-based model, there is a memory network called KV-MemNNs in the Table offers a good performance on both two datasets. With respect to KV-MemNNs model using the external knowledge database, our proposed memory network focuses on utilizing the related pairs to a question-answer pair, it aims to reduce the larger computation and manual data creation caused by the external information resource. Additionally, different with KV-MemNNs model discards the original input information to refine memory network, we prefer to explore the memory-aware attention approach to involve the inputs in order to prevent the information loss after several iterations. Overall, the proposed model outperforms the most of the existing works in answer selection task.

**5.1.2 Machine reading comprehension**

To analyze the proposed model effectiveness in machine comprehension task, we test the model performance using TriviaQA and SQuAD datasets. The sub-table at bottom left in Table 3 illustrates that the EM and F1 scores for different models evaluated on two types datasets of TriviaQA dataset: Full, Verified. A longer length of context increases the complexity to memory the sentences information and search the answer spans of context for the TriviaQA dataset. From the results in Table, the proposed MMN model shows the state-of-the-art performance among the comparison models on more complex dataset. In the following, we report a number of specific points from the table:

- With respect to both EM and F1 scores, the proposed approach outperforms all models when evaluated.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Q/A Pairs</th>
<th>Development</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC [37]</td>
<td>8,997</td>
<td>1,148</td>
<td>4,718</td>
<td>1,517</td>
</tr>
<tr>
<td>WikiQA [24]</td>
<td>29,258</td>
<td>2,733</td>
<td>20,380</td>
<td>6,165</td>
</tr>
<tr>
<td>SQuAD [38]</td>
<td>100,000</td>
<td>10,000</td>
<td>78,300</td>
<td>8,700</td>
</tr>
<tr>
<td>TriviaQA [40]</td>
<td>78,582</td>
<td>7,900</td>
<td>61,800</td>
<td>7,700</td>
</tr>
</tbody>
</table>
against the Full and Verified datasets. When considering the EM performance, the proposed outperforms the second best performing hierarchical attentive model SLQA, by 2.13%, and 1.12% respectively.

- When considering the F1 performance, the proposed approach outperforms the SLQA model, by 2.18%, and 0.93% respectively, on Full and Verified datasets.
- The proposed approach performs much better than the Classifier model, where EM performance is improved by 45.29%, and 52.35% respectively, and F1 performance is improved by 45.87%, and 51.77% respectively, on Full and Verified datasets.

The above results verify the proposed model not only offers good performance on a small subset of dataset, e.g. Verified dataset. It also shows the proposed is capable of performing a robust performance with a large scale dataset, e.g. the Full TriviaQA dataset. The second best model SLQA stacks the intermediate representations of question and context pair using multiple attention functions, without considering the order of words in a long context situation. In summary, the result shows that the proposed model offers the best performance among other published results.

Further, we conduct the evaluation using the community SQuAD dataset. The proposed model is compared with ten state-of-the-art neural network models for this dataset, including model QANet [20], BiDAF+SE [58], and M-Reader [7]. A LR baseline model based on linear regression is given to provide a standard view among all results. For evaluation, we use two different datasets to test model: Dev and Test sets. The performance for different models along with the proposed model is reported at the bottom right sub-table in Table 3. It can be seen that the proposed model performs better than the competing models on both Dev and Test sets, demonstrating the superiority of the proposed model and its memory network strategy.

### 5.2 Ablation Study

In this section, we investigate different components of the proposed model with alternative design options, to analyze the effectiveness of the proposed model. Table 4 summarizes performance of the compared settings over WikiQA and SQuAD datasets for two tasks.

To assess the absolute advantage over the proposed version, we set the performance of MMN as the benchmark, and define the percentage gain on MRR and MAP performance as:

$$\delta_g(x) = \frac{g_x - g_{\text{MMN}}(x)}{g_x}$$

(20)

where the $g \in \{\text{MRR}, \text{MAP}, \text{EM}, \text{F1}\}$, and $x$ denotes the variations of the proposed models.

**Memory refinement structure**: An attentive memory refinement mechanism in the proposed model based on the multi-dimension strategy, which refines the memory matrix from two heads individually. We analyze the memory network under the four compared conditions: 1) MMN-Mr: Memory only updates the column side but without updating the row side; 2) MMN-Mc: Memory only updates the row side; 3) MMN-Md: An generally choice of almost works is to update the two sides in a meanwhile by refining a memory matrix directly; 4) MMN-M: The proposed model without the memory network.

It can be seen from the table that the proposed memory network results in the best performance, followed by MMN-Mc. Such a result represents that refining the memory with two dimensions is beneficial for the proposed model, where
Effects of multiple experiment settings used in AS and MRC tasks. The smallest gain values of each setting are marked in bold.

<table>
<thead>
<tr>
<th>Models</th>
<th>WikiQA</th>
<th>SQuAD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>δMRR</td>
</tr>
<tr>
<td>MMN-Mc</td>
<td>75.96</td>
<td>-3.20</td>
</tr>
<tr>
<td>MMN-Mr</td>
<td>75.72</td>
<td>-3.63</td>
</tr>
<tr>
<td>MMN-Mf</td>
<td>73.00</td>
<td>-7.49</td>
</tr>
<tr>
<td>MMN-Md</td>
<td>73.63</td>
<td>-3.76</td>
</tr>
<tr>
<td>MMN-sim</td>
<td>77.12</td>
<td>-1.75</td>
</tr>
<tr>
<td>MMN-norm</td>
<td>75.37</td>
<td>-4.11</td>
</tr>
<tr>
<td>MMN-avg</td>
<td>76.90</td>
<td>-2.06</td>
</tr>
<tr>
<td>MMN-bilinear</td>
<td>76.72</td>
<td>-2.28</td>
</tr>
<tr>
<td>MMN</td>
<td>78.47</td>
<td>base</td>
</tr>
</tbody>
</table>

Memory-aware attention refinement with three QA sentence pairs and the supported relevant QA’ pairs for memory refinement operation with three hops \((T = 3)\). In \((q^i, a^j)\) pairs ranking list, the top three relevant questions \(Q^j\), the relevant, irrelevant top three answers \(P^i_j\) and \(N^i_j\) are ranked. In the candidate answers ranking list with each hop, a correct answer is labeled as \(A^i\), an incorrect one is marked as \(A^c\). The subject words in question are marked in orange colour, the object words in \(P^i_{A^i}\), \(P^i_{A^c}\) and \(P^i_{N^i}\) are marked in purple, cyan and blue colours, respectively.

<table>
<thead>
<tr>
<th>Question (Q^i): how does interlibrary loan work?</th>
<th>Supported ((q^i, a^j)) pairs ranking list (topic=“loan”)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hop-1</td>
<td><strong>A11</strong>: The lending library usually sets the due date and overdue fees of the material borrowed. (A^i)</td>
</tr>
<tr>
<td></td>
<td><strong>A12</strong>: The user makes a request with their local library, which, acting as an intermediary, identifies owners of the desired item, places the request, receives the item, makes it available to the user, and arranges for its return. (A^i)</td>
</tr>
<tr>
<td></td>
<td><strong>A13</strong>: In many cases, nominal fees accompany interlibrary loan services. (A^i)</td>
</tr>
<tr>
<td>Hop-2</td>
<td><strong>A21</strong>: The user makes a request with their local library, which, acting as an intermediary, identifies owners of the desired item, places the request, receives the item, makes it available to the user, and arranges for its return. (A^i)</td>
</tr>
<tr>
<td></td>
<td><strong>A22</strong>: The lending library usually sets the due date and overdue fees of the material borrowed. (A^i)</td>
</tr>
<tr>
<td></td>
<td><strong>A23</strong>: Interlibrary loan ((\text{abbreviated ILL, and sometimes called interloan, document delivery, or document supply})) is a service whereby a user of one library can borrow books or receive photocopies of documents that are owned by another. (A^i)</td>
</tr>
<tr>
<td>Hop-3</td>
<td><strong>A31</strong>: The user makes a request with their local library, which, acting as an intermediary, identifies owners of the desired item, places the request, receives the item, makes it available to the user, and arranges for its return. (A^i)</td>
</tr>
<tr>
<td></td>
<td><strong>A32</strong>: Interlibrary loan ((\text{abbreviated ILL, and sometimes called interloan, document delivery, or document supply})) is a service whereby a user of one library can borrow books or receive photocopies of documents that are owned by another. (A^i)</td>
</tr>
<tr>
<td></td>
<td><strong>A33</strong>: The lending library usually sets the due date and overdue fees of the material borrowed. (A^i)</td>
</tr>
</tbody>
</table>

the performance of MMN-Mc is better than the one in column side MMN-Mr. Whereas the proposed model without memory network MMN-M offers the worst performance, leading to the gain values of MRR and MAP results decrease by 7.49% and 7.80%, receptivity. The memory matrix of MMN-Md provides a worse performance than the proposed method. The computational time of MMN approximately costs 15 hours for WikiQA dataset, it is less than 10 hours of MMN-Md due to the specific memory refining structure of MMN, which verifies the network design of the proposed method is more effective. From the empirical observation, a similar performance happens on the SQuAD dataset.

**Memory initialization method:** In the answer selection task, we investigate the effectiveness of the proposed memory initialized matrix \(M_0\) over three variants: 1) MMN-sim: the similarity matrix \(S\) in Eq.(2) is set as the initialized matrix; 2) MMN-norm: the elements of memory matrix are initialized by a norm distribution \(\mathcal{N}(-1, 1)\) at time \(t = 0\); 3) MMN: the proposed memory pools of relevant question and answer pairs are used to initialize the memory network in the section 3.1.4.

As can be seen from the table, the MRR and MAP performance of the proposed method achieves a gain of 1.75% and 1.16% compared to the second best MMN-sim method on WikiQA dataset. The MMN-norm obtains the worst performance. The proposed method designs the memory pools to aggregate a number of important relevant sentence pairs for answer selection. The results verify that the related information of corpus could enrich the content of memory block for short sentence’s semantic matching.

**Aggregated sentence vector function:** In the answer selection task, we consider three design options of learning
Fig. 6. Visualized example for web search over TriviaQA dataset.

d-dimensional sentence representation vector in the 3.1.3 section: 1) MMN: non-parametric $l_2$-norm function Eq. (3) of our proposed model aggregates the word elements in sentence embedding matrix; 2) MMN-bilinear: the function is used to transform the sentence embedding matrix to a vector; 3) MMN-avg: reducing a sentence representation dimension based on averaged sum weighted function by stacking the elements in sentence embedding matrix.

As seen from the table that, by using neither bi-linear nor average weighted sum as a transformation function, a fairly low performance is obtained since the lack of regularization of distributed sentence presentation. In detail, the MRR and MAP performance of MMN-bilinear are less than our proposed design by 2.28% and 2.57%, respectively.

5.3 Case Study

A running example with three QA sentence pairs in Table 5 shows the effect of refinement operation with three hops for WikiQA dataset. It can be seen from the table that memory refinement operation demonstrates the correct answer moves closer to the question in ranking list while incorrect one moves further. The contents of relevant pairs $(g’, a’)$ are stored in memory pool. It is interesting to observe that, the relevant answer $A_{21}$ has the similar meaning to the original ground truth $A_{12}$, and the $A_{5}$ and $A_{4}$ indicate the correct answer $A_{23}$, so it is eventually moved to the second position. The insignificant attention words and phrases are shown in the same color, they are positive for matching, while the irrelevant pairs are marked by the underline.

Fig.6 displays the ranked documents web search for the MRC example. For the question with “who” and “what” words, the proposed model generated the highlighted answer in blue from different contexts within three hops. The rank order of documents is determined by the index of hops, which means, fewer hops have a higher speed search.

6 Conclusions

In summary, we have proposed a novel memory network architecture is capable of completing multi-tasks in the QA field. The key idea of the proposed memory approach is to improve the memory refinement system for long-term semantic matching. To achieve the goal, we propose the row and column based write heads of refined memory matrix to easily extract the semantic information according to the question and candidates. Overall, our proposed model collects a top number of related questions and answers to initialize the memory block. Multiple performance comparisons with the state-of-art approaches also demonstrate the superiority of the proposed model for community data.
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APPENDIX

EFFECTS OF MULTIPLE EXPERIMENT SETTINGS

Memory-based attention mechanism: In this experiment, we examine the usage of attention mechanism under four different conditions: 1) MMN-Ar: the proposed model only uses the attention mechanism in column-based memory update, but not in row-based memory update. 2) MMN-Ac: the proposed model applies attention mechanism in column-based memory update. 3) MMN-A: the proposed model removes the attention mechanism in both two sides. 4)MMN: the proposed model contributes the memory-based attention mechanism both on the row and column sides.

We compare various designs of attention mechanism in memory refinement. As can be seen from the Table 6, MMN
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TABLE 6
Effects of attention mechanism with MMN model used in AS and MRC tasks. The smallest gain values of each setting are marked in bold.

<table>
<thead>
<tr>
<th>Models</th>
<th>WikiQA</th>
<th>SQuAD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>δMAP</td>
</tr>
<tr>
<td>MMN-Ac</td>
<td>76.50</td>
<td>-2.58</td>
</tr>
<tr>
<td>MMN-Ar</td>
<td>76.01</td>
<td>-3.24</td>
</tr>
<tr>
<td>MMN-A</td>
<td>75.48</td>
<td>-3.96</td>
</tr>
</tbody>
</table>

Fig. 7. The effects of the number of iterations during memory refinement.

Table 7
The comparison per-iteration complexity of different memory refinement types.

<table>
<thead>
<tr>
<th>Refinement types</th>
<th>Complexity per iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMN-Mc</td>
<td>O(m × 4 × n)</td>
</tr>
<tr>
<td>MMN-Mr</td>
<td>O(m × 4 × n)</td>
</tr>
<tr>
<td>MMN-Md</td>
<td>O(m × n^2)</td>
</tr>
<tr>
<td>MMN</td>
<td>O(m × 8 × n)</td>
</tr>
</tbody>
</table>

specific algorithm and parameters, where $m \times n$ denotes the size of memory matrix, in general, $m \leq n$. It can be seen from the Table 7 that the two optional choices of the proposed memory refinement: MMN-Mc and MMN-Mr have the same complexity according to the refinement algorithm. Thus, the complexity proposed method MMN with entire memory refinement is the sum of the MMN-Mc and MMN-Mr. Compared with the traditional method MMN-Md by using bilinear function with a large dimension of parameters, the MMN has a lower complexity due to the specific attention and Top-$k$ pooling operations.
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