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\textbf{ABSTRACT}

Cyber-Physical systems (CPS), combining continuous physical behavior and discrete control behavior, have been widely utilized in recent years. However, the traditional modeling languages used to specify discrete systems are no longer applicable to CPS, since CPS subsume the combination of the cyber and the physical. To address this, a modeling language for CPS with shared-variable concurrency is proposed. In this paper, we introduce an extension to the classical configuration of transitions in Structural Operational Semantics (SOS), which adds an auxiliary variable "now" to the data state. Using this configuration, we present operational semantics for this language. Then, we propose a translation strategy from this language to hybrid automata to enable efficient verification for CPS. We give the detailed translation of basic commands and compound constructs formally, and the correctness of this translation is explored as well. To demonstrate the effectiveness of our approach, we provide an example of Autonomous Emergency Braking (AEB) and carry out the corresponding verification using SpaceEx. Compared with the existing work that uses SpaceEx for formal modeling and verification, the translation strategy from programs to automata not only allows any CPS described in this language to be modeled and verified based on the proposed strategy, but also indicates the semantic foundation on which formal verification depends.

1. Introduction

Cyber-Physical systems (CPS) \cite{1} are dynamic systems composed of discrete behaviors of the cyber and continuous behaviors of the physical. In CPS, computer programs can influence physical behaviors, and vice versa. The interdependency and integration between the cyber and the physical are useful in many fields, such as aerospace, automotive, healthcare, manufacturing, and transportation \cite{2}.

However, the complexity of this combination can complicate the design of systems. Therefore, it is of primary importance to propose specification languages for CPS. We proposed and elaborated a shared variable language to specify CPS formally in our previous work \cite{3,4}. Further, a series of studies on the formal semantics of this language were carried out. We explored its denotational semantics and algebraic semantics based on the Unifying Theories of Programming (UTP) approach \cite{5} in \cite{4}, and developed its proof system with Hoare logic \cite{6} in \cite{7}.

Our previous works mainly concentrate on theoretical semantics. In this paper, we propose operational semantics for this language to enrich its formal semantics. On the other hand, from the practical level, we also implement formal verification based on the operational semantics by translating our language to hybrid automata in SpaceEx. Consequently, for a given CPS scenario, it can be described using our language. Then, formalization and verification can be conducted through our translation.

This paper extends our work published at SETTA 2022 \cite{8}. In our previous work, we mainly focused on the transformation from our modeling language to hybrid automata in SpaceEx \cite{9}, and gave partial examples to illustrate this conversion. Now, compared with our previous work, the main contributions of this paper are illustrated in Fig. 1.

\begin{itemize}
\item \textbf{From Theoretical View:} We propose operational semantics for our language with the aid of Structural Operational Semantics (SOS). In contrast to the classical configuration of a transition in SOS, we add an auxiliary variable \texttt{now} to the data state to capture the real-time feature of CPS. Then, we apply transitions to present operational semantics based on the new form of the configuration.
\end{itemize}
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Figure 1: Technology Roadmap

- From Practical View: We elaborate the translation from our language to hybrid automata formally, and more examples are appended to this paper as well. Through this transformation, we can build a bridge between our language and hybrid automata in SpaceEx, so that CPS specified by our language can be verified in SpaceEx. Moreover, to illustrate our language and the transformation, we present a case study of Autonomous Emergency Braking (AEB) and verify some properties of AEB.

The remainder of this paper is as follows. In Section 2, we introduce hybrid automata and the model checker SpaceEx, recall the syntax of our modeling language, and discuss the related work. In Section 3, we formalize the operational semantics of this language based on the introduction of transitions. In Section 4, the translation from the language to hybrid automata in SpaceEx is given. Section 5 is dedicated to the case study of AEB. Finally, we conclude our work and discuss some future work in Section 6.

2. Background

In this section, we first briefly introduce hybrid automata and the model checker SpaceEx. Moreover, we recall the syntax of our modeling language to describe CPS.

2.1. Hybrid Automata

We first give the formal definitions of hybrid automata based on [10]. A hybrid automaton can be expressed as a tuple of $A = (Loc, Lab, Edg, Flow, Inv)$.

- $Loc$ stands for a finite set of vertices called locations. A location is associated with an invariant and a flow.
- $Lab$ is a finite set of synchronization labels.
- $Edg$ is a finite set of edges called transitions. By defining transitions, the system can jump between locations. It can be denoted by $e = (l, syn, g, asg, l')$. $l$ and $l'$ represent the source location and the target location respectively. $syn$ is a synchronization label. If $syn = \tau$, it implies that it is an internal transition. $g$ is a guard and $asg$ is an assignment. If the guard of this transition is satisfied, the related assignment can take effect and change the values of variables instantaneously. The synchronization label is used to implement synchronization between different automata.
- $Flow$ contains a set of differential equations that describe the evolution of continuous variables in this location.
- $Inv$ is a function that assigns to each location an invariant. The automaton remains in the current location while the invariant is satisfied.

Then, based on the above introduction, the parallel composition of hybrid automata can be constructed in the following way. Let $A_1 = (Loc_1, Lab_1, Edg_1, Flow_1, Inv_1)$ and $A_2 = (Loc_2, Lab_2, Edg_2, Flow_2, Inv_2)$ be two hybrid automata over the same variable set. The two automata synchronize on the set $Lab_1 \cap Lab_2$, so that once $A_1$ performs
a discrete transition with the synchronization label \( \text{syn} \in (\text{Lab}_1 \cap \text{Lab}_2) \). \( A_2 \) executes the transition with the same synchronization label \( \text{syn} \). We give the formal definition of the parallel composition of \( A_1 \times A_2 \) as below.

\[ (l_1, l_2) \in \text{Edg} \text{iff}
\]

1. \( (l_1, \text{syn}_1, g_1, \text{asg}_1, l'_1) \in \text{Edg}_1 \) and \( (l_2, \text{syn}_2, g_2, \text{asg}_2, l'_2) \in \text{Edg}_2 \).

2. \( \text{syn}_1 = \text{syn}_2 = \text{syn} \), or \( (\text{syn}_1 \neq (\text{Lab}_1 \cap \text{Lab}_2)) \wedge \text{syn}_2 = \tau ) \), or \( (\text{syn}_2 = \text{syn} \notin (\text{Lab}_1 \cap \text{Lab}_2)) \wedge \text{syn}_1 = \tau \).

3. \( g = g_1 \cap g_2 \).

4. \( \text{asg} = \text{asg}_1 \cap \text{asg}_2 \).

\( \text{Flow}(l_1, l_2) = \text{Flow}_1(l_1) \cap \text{Flow}_2(l_2) \)

\( \text{Inv}(l_1, l_2) = \text{Inv}_1(l_1) \cap \text{Inv}_2(l_2) \)

The operational semantics of hybrid automata is presented below.

- If \( (l, \text{syn}, g, \text{asg}, l') \in \text{Edg}, v \in g, (v, v') \in \text{asg}, v_1 \in \text{Inv}(l), v_2' \in \text{Inv}(l'), (l, \text{syn}) \xrightarrow{\text{Flow}} (l', v') \).

- If \( f \in \text{Flow}(l), f(0) = v, \forall 0 \leq t \leq D : f(t) \in \text{Inv}(l), (l, v) \xrightarrow{\text{Inv}} (l, f(t)) \).

### 2.2. SpaceEx

SpaceEx is a verification platform for hybrid systems. For a given mathematical model of a hybrid system, it can check whether this model satisfies the desired properties [9, 11]. SpaceEx models are similar to hybrid automata. Moreover, SpaceEx supports hierarchy, templates and instantiations.

A model in SpaceEx contains one or several components. There are two kinds of components:

- Base Component: This is a single hybrid automaton, and it consists of locations and transitions between locations.

- Network Component: This represents a parallel composition of several hybrid automata, and it is comprised of one or more instantiations of other components. By connecting base components via their variables and labels, a network component constructs a parallel composition of base components.

After loading the formalized model into SpaceEx, we can set the initial states, forbidden states, verification scenarios and other options to verify the model. SpaceEx supports three verification scenarios, including Polyhedral Hybrid Automaton Verifier (PHAVer) [12], Le Guernic-Girard (LGG) [9], and Space-Time with Clustering (STC) [13]. In this paper, we adopt the PHAVer scenario to verify our models. PHAVer is applied to Linear Hybrid Automata [14] which are hybrid systems with piecewise constant bounds on the derivatives.

### 2.3. Syntax of Our Modeling Language

The syntax of our language is summarized in Table 1. This language was proposed in [3] and we elaborated it by detailing the guard conditions of the continuous behaviors in [4]. Here, \( x \) is a discrete variable, \( e \) is a discrete or continuous expression, and \( v \) is a continuous variable. \( b \) stands for a Boolean condition, and it contains discrete and continuous variables. A process in our language contains discrete behaviors \( Db \), continuous behaviors \( Cb \), and several compositions and constructs of \( Db \) and \( Cb \).

#### 2.3.1. Discrete Behavior

This language contains two kinds of discrete behaviors, i.e., discrete assignment \( x := e \) and discrete event guard \( @gd \).

- \( x := e \) is a discrete assignment, which is an atomic action. It evaluates the expression \( e \) and assigns the value to the discrete variable \( x \).

- \( @gd \) is a discrete event guard. It can be triggered when the discrete guard \( gd \) is satisfied. Otherwise, it waits until \( gd \) is triggered by the environment. Note that the environment consists of other processes in the parallel composition.
Since HCSP was proposed, lots of research have been conducted on various aspects of HCSP, such as formal communication interruptions in hybrid systems. It supports parallel composition via the communication mechanism. Communicating Sequential Processes (CSP) by introducing differential equations to model continuous behaviors and subdivides the types of variables (i.e., discrete or continuous) for a more realistic description of CPS. In this paper, we model programs of the process algebra ACP was proposed in [17], where a signal-based interaction mechanism is adopted to synchronize activities of hybrid systems. For describing and analysing hybrid systems, Hybrid process algebra (HyPA) which is an extension of the process algebra ACP was proposed in [22]. Additionally, Platzer et al. models hybrid systems with hybrid programs [23–25] and proposed differential dynamic logic to carry out logical proofs [26, 27], case validation and tool implementation [28, 29] for hybrid systems. We also proposed a language whose parallel mechanism in CPS is based on shared variables in [3], and we simplified its syntax in [4]. Slightly different from [26, 23], our language subdivides the types of variables (i.e., discrete or continuous) for a more realistic description of CPS. In this paper, we conduct research around our shared variable language for CPS.

2.3.2. Continuous Behavior

We employ differential relations to describe continuous behaviors in our language.

- \( R(t, \dot{v}) \text{ until } g \) defines continuous behaviors. It denotes that the continuous variable \( v \) evolves as the differential relation \( R(t, \dot{v}) \) specifies until the guard condition \( g \) is met. Four kinds of guard condition \( g \) are allowed in our language, including the discrete guard \( gd \), continuous guard \( gc \), mixed guards \( gd \land gc \) and \( gd \lor gc \). Here, in our language, the discrete variables can influence the continuous behaviors through the guard condition \( g \).

2.3.3. Composition

Further, a process can be comprised of the above commands in the following way.

- \( P; Q \) is sequential composition. The processes \( P \) and \( Q \) execute sequentially.
- \( \text{if } b \text{ then } P \text{ else } Q \) is a conditional construct. If the Boolean condition \( b \) is true, then the process \( P \) will be performed. Otherwise, \( Q \) is executed.
- \( \text{while } b \text{ do } P \) is an iteration construct. The process \( P \) is executed repeatedly each time the Boolean condition \( b \) is true.
- \( P \parallel Q \) is parallel composition. It represents that the processes \( P \) and \( Q \) run in parallel. The parallel mechanism in our language is based on shared variables. In our language, shared writable variables only focus on discrete variables.

2.4. Related Work

Due to the massive proliferation in computer systems that combine with real world, Cyber-Physical systems have been applied in many fields. Therefore, it is tempting to investigate the modeling languages for CPS. A number of languages and calculi have been proposed for specifying CPS. Hybrid CSP (HCSP) [15] is an extension of Communicating Sequential Processes (CSP) by introducing differential equations to model continuous behaviors and communication interruptions in hybrid systems. It supports parallel composition via the communication mechanism. Since HCSP was proposed, lots of research have been conducted on various aspects of HCSP, such as formal semantics [16, 17], formal verification [18, 19], and code generation [20]. He et al. presented a hybrid relational modeling language (HRML) in [21], where a signal-based interaction mechanism is adopted to synchronize activities of hybrid systems. For describing and analysing hybrid systems, Hybrid process algebra (HyPA) which is an extension of the process algebra ACP was proposed in [22]. Additionally, Platzer et al. models hybrid systems with hybrid programs [23–25] and proposed differential dynamic logic to carry out logical proofs [26, 27], case validation and tool implementation [28, 29] for hybrid systems. We also proposed a language whose parallel mechanism in CPS is based on shared variables in [3], and we simplified its syntax in [4]. Slightly different from [26, 23], our language subdivides the types of variables (i.e., discrete or continuous) for a more realistic description of CPS. In this paper, we conduct research around our shared variable language for CPS.

### Table 1

<table>
<thead>
<tr>
<th>Syntax of Our Modeling Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process ( P, Q ) ::= Db</td>
</tr>
<tr>
<td>(</td>
</tr>
<tr>
<td>(</td>
</tr>
<tr>
<td>(</td>
</tr>
<tr>
<td>(</td>
</tr>
<tr>
<td>(</td>
</tr>
<tr>
<td>Discrete Behavior ( Db ::= x := e \mid @gd)</td>
</tr>
<tr>
<td>Continuous Behavior ( Cb ::= R(t, \dot{v}) \text{ until } g)</td>
</tr>
<tr>
<td>Guard Condition ( g ::= gd \mid ge \mid gd \lor ge )</td>
</tr>
<tr>
<td>Continuous Guard ( gd ::= \text{true} \mid x = e \mid x &lt; e \mid x &gt; e \mid gd \lor gd \mid gd \land gd \mid \neg gd)</td>
</tr>
<tr>
<td>Discrete Guard ( ge ::= \text{true} \mid v = e \mid v &lt; e \mid v &gt; e \mid ge \lor ge \mid ge \land ge \mid \neg ge)</td>
</tr>
</tbody>
</table>
Translating and Verifying CPS with Shared-Variable Concurrency in SpaceEx

Moreover, formal semantics can precisely define and interpret the semantics of programming languages with symbols and formulas from a mathematical view. Therefore, a primary concern of a given modeling language is its formal semantics. Unifying Theories of Programming (UTP) approach was developed by Hoare and He in [5], and it has been applied in defining semantics for many languages [29, 30, 31]. It contains three different mathematical models to represent a theory of programming, namely, operational semantics [32], denotational semantics [33] and algebraic semantics [34]. In our previous work [4], based on UTP approach, we explore the denotational semantic and algebraic semantics for our modeling language. In this paper, we propose operational semantics for the shared variable language of CPS to enrich its formal semantics.

Meanwhile, there are many research works on the formalization and verification of CPS. Bu et al. explored online verification of CPS and modeling-verification-fixing framework of event-driven IoT system from bounded reachability analysis of linear hybrid automata [2, 35]. Banach et al. extended Event-B [36] to Hybrid Event-B that includes continuous behavior and discrete transitions for modeling and verifying hybrid systems [37, 38]. Platzer et al. developed a hybrid theorem prover called KeYmaera X to verify hybrid systems [39, 40]. James et al. carried out a series of verification for the European Rail Traffic Management System using Real-Time Maude [41, 42]. In this paper, we employ SpaceEx to realize transformation. SpaceEx [9] has been applied in formalization and verification in many fields [43, 44, 11]. Aman et al. established a relationship between fTIMO networks and a class of timed safety automata in [45]. Inspired by this, in this paper, we translate our modeling language of CPS to the hybrid automata in SpaceEx. Consequently, any CPS specified by our language can be formalized and verified in SpaceEx according to our transformation method.

3. Operational Semantics of Our Language

In this section, we introduce transitions used in our operational semantics, and then we present the detailed transition rules.

3.1. Transition

A classical configuration in a transition is formalized as \( \langle P, \sigma \rangle \), where \( P \) and \( \sigma \) stand for the process and the data state of only the discrete variables in \( P \).

For example, if \( P = df_x \ y := 1; y := y + 2 \) and \( \sigma = df_x \ y \mapsto 0, y \mapsto 0 \), the configuration \( \langle P, \sigma \rangle \) represents that the current data state is \( x = 0 \land y = 0 \), and the program to be executed in the current state is a sequential composition \( x := 1; y := y + 2 \).

Based on the definition of configuration, a transition describes how the process moves from one configuration to the next configuration. A transition is in the form of \( \langle P, \sigma \rangle \rightarrow \langle P', \sigma' \rangle \). It indicates that executing the program \( P \) one step in the current state \( \sigma \) can lead to a new state \( \sigma' \) and \( P' \) is the remainder of \( P \).

Therefore, for the above example, we have:

\[ \langle x := 1; y := y + 2, \sigma \rangle \rightarrow \langle y := 1, \sigma_1 \rangle \rightarrow \langle \epsilon, \sigma_2 \rangle, \]

where \( \sigma_1 = df_x \ y \mapsto 1, y \mapsto 0 \), \( \sigma_2 = df_x \ y \mapsto 1, y \mapsto 2 \) and \( \epsilon \) stands for an empty process.

Slightly different from the classical structures, in addition to discrete variables of the process involved in \( \sigma \), we also introduce a new continuous variable called \textit{now} to represent the global clock. The configuration in our transitions is the form of \( \langle P, \sigma \cdot \text{now} = t \rangle \). Moreover, if execution reaches a configuration \( \langle \epsilon, \sigma' \cdot \text{now} = t' \rangle \), it indicates that the process terminates in the state \( \sigma' \) at the time \( t' \).

Besides, for continuous variables in the process \( P \), since their values are from dense types, there is no need to record their values in \( \sigma \). In this paper, for simplicity, we assume that the differential relation \( R(v, \dot{v}) \) can be transformed into a function of the continuous variable \( v \) with respect to the time \( t \). Then, we can obtain their values by reference to the time (i.e., \( v(t) \) means \( v \)'s value at the time \( t \)).

A transition rule for our language has the form of \( \langle P, \sigma \cdot \text{now} = t \rangle \xrightarrow{D_{\neq 0}} \langle P', \sigma' \cdot \text{now} = t + D \rangle \). Here, \( D \) is a real number (equal to or greater than 0) which stands for the duration of the transition.

- If \( D = 0 \), it stands for an instantaneous transition. It means that the process \( P \) executes one step in the current state \( \sigma \) and then the process changes to \( P' \) which stands for the remainder of \( P \) and the state is now updated to \( \sigma' \). This transition is instantaneous and costs no time, so \textit{now} keeps unchanged.

- If \( D > 0 \), it is an evolution transition and it can portray the evolution of continuous behaviors. After this evolution, \textit{now} is updated to \( t + D \).
3.2. Transition Rules
As enumerated in Table 2, we employ the following transition rules to present the operational semantics of our language.

3.2.1. Discrete Behavior Semantics
- Discrete Assignment: This rule portrays that if the assignment terminates, then the expression \( e \) is evaluated and the value gained is assigned to the variable \( x \). Here, \( \sigma[f/x] \) is the same as \( \sigma \) except that the value of \( x \) is now associated with the value of \( e \).

- Discrete Event Guard: This rule illustrates that if \( \mathbf{g} \) is satisfied at the initial state \( \sigma \). Otherwise, the rule does not allow us to derive any transition.

3.2.2. Continuous Behavior Semantics
- Continuous Evolution: CE-Evolve explains that the continuous behavior evolves for \( D \) time units according to \( R(v, \mathbf{g}) \) if \( g \) is not triggered within this period. After this transition, \( \text{now} \) is updated with \( t+D \). Here, \( \mathbf{v}(t), \sigma |= \neg \mathbf{g} \)

### Table 2: Operational Semantics

<table>
<thead>
<tr>
<th>Rule Type</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discrete Assignment</td>
<td>( (x := e, \sigma \cdot \text{now} = t) \rightarrow^{D=0} (e, \sigma[x/f] \cdot \text{now} = t) )</td>
</tr>
<tr>
<td>Discrete Event Guard</td>
<td>If ( \mathbf{g} ) is satisfied, then ( \langle @g, \sigma \cdot \text{now} = t \rangle \rightarrow^{D=0} (e, \sigma \cdot \text{now} = t) )</td>
</tr>
<tr>
<td>Continuous Evolution</td>
<td>(CE-Evolve)</td>
</tr>
<tr>
<td></td>
<td>If ( \forall \mathbf{t} \in [t, t + D) \cdot \mathbf{v}(\mathbf{t}) \in (\mathbf{g}) ), then ( \langle R(\mathbf{v}, \mathbf{g}) \rangle \rightarrow^{D=0} \langle R(\mathbf{v}, \mathbf{g}) \rangle )</td>
</tr>
<tr>
<td>(CE-Term)</td>
<td>If ( \mathbf{v}(t), \sigma</td>
</tr>
<tr>
<td>Sequential Composition</td>
<td>(SC-NTerm)</td>
</tr>
<tr>
<td></td>
<td>If ( \langle P, \sigma \cdot \text{now} = t \rangle \rightarrow^{D=0} \langle P', \sigma' \cdot \text{now} = t + D \rangle )</td>
</tr>
<tr>
<td>(SC-Term)</td>
<td>If ( \langle P, \sigma \cdot \text{now} = t \rangle \rightarrow^{D=0} \langle Q, \sigma' \cdot \text{now} = t + D \rangle )</td>
</tr>
<tr>
<td>Conditional Construct</td>
<td>(CC-If)</td>
</tr>
<tr>
<td></td>
<td>If ( \mathbf{v}(t), \sigma</td>
</tr>
<tr>
<td>(CC-Else)</td>
<td>If ( \mathbf{v}(t), \sigma</td>
</tr>
<tr>
<td>Iteration Construct</td>
<td>(IC-Loop)</td>
</tr>
<tr>
<td></td>
<td>If ( \mathbf{v}(t), \sigma</td>
</tr>
<tr>
<td>(IC-Term)</td>
<td>If ( \mathbf{v}(t), \sigma</td>
</tr>
<tr>
<td>Parallel Composition</td>
<td>(PC-Dist)</td>
</tr>
<tr>
<td></td>
<td>If ( \langle P, \sigma \cdot \text{now} = t \rangle \rightarrow^{D=0} \langle P', \sigma' \cdot \text{now} = t \rangle )</td>
</tr>
<tr>
<td></td>
<td>then ( \langle P \parallel Q, \sigma \cdot \text{now} = t \rangle \rightarrow^{D=0} \langle Q \parallel P, \sigma' \cdot \text{now} = t \rangle )</td>
</tr>
<tr>
<td>(PC-Cont)</td>
<td>If ( \langle R1, \sigma \cdot \text{now} = t \rangle \rightarrow^{D=0} \langle R1, \sigma \cdot \text{now} = t + D \rangle )</td>
</tr>
<tr>
<td></td>
<td>then ( \langle R1 \parallel R2, \sigma \cdot \text{now} = t \rangle \rightarrow^{D=0} \langle R1 \parallel R2, \sigma \cdot \text{now} = t + D \rangle )</td>
</tr>
<tr>
<td>(PC-Term)</td>
<td>If ( \langle P, \sigma \cdot \text{now} = t \rangle \rightarrow^{D=0} \langle e, \sigma' \cdot \text{now} = t + D \rangle )</td>
</tr>
<tr>
<td></td>
<td>then ( \langle Q \parallel Q, \sigma \cdot \text{now} = t \rangle \rightarrow^{D=0} \langle Q \parallel Q, \sigma \cdot \text{now} = t + D \rangle )</td>
</tr>
</tbody>
</table>
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means that the current values of continuous variables (recorded as \( v(t) \)) and discrete variables (recorded in \( \sigma \)) invalidate \( g \). CE-Term describes the termination of the continuous behavior and we treat it as instantaneous.

3.2.3. Composition Semantics

Based on the operational semantics of the above discrete and continuous behaviors, we give the semantics for the composition of basic commands.

- Sequential Composition: These rules depict that the process first activates \( P \), and when \( P \) terminates then \( Q \) is executed.
- Conditional Construct: These rules represent that the process performs \( P \) if \( b \) is true. Otherwise, \( Q \) is selected instead.
- Iteration Construct: Analogously, if \( b \) is true, the process executes the loop body process \( P \) and then determines whether the Boolean condition \( b \) is satisfied again. The iteration construct ends when \( b \) is false.
- Parallel Composition: For parallel composition, \( \sigma \) and \( \sigma' \) are global states.
  - PC-Dist means that if one of the parallel components performs an instantaneous transition, the whole parallel process also makes this transition while leaving its partner unchanged. More specifically, if the parallel components are both discrete behaviors, they perform as interleaving. If one is discrete and the other is continuous, then the discrete one is assumed to be scheduled first.
  - PC-Cont describes the parallel composition of two continuous behavior. When both \( R_1 \) and \( R_2 \) evolve for \( D \) time units, \( R_1 \parallel R_2 \) evolves for \( D \) time units as well.
  - PC-Term indicates if one of the parallel components terminates (i.e., reaches an empty process \( \epsilon \)), then the whole parallel composition is left with its partner.

4. Translation in SpaceEx

In this section, for a given process \( P \) of our language, we translate it to the form of a hybrid automaton \( A = (Loc, Lab, Edg, Flow, Inv) \). The components in the automaton are updated depending on the detailed structure of the process \( P \), and we present the detailed transformation of basic commands and compound constructs in turn.

4.1. Variables

As the foundation of the transformation, we first describe how to define variables in SpaceEx and introduce some vital variables that we used in our transformation.

4.1.1. Discrete Variables and Continuous Variables

In our language, there are discrete variables and continuous variables. There are only continuous variables (local or global) and constants in SpaceEx. Thus, to define discrete variables in SpaceEx, we can consider them as a special kind of continuous variables whose derivative is always 0.

4.1.2. Crucial Variables

In our transformation, a global clock variable needs to be defined, so that it captures the real-time feature of CPS. Therefore, we define a continuous variable \( t \) whose meaning is quite similar to \textit{now} in the above semantics. \( t \) is controlled by a \textit{Clock} automaton that simulates the real time clock. The detailed formalization of \textit{Clock} is shown in Section 5.2.2.

Additionally, we define \textit{tert} as a local variable controlled by the respective independent automaton. We treat \textit{tert} as a discrete variable, so we set \( \text{tert}' = 0 \) in all locations. \textit{tert} is used to realize the instantaneous jump in the automata, thereby ensuring the correctness of the simulation results returned by SpaceEx.

4.2. Discrete Behavior

For discrete behaviors, there are two statements in our language, including discrete assignment \( x := e \) and discrete event guard @gd.
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4.2.1. Discrete Assignment

As introduced in Section 2.2, the edges of the graph can allow the system to jump between locations [9]. It can change the values of variables with the assignment. Hence, we can simply realize the discrete assignment by adding the corresponding assignment statement to the edge. If \( P = x := e \), we have:

- \( \text{Loc} = \text{Loc} \cup \{ \text{term} \} \)
- \( \text{Edg} = \text{Edg} \cup \{(\text{init}, \text{change} \land \tau, . x := e, \text{term})\} \)
- \( \text{Flow(} \text{init} \text{)} = \text{Flow(} \text{term} \text{)} = \{ x' = 0 \land \text{term}' = 0 \} \)
- \( \text{Inv(} \text{init} \text{)} = \{ \text{term} = t \} \)

As for the locations, the \( \text{init} \) location is the source location of this assignment, and it represents the location where the existing automaton (i.e., automaton converted from the previous process) runs. If there is no existing automaton, we start the translation with a bare initial location \( \text{init} \). We add a new location called \( \text{term} \) to represent the terminal location we start the translation with a bare initial location \( \text{init} \).

The newly added edge is applied to realize the assignment. For its synchronization label, if \( x \) is a shared variable, we set the label as \( \text{change} \) to synchronize this assignment with other processes. Otherwise, the label is \( \tau \), indicating this transition is an internal transition. In SpaceEx, a transition without a label name is an internal transition.

Since \( x \) and \( \text{term} \) are both discrete variables, their derivatives are 0 in all locations. We assume \( \text{init} \) is an instantaneous location, so we set \( \text{Inv(} \text{init} \text{)} \) as \( \text{term} = t \).

4.2.2. Discrete Event Guard

For discrete event guard, it can be triggered by the process itself or by the environment. In this formalization, we apply a synchronization label \( \text{change} \) to let the process observe the environment’s action. Note that the observation through the label \( \text{change} \) means that the process can perceive all changes on shared variables, no matter whether this change can really trigger \( gd \). To formalize the behavior of \( @gd \), we have:

- \( \text{Loc} = \text{Loc} \cup \{ \text{wait}, \text{im}, \text{term} \} \)
- \( \text{Edg} = \text{Edg} \cup \{(\text{init}, \tau, \text{gd}, . \text{term})\} \cup \{(\text{init}, \tau, \neg \text{gd}, . \text{wait})\} \cup \{(\text{wait}, \text{change}, . \text{term} := t, \text{im})\} \)
- \( \text{Flow(} \text{init} \text{)} = \text{Flow(} \text{im} \text{)} = \{ \text{term} = t \} \), \( \text{Inv(} \text{wait} \text{)} = \{ \neg \text{gd} \} \)

In our graph, the edges of the graph can allow the system to jump between locations \( \text{init} \) and \( \text{term} \), which represents that \( gd \) has not been triggered and the process is waiting for the environment. We introduce the intermediate location \( \text{im} \) to determine whether the newly changed value by the environment can trigger \( gd \).

For the edges, according to the initial data state, the automaton of \( @gd \) moves from the \( \text{init} \) location to the \( \text{term} \) location or the \( \text{wait} \) location. As mentioned before, the trigger action can be done by the process itself (i.e., \( gd \) is satisfied at the \( \text{init} \) location) or by the environment (i.e., the environment changes the corresponding variables and thus triggers \( gd \)). If the initial state cannot activate \( gd \), the automaton jumps from the \( \text{init} \) location to the \( \text{wait} \) location. The automaton stays stuck in this location until the environment changes the variables in \( gd \), and then reaches the \( \text{im} \) location. If \( gd \) is satisfied at the \( \text{im} \) location, the process moves to the \( \text{term} \) location. Otherwise, it returns to the \( \text{wait} \) location and waits for the environment again.

Similarly, we set \( \text{term} \)'s derivative as 0 in all locations. Moreover, since \( x \) cannot be changed during the execution of \( @gd \), no restrictions of \( x \) are necessary to add to the flow of locations in the automaton of \( @gd \). Same as the \( \text{init} \) location, the \( \text{im} \) location is instantaneous and we set \( \text{Inv(} \text{im} \text{)} \) as \( \text{term} = t \). When the automaton stays at the \( \text{wait} \) location where \( gd \) is not satisfied, thus \( \text{Inv(} \text{wait} \text{)} = \{ \neg \text{gd} \} \).

**Example 1.** We take \( @x > 1 \) as an example to illustrate the detailed formalization of \( @gd \), and Fig. 2 presents its automaton in SpaceEx.

Here, \( x \) is the shared variable controlled by the environment. It can be changed by the environment and these changes can be perceived by \( @gd \).
4.3 Continuous Behavior

For the continuous behavior $R(v, \dot{v}) \textbf{ until } g$, we formalize the models according to the types of the guard $g$, including $g_c$, $gd$, $gd \lor gc$ and $gd \land gc$.

4.3.1 $g \equiv gc$

If the guard condition is purely determined by continuous variables, the evolution of the continuous variable $v$ follows the differential relation until $gc$ is satisfied. Thus, the process is not concerned with the discrete behaviors of the environment. For $P = R(v, \dot{v}) \textbf{ until } gc$, we have:

- $Loc = \text{Loc} \cup \{\text{evolve}, \text{term}\}$
- $Edg = Edg \cup \{(init, t, gc, \text{term})\} \cup \{(init, \tau, gc, \text{term})\}$
  - $Flow(init) = Flow(term) = \{\tau' \equiv 0 \& \tau' \equiv 0\}$. $Flow(evolve) = \{\tau' \equiv 0 \& R(v, \dot{v})\}$
- $Inv(init) = \{\tau' \equiv 1\}$. $Inv(evolve) = \{\neg gc\}$

Similar to the $wait$ location in the $\text{@gd}$ automaton, the $\text{evolve}$ location implies that $gc$ has not been triggered. The difference between the $wait$ location and the $\text{evolve}$ location is that differential relation $R(v, \dot{v})$ is added in the flow of the $\text{evolve}$ location, i.e., $Flow(evolve) = \{\tau' \equiv 0 \& R(v, \dot{v})\}$. When the automaton is in the $\text{evolve}$ location, it means that the continuous behavior is evolving as the differential relation specifies. Once $gc$ is satisfied, the automaton moves to the $\text{term}$ location which indicates the continuous behavior terminates. Due to the termination, it requires that $Flow(term) = \{\tau' \equiv 0 \& \tau' \equiv 0\}$.

**Example 2.** As presented in Fig. 3, we take $\dot{v} = 1 \textbf{ until } v \geq 10$ as an instance to show this transformation in SpaceEx. Here, $v$ is a continuous variable controlled by the automaton of $\dot{v} = 1 \textbf{ until } v \geq 10$. If the initial state meets $v \geq 10$, the automaton reaches the $\text{term}$ location at once. If not, it moves to the $\text{evolve}$ location where the differential relation $\dot{v} = 1$ is accompanied. During this evolution, once $v \geq 10$ is satisfied, the process terminates and the automaton jumps to the $\text{term}$ location.

Besides, it is worth noting that we set $Inv(evolve) = \{v \geq 10\}$ rather than $\{v < 10\}$ (i.e., $\neg gc$ in the above formal definition) in this automaton. This is because of the feature of hybrid automata. If we set the invariant as $\{v < 10\}$, it can never jump to the $\text{term}$ location. For simplicity, in this paper, we express the invariant as $\neg gc$ in formal definition, but the real automaton incorporates the boundary value into the invariant.
4.3.2. $g \equiv gd$

When the guard condition involves merely discrete variables, the process is evolving until $gd$ is triggered. Since $gd$ can be triggered by the environment, changes of $gd$ by the environment should be noticed. For $P = R(v, \dot{v}) \text{ until } gd$, we have:

- $\text{Loc} = \text{Loc} \cup \{\text{evolve}, \text{im}, \text{term}\}$
- $\text{Edg} = \text{Edg} \cup \{(\text{init}, \tau, \text{gd}, \text{term})\} \cup \{(\text{init}, \tau, \neg \text{gd}, \text{evolve})\} \cup \{(\text{term}, \text{change}, \text{tert} := t, \text{im})\}$
- $\text{Flow}(\text{init}) = \text{Flow}(\text{im}) = \text{Flow}(\text{term}) = \{\text{tert}' == 0 & v' == 0\}$, $\text{Flow}(\text{evolve}) = \{\text{tert}' == 0 & R(v, \dot{v})\}$
- $\text{Inv}(\text{init}) = \text{Inv}(\text{im}) = \{\text{tert} == t\}$, $\text{Inv}(\text{evolve}) = \{\neg gd\}$

The construction of $R(v, \dot{v}) \text{ until } gd$ is quite similar to the way $\@ x > 1$ is formalized. The wait location in the $\@ x > 1$ automaton is replaced by the evolve location here in the $R(v, \dot{v}) \text{ until } gd$ automaton. The evolve location indicates that $gd$ has not been activated and the continuous behavior is performing.

**Example 3.** Fig. 4 describes the automaton of $\dot{v} = 1 \text{ until } v > 10$ in SpaceEx.

The meanings of these locations and transitions among them are the same as those in the $\@ x > 1$ automaton (shown in Fig. 2), except that $\dot{v} == 1$ is appended in the flow of the evolve location.

4.3.3. $g \equiv gd \lor gc$

If the guard condition is a hybrid one with the form of $gd \lor gc$, the process evolves until $gd$ or $gc$ is satisfied. As a result, we need to pay attention not only to when the evolution of the process makes $gc$ hold, but also to when the behaviors of the environment make $gd$ hold. For $P = R(v, \dot{v}) \text{ until } gd \lor gc$, we have:
4.3.4. \( g \equiv gd \land gc \)

In this situation, only when \( gd \) and \( gc \) are both satisfied, the relevant continuous behavior terminates. Thus, in this condition, we also need to focus on the process itself and the environment as well. We construct the model of \( R(v, \dot{v}) \) until \( gd \land gc \) as below.

- \( Loc = Loc \cup \{\text{evolve1}, \text{evolve2}, \text{im}, \text{term}\} \)
- \( Edg = Edg \cup \{(init, r, gd, gc, term)\} \cup \{(init, r, gc, term)\} \cup \{(\text{evolve1}, r, \text{term})\} \cup \{(\text{evolve2}, r, \text{term})\} \cup \{(im, r, gd, gc, \text{term})\} \)
- \( \text{Flow}(\text{init}) = \text{Flow}(\text{im}) = \text{Flow}(\text{term}) = \{\text{term} \equiv 0 \& \dot{v} \equiv 0\}, \text{Flow}(\text{evolve1}) = \text{Flow}(\text{evolve2}) = \{\text{term} \equiv 0 \& R(v, \dot{v})\} \)
- \( Inv(\text{init}) = Inv(\text{im}) = \{\text{term} \equiv t\}, Inv(\text{evolve1}) = \{\neg gd \land \neg gc\}, Inv(\text{evolve2}) = \{\neg gc\} \)

\[ \phi = 1 \text{ until } x > 1 \lor v \geq 10 \]

The added locations and transitions have similar meanings as those introduced before, so we omit the detailed explanation here. When the automaton is at the evolve location, it means that neither \( gd \) nor \( gc \) is satisfied.

**Example 4.** \( \phi = 1 \text{ until } x > 1 \lor v \geq 10 \)

If the initial state meets \( x > 1 \) or \( v \geq 10 \), the process terminates and the automaton jumps from the init location to the term location. Otherwise, it implies neither \( gd \) nor \( gc \) can be triggered. Then, the automaton reaches the evolve location where the continuous variable \( v \) evolves as \( \dot{v} = 1 \).

During this evolution, as soon as \( v \geq 10 \) is satisfied, the automaton reaches the term location. Also, during this period, once the environment changes the value of \( x \), the automaton runs into the im location and checks whether the newly updated value of \( x \) caters to \( x > 1 \). The flow of waiting and triggering \( gd \) is consistent with the previous description of \( @gd \).

*Figure 5: \( \phi = 1 \text{ until } x > 1 \lor v \geq 10 \)*
Since SpaceEx cannot support $\lor$, just one evolving location fails to depict $\neg g_d \lor \neg g_c$. Therefore, we set two evolving locations. In these two locations, the process is evolving according to the differential relation. The difference between these two locations is that the process enters the $\text{evolve1}$ location when $g_c$ holds but $g_d$ is not satisfied, and moves to the $\text{evolve2}$ location if $g_c$ does not hold. Here, when the automaton arrives at the $\text{evolve2}$ location, whether $g_d$ holds is not our concern. That is, the $\text{evolve2}$ location contains two situations, i.e., neither $g_d$ nor $g_c$ is satisfied, and $g_d$ holds but $g_c$ is unsatisfied. Considering that changes on $g_d$ from the environment need to be noticed, we introduce this intermediate location in a similar way as before.

**Example 5.** More specifically, we take the process of $\dot{v} = 1 \text{ until } x > 1 \land v \geq 10$ as an example to explain this formalization in detail. Fig. 6 is its automaton.

![Figure 6: $\dot{v} = 1 \text{ until } x > 1 \land v \geq 10$](image)

If the data state meets $x > 1 \land v \geq 10$ at the beginning, the automaton enters the $\text{term}$ location which indicates that the evolution ends. Otherwise, the process is evolving as the differential relation specifies. We abstract the evolution state into two locations.

If $v \geq 10$ is satisfied at the beginning, the process moves to the $\text{evolve1}$ location where the process only needs to wait for triggering $x > 1$. During this evolution, the environment can change the value of $x$ and synchronize this change via the label $\text{change}$. Further, the automation reaches the $\text{im}$ location. If $v \geq 10 \land x > 1$, the automation jumps to the $\text{term}$ location. If $v \geq 10 \land x \leq 1$, the automaton returns the $\text{evolve1}$ location. If $v \leq 10$, the automaton goes from the $\text{im}$ location to the $\text{evolve2}$ location.

On the other hand, if $v \geq 10$ is unsatisfied at the beginning, the automaton moves to the $\text{evolve2}$ location. In this location, $x > 1$ can or cannot be triggered. Similarly, once the environment changes $x$, the automaton can move to the $\text{im}$ location during the period in the $\text{evolve2}$ location. Depending on the value of $v$, there is a shift between the $\text{evolve1}$ location and the $\text{evolve2}$ location.

### 4.4. Composition

Based on the models of discrete behaviors and continuous behaviors, we now translate the composition of the above commands into models in SpaceEx.

#### 4.4.1. Sequential Composition

For the sequential composition $P; Q$, as shown in Fig. 7(a), we can simply connect the two automata $P$ and $Q$ with a transition $(\text{term}_P, \tau, \text{ter}_Q := t, \text{init}_Q)$. This transition is from $P$’s terminal location to $Q$’s initial location, and it assigns the current time (i.e., $P$’s terminal time) to the initial value of $\text{ter}_Q$ (i.e., $Q$’s initial time). Further, we can also combine them into one location for reduction.
4.4.2. Conditional Construct

As for conditional construct if \( b \) then \( P \) else \( Q \), we need to determine whether to execute \( P \) or \( Q \). As illustrated in Fig. 7(b), if the Boolean condition \( b \) is true in the current state (i.e., in the init location), then \( P \) is selected to execute. Otherwise, \( Q \) is executed. We connect the init location to the initial location of the corresponding process to be executed (i.e., init\(_P\) or init\(_Q\)) with a transition whose guard is \( b \) or \( \neg b \). Formally, to construct the model of conditional construct, transitions (init, \( \tau \), \( b \), init\(_P\)) and (init, \( \tau \), \( \neg b \), init\(_Q\)) are added.

4.4.3. Iteration Construct

For iteration construct while \( b \) do \( P \), we present its construction in Fig. 7(c). If the Boolean condition \( b \) is false at the very beginning (i.e., in the init location), the process terminates at once without executing \( P \). Consequently, the automaton moves from the init location to the term location through the transition (init, \( \tau \), \( \neg b \), term). If \( b \) is true, with the transition (init, \( \tau \), \( b \), init\(_P\)), \( P \) will be executed repeatedly. We accomplish the loop by adding a transition (term\(_P\), \( \tau \), \( b \), init\(_P\)) from the term\(_P\) location to the init\(_P\) location. After executing \( P \) several times, if \( b \) is false, the automaton can jump out of the loop and enter the term location through the transition (term\(_P\), \( \tau \), \( \neg b \), term).

![Figure 7: Models of Compositions in SpaceEx](image)

(a) Sequential Composition  (b) Conditional Construct

(c) Iteration Construct

4.4.4. Parallel Composition

SpaceEx provides convenience for us to construct the automaton of parallel composition. As we introduced before, network components in SpaceEx support the connection of base components in parallel. Thus, instead of formalizing the automaton manually, we can first construct automata for parallel components (in their respective base components), and then just connect them as a whole parallel process (in the network component) by binding the variables (i.e., shared variables) and labels of these parallel components.

4.5. Correctness of the Translation

To explore the correctness of the translation from the processes of our language to the hybrid automata, a simulation relation \( \rightarrow \) is defined, based on their operational semantics.
Definition 1. Simulation Relation

A simulation relation $\rightarrow$ over processes of our language and the hybrid automata is a weak unidirectional simulation, if whenever $(P, \sigma \cdot \text{now} = t) \rightarrow (A, (l, v))$:

If $(P, \sigma \cdot \text{now} = t) \xrightarrow{D=0} (P', \sigma' \cdot \text{now} = t')$, then $(l, v) \rightarrow^* (l', v')$ and $(P', \sigma' \cdot \text{now} = t') \rightarrow^* (A, (l', v'))$.

For data states of the process and its converted automaton, there is equivalence between them, that is, $(\sigma' \cdot \text{now} = t) = v$ and $(\sigma' \cdot \text{now} = t') = v'$.

Here, $\rightarrow^*$ stands for several steps of transition rules defined in the operational semantics of hybrid automata in Section 2. Then, the definition of simulation relation can be lifted to $P \rightarrow A$, iff for all states $\sigma \cdot \text{now} = t$ in $P$ and $(l, v) \in A$, $(P, \sigma \cdot \text{now} = t) \rightarrow (A, (l, v))$ is satisfied. Having defined this simulation relation, we can state our theorem as follows.

Theorem 1. For a given process of our language $P$, we have: $P \rightarrow A_P$.

Proof. We use the structural induction to prove the above theorem, and we take the parallel composition as an example. If $P \rightarrow A_P$ and $Q \rightarrow A_Q$, then their parallel composition $P \parallel Q$ and its corresponding automaton $A_{P \parallel Q}$ should also satisfy simulation relation, i.e., $P \parallel Q \rightarrow A_{P \parallel Q}$. For simplicity, we assume that $P$ is going to perform an assignment $x := e$, where $x$ is a shared variable of $P$ and $Q$. Then, we analyze the subsequent changes after this assignment.

- For the process $P$, it performs an assignment $x := e$:
  
  From its operational semantics, we have: $(P, \sigma \cdot \text{now} = t) \xrightarrow{D=0} (P', \sigma' \cdot \text{now} = t)$, where $\sigma' = \sigma[e/x]$.

  From the translation and the operational semantics of hybrid automaton, we have: $(l, v) \xrightarrow{\text{change}} (l', v')$, where $v' = v[e/x]$.

- For the process $Q$, nothing is done:
  
  From its operational semantics, since we assume that the result of the parallel composition is done by interleaving, so $Q$ does nothing and the configuration keeps unchanged.

  From its corresponding hybrid automaton, we have: $(Q, v) \xrightarrow{\text{change} \lor \tau} (Q', v)$. Here, if $Q$ needs to synchronize with $P$ at the current location $l_Q$, the automaton will jump to the next location $l_Q'$ through a transition labeled as change. Otherwise, it stays at the current location (i.e., $l_Q' = l_Q$) with a $\tau$ transition.

- For the parallel composition $P \parallel Q$, it appears as doing an assignment $x := e$:
  
  From its operational semantics, we have: $(P \parallel Q, \sigma \cdot \text{now} = t) \xrightarrow{D=0} (P' \parallel Q, \sigma' \cdot \text{now} = t)$, where $\sigma' = \sigma[e/x]$.

  From the translation and the operational semantics of hybrid automaton, we have: $(l, v) \xrightarrow{\text{change}} ((l', l_Q'), v')$, where $v' = v[e/x]$.

  Therefore, we have: $P \parallel Q \rightarrow A_{P \parallel Q}$.

This theorem indicates the correctness of the translation from the processes of our language to the hybrid automata.

5. Case Study

The work closest to this paper is the work of Aman and Ciobanu, they established a relationship between rTIMO networks and a class of timed safety automata in [45]. They provided the corresponding automata translation strategy based on the structure of the program, and adapted the TravelShop example to perform verification in Uppaal. Their work focuses on mobile systems that communicate through channels, while we conduct transformation and verification for CPS with shared-variable concurrency. Based on our proposed translation strategy in Section 4, we take the process of Autonomous Emergency Braking (AEB) as a case study to showcase the usage of our language and the proposed translation strategy.
In this section, we first give an overview of the process of AEB. Then, with the guidance of the above formalization, we construct its model in the form of automata and verify some related properties in SpaceEx. AEB is abstracted from the real-world problem and it is easy to understand, and other programs can be transformed in the same way. In this section, we only use AEB as an example to illustrate the applicability of our proposed approach.

5.1. Overview

Nowadays, many vehicles are equipped with AEB. AEB is used to improve vehicle safety by allowing the vehicle to warn or apply braking directly when an emergency happens.

As illustrated in Fig. 8, we only focus on the process of braking for simplicity. We assume that the car is waiting for the warning of AEB. Then, on the condition that the driver notices the warning and responds with the brake, the car decelerates uniformly with the acceleration of \(-4\) until the velocity \(v\) equals to 0. Otherwise, AEB begins to brake the car sightly and the car decelerates with the acceleration of \(-2\). This phase of deceleration evolves until the velocity equals to 0 or AEB increases the braking force. After two seconds of the warning, if the driver ignores the warning message, AEB increases the braking force and brakes the car with the acceleration of \(-5\).

![Illustration of AEB](image)

**Figure 8: Illustration of AEB**

We describe the above simplified example using our language as below. Here, the whole system \(S_{ys}\) is the parallel composition of \(Clock\), \(AEB\) and \(Car\).

\[
\begin{align*}
S_{ys} & =_{df} Clock \parallel AEB \parallel Car; \\
Clock & =_{df} i = 1 \text{ until } false; \\
AEB & =_{df} alarm_1 := 1; at := t; \dot{wt} = 1 \text{ until } t \geq at + 2; \\
& \quad \text{if } (\text{driver} == 0) \text{ then } \{ \text{alarm}_2 := 1; \} \\
Car & =_{df} @ (\text{alarm}_1 = 1); \\
& \quad \text{if } (\text{driver} == 1) \text{ then } \{ v' = -4 \text{ until } v = 0; \} \\
& \quad \text{else } \{ v' = -2 \text{ until } (\text{alarm}_2 = 1 \lor v = 0); \\
& \quad \quad \{ v' = -5 \text{ until } v = 0; \} \}
\end{align*}
\]

- \(Clock\) is defined to simulate the global clock. The continuous variable \(t\) stands for the global clock in this system.

- \(Car\) defines the behaviors of the vehicle. In this process, the continuous variable \(v\) is the current velocity of the car. \(alarm_1\) and \(alarm_2\) are discrete variables and represent warnings from the \(AEB\). The discrete variable \(driver\) denotes whether the driver responds to the warning of \(alarm_1\). If \(driver = 1\), it means that the driver is conscious and reacts to the warning. Otherwise, it implies that the driver ignores the warning and therefore the car will wait for the control from \(AEB\).
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- \(AEB\) represents the control of autonomous braking. In this process, \(wt\) is an auxiliary variable which is used to realize the delay operation. \(at\) is a discrete variable defined to record when \(AEB\) sounds \(alarm1\). If \(AEB\) makes the warning, the corresponding alarm (i.e., \(alarm1\) and \(alarm2\)) equals 1. Otherwise, the values of \(alarm1\) and \(alarm2\) are assigned to 0.

5.2. Formalization

In this subsection, we employ the above program to show how a Cyber-Physical system expressed using our language can be transformed into automata in SpaceEx with the translation approach described previously.

5.2.1. Outline of Formalization

The overall approach to the transformation of this example in SpaceEx is from bottom to up. More concretely, since the whole system \(Sys\) is comprised of three parallel components (i.e, \(Clock\), \(AEB\) and \(Car\)), we first formalize these parallel components as three base components in SpaceEx and then connect them into a network component \(Sys\). Furthermore, for these parallel components, we convert them to the models in SpaceEx step by step. According to the previous introduction of formalization for basic commands, we translate these individual basic commands. Then, under the guidance of composition in Section 4.4, we link them and form a complete model.

5.2.2. Base Component of Clock

Actually, we have mentioned the \(Clock\) automaton in Section 4.1. As presented in Fig. 9, the base component \(Clock\) has only one continuous variable \(t\). \(t\) is controlled by the \(Clock\) automaton and it cannot be changed by any other automata. \(t\) is evolving as the flow \(t' = 1\) defined and we regard it as a global clock.

![Figure 9: Base Component of Clock](image)

5.2.3. Base Component of AEB

Fig. 10 shows the automaton of \(AEB\). In this model, we set \(wt\) and \(at\) as local variables. \(t\), \(driver\), \(alarm1\) and \(alarm2\) are global variables. In addition, a local discrete variable \(tart\) is considered as an auxiliary variable (mentioned in Section 4.1). Among these variables, \(wt\), \(at\), \(alarm1\), \(alarm2\) and \(tart\) are controlled by \(AEB\).

Now, we translate the process into automata in SpaceEx. The beginning of \(AEB\) is two assignments, we use the \(init\) location and the \(setAlarm1\) location to formalize it. The transition labeled with \(change1\) realizes the two assignments. Here, \(change1\) is used to synchronize \(AEB\) and \(Car\), so that the change on the shared variable \(alarm1\) can be observed by the \(Car\) immediately. Next, the \(setAlarm1\) location, the \(wait2sec\) location and the \(termAlarm1\) location are modeled to construct \(wt = 1\) until \(t \geq at + 2\) in a similar way as before. The process of \(AEB\) ends with a conditional construct, so two transitions (i.e., one represents the explicit \(if\) branch and the other stands for the omitted \(else\) branch) are added from the \(termAlarm1\) location to the \(term\) location.

5.2.4. Base Component of Car

The automaton of \(Car\) is illustrated in Fig. 11. In this model, \(v\), \(driver\), \(t\), \(alarm1\) and \(alarm2\) are global variables, and the first three are controlled variables. Similarly, \(tart\) is a local auxiliary variable and is controlled by \(Car\).

The beginning of the process \(Car\) is a discrete event guard. The \(init\) location, the \(waitAlarm1\) location, the \(imAlarm1\) location and the \(recAlarm1\) location are defined to formalize this command. As introduced before, the synchronization label \(change1\) can inform \(Car\) of the change on the variable \(alarm1\). With the label, if the environment (i.e., \(AEB\)) changes the value of \(alarm1\), the automaton switches from the \(waitAlarm1\) location to the \(imAlarm1\) location.
Afterwards, it is a conditional construct. Depending on whether the Boolean condition \textit{driver} == 1 holds, we define two transitions. Thus, if \textit{driver} == 1, the automaton reaches the \textit{initDriver} location. Otherwise, it enters the \textit{initAEB} location.

If \textit{driver} == 1, it indicates that the driver responds to the alarm and then the car brakes with an acceleration of −4 until its velocity drops to 0. It is a statement with the form of \textit{R(v, \dot{v}) until gc}, so we use the \textit{initDriver} location, the \textit{evolveBraking1} location and the \textit{term} location to depict this behavior.

On the contrary, if \textit{driver} == 0, the AEB will adopt measures. The car moves with an acceleration of −2 until its velocity becomes 0 or the \textit{AEB} sounds \textit{alarm2}. Four locations are applied to portray this behavior, including the
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\textit{initAEB} location, the \textit{evolveBraking2} location, the \textit{imAlarm2} location and the \textit{termBraking2} location. Here, \textit{Car} synchronizes with \textit{AEB} through the synchronization label \textit{change2}. After reaching the \textit{termBraking2} location, the acceleration of the car becomes \(-5\) until its velocity equals 0. In addition to this location, the \textit{evolveBraking3} location and the \textit{term} location are used to formalize this behavior.

5.2.5. Network Component of Sys

After constructing the above parallel components (i.e., \textit{Clock}, \textit{AEB} and \textit{Car}), we give the parallel composition of them. Fig. 12 is a network component for the system. It contains three base components and we connect them via their variables and labels.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{network_component.png}
\caption{Network Component of \textit{Sys}}
\end{figure}

5.3. Verification

In this subsection, we employ the model checker of SpaceEx to verify several properties of the model constructed above.

5.3.1. Setting

We now perform verification using SpaceEx. We simulate two scenarios (i.e., \textit{driver} = 1 and \textit{driver} = 0) to check three properties (i.e., \textit{Termination}, \textit{VelocityLimit} and \textit{Evolve}). In this paper, we adopt PHAVer [12] as the verification scenario and we need to manually set the initial states and forbidden states.

Scenario 1 depicts that the driver pays attention to the warning, and Scenario 2 stands for the condition where \textit{AEB} starts automatic braking when the driver ignores the warning. We set the initial states of the two scenarios as below.

- **Scenario 1:**
  \[
  t == 0 & wt == 0 & at == 0 & AEB\_1.tert == 0 & alarm1 == 0 & alarm2 == 0 & \text{\underline{driver}} == 1 \\
  & Car\_1.tert == 0 & v == 20 & loc(AEB\_1) == \text{\underline{init}} & loc(Car\_1) == \text{\underline{init}}
  \]

- **Scenario 2:**
  \[
  t == 0 & wt == 0 & at == 0 & AEB\_1.tert == 0 & alarm1 == 0 & alarm2 == 0 & \text{\underline{driver}} == 0 \\
  & Car\_1.tert == 0 & v == 20 & loc(AEB\_1) == \text{\underline{init}} & loc(Car\_1) == \text{\underline{init}}
  \]

We perform verification for two safety properties (i.e., Property 1 and Property 2) and one reachability property (i.e., Property 3) using SpaceEx.

- **Property 1** is \textit{Termination}; when the car reaches the \textit{term} location, its velocity must be 0. We set the forbidden states as \text{loc(Car)} == \text{term} & v > 0.

- **Property 2** is \textit{VelocityLimit}; the velocity must always be in the range 0 to 20. The forbidden states of this property are defined as \text{v} < 0 | v > 20.

- **Property 3** is \textit{Evolve}; we define this property to show the evolution of velocity.
Table 3
Verification Results

<table>
<thead>
<tr>
<th>Property</th>
<th>Format</th>
<th>Results in Scenario 1</th>
<th>Results in Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Termination</td>
<td>Text(txt)</td>
<td>{ }</td>
<td>{ }</td>
</tr>
<tr>
<td>2: VelocityLimit</td>
<td>Text(txt)</td>
<td>{ }</td>
<td>{ }</td>
</tr>
<tr>
<td>3: Evolve</td>
<td>2D(gen)</td>
<td><img src="image1.png" alt="Graph 1" /></td>
<td><img src="image2.png" alt="Graph 2" /></td>
</tr>
</tbody>
</table>

5.3.2. Verification Results

The conducted verification has yielded several positive outcomes, which are detailed in Table 3.

- Property 1 and Property 2 return the verification result { }. It indicates that the system meets the properties of Termination and VelocityLimit, as forbidden states are not reachable.
- Verification results of Property 3 are 2D graph outputs of SpaceEx. The returned two figures display the evolution of the velocity $v$ over time $t$ and they meet our expectations.

This case study showcases the use of our language and the practicality of our transformation. The proposed transformation strategy allows the utilization of SpaceEx’s model checking abilities to verify the properties of CPS described in our language. Meanwhile, the verification carried out on the case study of AEB also validates our proposed operational semantics.

6. Conclusion and Future Work

In [4], we elaborated the language suitable for modeling Cyber-Physical systems, based on the previous work [3]. In this paper, we presented its operational semantics by extending the classical configuration of transitions. Then, we established a bridge between our language and hybrid automata through a translation, enabling the verification of CPS specified with our language using SpaceEx. Finally, we demonstrated the practicality of our approach by showcasing its use in modeling and verifying Autonomous Emergency Braking (AEB) which is abstracted from a real-world scenario.

From the theoretical view, since we proposed the algebraic and denotational semantics of this language in our previous work [4], we will apply the Unifying Theories of Programming (UTP) approach [5] to investigate the link among operational semantics, denotational semantics and algebraic semantics of this language. From the practical view, the automatic translation of our language to models in SpaceEx will be explored, so that more complex CPS can be transformed and verified in a more convenient and automated way. In addition, we also plan to extend our language to support more features relevant to CPS, such as probabilistic behavior.
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