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Abstract

Reconfigurable intelligent surface (RIS) is a promising technique that smartly reshapes wireless propagation environment in the future wireless networks. In this paper, we apply RIS to an unmanned aerial vehicle (UAV)-assisted non-orthogonal multiple access (NOMA) network, in which the transmit signals from multiple UAVs to ground users are strengthened through RIS. Our objective is to minimize the power consumption of the system while meeting the constraints of minimum data rate for users and minimum inter-UAV distance. The formulated optimization problem is non-convex by jointly optimizing the position of UAVs, RIS reflection coefficients, transmit power, active beamforming vectors and decoding order, and thus is quite hard to solve optimally. To tackle this problem, we divide the resultant optimization problem into four independent subproblems, and solve them in an iterative manner. In particular, we first consider the sub-solution of UAVs placement which can be obtained via the successive convex approximation (SCA) and maximum ratio transmission (MRT). By applying the Gaussian randomization procedure, we yield the closed-form expression for the RIS reflection coefficients. Subsequently, the transmit power is optimized using standard convex optimization methods. Finally, a dynamic-order decoding scheme is presented for optimizing the NOMA decoding order in order to guarantee fairness among users. Simulation results verify that our designed joint UAV deployment and resource allocation scheme can effectively reduce the total power consumption compared to the benchmark methods, thus verifying the advantages of combining RIS into the multi-UAV assisted NOMA networks.
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I. INTRODUCTION

The dramatic proliferation of Internet-of-Things (IoT) has caused the ever-growing number of wireless devices, which are envisioned to support smart applications including automatic manufacturing, virtual reality, smart homes and smart city [1]. To this end, high performance requirements such as low-latency communication, ultra-high capacity, and massive connectivity must be met. Non-orthogonal multiple access (NOMA) is viewed as one of the emerging solutions for meeting these stringent requirements. By employing superposition coding (SC) at the transmitter side and successive interference cancellation (SIC) at the receiver side, NOMA can simultaneously serve several users with the same physical resource (i.e., time, frequency and code) [2], [3]. This makes NOMA capable of increasing the connection density and enhancing the spectral efficiency (SE). Nevertheless, despite the advantages provided by NOMA schemes, the performance gain of NOMA is still fundamentally limited by signal propagation environments, especially for users with small channel gain differences.

Recently, reconfigurable intelligent surface (RIS) is a potential technique for controlling the wireless propagation environments [4], [5]. In particular, RIS is a planar surface structure comprised of multiple low-power reflecting units, where each unit is smartly tuned by programming integrated circuits (ICs) with different amplitude and phase of the reflected signals [5], [6]. This enables the reflected signal propagations to be reconfigured, thus improving the communication quality. If NOMA and RIS are properly combined, the channel conditions of users can be changed flexibly by adjusting phase shifts at the RIS, which adds new degree-of-freedom (DoF) for improving the system performance [7]–[12]. For example, a sequential rotation scheme was presented in [7] to minimize the power consumed by a RIS-aided downlink NOMA system subject to the minimum signal-to-interference-ratio (SINR) thresholds, where the power control and RIS reflection coefficients were jointly considered. In [8], an energy minimization framework was studied in a RIS-empowered NOMA network, where the transmit beamforming and the phase shifts at the RIS were optimized, and solved by the alternating optimization approach. In [9], a three-step resource scheduling method was investigated to maximize the total throughput by considering the channel allocation, NOMA decoding order and RIS reflection matrix in a RIS-assisted NOMA system. In [10], a resource management strategy was investigated to maximize the total throughput of a RIS-assisted uplink NOMA network subject to transmit
power constraints, where the power control and RIS phase shift matrix were optimized. In [11], a weighted sum-rate maximization problem was investigated in a RIS-assisted NOMA network, in which the deployment of RIS and RIS reflection coefficients in addition to power allocation were considered, and tackled via the monotonic optimization method and semidefinite relaxation approach. In [12], an effective approach was proposed to maximize the energy efficiency (EE) in RIS-NOMA networks, where the active beamforming vectors and RIS reflection coefficients were taken into account. However, since the RISs deployed on facades of buildings or walls can only serve users distributed in the front half-space, it is difficult to meet the quality-of-service (QoS) of edge users in terrestrial RIS-enhanced wireless networks.

Due to the advantages of high mobility, autonomy and low-cost, unmanned aerial vehicles (UAVs) can be promptly dispatched to provide reliable services for edge users, and thus it has been extensively used in many fields including information dissemination [3], mobile edge computing (MEC) [13], wireless relay networks [14], wireless power transfer [15] and secure communication systems [16]. By applying RIS into UAV-assisted wireless networks, “virtual” line-of-sight (LoS) links between UAVs and ground users can be created by adjusting the phase reflection coefficients and the placement of UAVs. In particular, there are two kinds of architecture diagrams in RIS-based UAV systems. On one hand, the RISs are placed at fixed locations on the ground, which can enhance the received signal power from UAVs to edge users. The other architecture diagram is called aerial RIS (ARIS), where UAVs are equipped with a RIS to achieve intelligent control from the sky. As such, the network coverage for a given geographical area can be significantly enhanced. Consequently, RIS-based UAV communications have received much attention in the academia [17]–[24]. The authors in [17] aimed at maximizing the average achievable rate in a RIS-aided UAV system, where the UAV flight planning and RIS reflection matrix were considered. In [18], a parametric approximation approach and an iterative optimization approach were employed to maximize the system throughput in a RIS-aided UAV orthogonal frequency division multiplexing Access (OFDMA) system, in which the flight trajectory of UAV, RIS scheduling and communication resource allocation were optimized. In [19], an effective scheme was investigated to maximize the received signal strength in a multi-RIS-aided UAV network, where a closed-form solution for the RIS reflection coefficients was obtained. In [20], a RIS-assisted UAV scheme was proposed to enhance the system performance in UAV communication networks, in which closed-form solutions for the outage probability,
average throughput and bit-error-rate (BER) were investigated. In [21], the problem of maximizing the minimum SINR was studied in an ARIS-enabled wireless communication system, where the transmit beamforming, 3D passive beamforming and horizontal ARIS placement were optimized. In [22], the authors investigated three different transmission schemes for a UAV-RIS relaying system, where the closed-form solutions for EE, ergodic capacity and outage probability were derived. An efficient iterative method for a RIS-assisted uplink wireless communication network was presented in [23] to maximize the secure EE, in which the trajectory of the UAV, RIS reflection matrix, user association and power allocation were considered. The authors in [24] studied the total transmit power minimization problem in UAV-assisted RIS heterogeneous networks, where the trajectory/velocity of UAVs, active beamformers, subcarrier allocations and RISs’ phase shifts are jointly optimized. Simulation results demonstrated that the transmit power of the system could be significantly reduced compared with the benchmark schemes. Based on the previous researches on RIS-aided UAV communications, the application of NOMA within UAV-RIS wireless networks can further improve the SE and support massive connectivity [25], [26]. A deep-Q-network (D-DQN) based method was studied in [25] to optimize the movement of the UAV, RIS phase-shift matrix, transmit power and NOMA decoding orders, in order to minimize the total energy cost of UAV-RIS wireless networks. In [26], a sum-throughput maximization problem was investigated in a RIS-aided multi-UAV NOMA system, in which the position and power allocation of UAVs, RIS’s phase-shift matrix and NOMA decoding orders were optimized, and solved by the block coordinate descent (BCD)-based method.

A. Main Contributions

Prior works concentrate on investigating the resource allocation schemes for RIS-assisted NOMA systems [7]–[12], where the UAVs are not considered to provide reliable services for edge users. On the other hand, if UAVs are applied to RIS-assisted NOMA systems, line-of-sight (LoS) transmission links between access points and edge users are established to improve system performance by adjusting its locations. Moreover, the works in [17]–[24] focus on maximizing the system performance in RIS-assisted UAV networks [17]–[20], ARIS-enabled wireless communication networks [21]–[24]. However, these algorithms do not fully exploit NOMA for improving the system throughput, especially when the users are located in ultra-dense wireless networks. In this case, these schemes may not meet the QoS requirements of massive
access and cause severe interference. In addition, the work in [25] focuses on minimizing the energy cost in RIS-NOMA UAV networks. However, this scheme cannot be applied directly to design effective resource allocation policies for users distributed in specific areas since only a single UAV is taken into account. In particular, a single UAV used in specific scenarios such as disaster areas and vehicular networks, may not be able to finish complicated tasks. This leads to its limitations in large-scale applications. The work in [26] aims to investigate the resource allocation strategy for a RIS-enhanced multi-UAV NOMA network, while assuming a single antenna mounted on both UAVs and users. In this case, users will experience severe interference from other co-channel UAVs. Thus, the algorithm in [26] may not meet the QoS demands of users and reduce the energy cost of the system, particularly in users with weak channel quality. UAV equipped with multiple antennas can separate users with angular separation, and thus mitigates co-channel interference and improve network performance [27]. Inspired by the previous observations, we investigate a RIS-assisted multi-UAV network with NOMA, where all UAVs equipped with multiple antennas establish communication links with users through the RIS. By considering the optimization of UAVs placement control, RIS reflection coefficients and resource allocation, this framework not only strengthens the signal reception at users and mitigates co-interference, but also satisfies the QoS metrics of massive access. Besides, through dynamically controlling the locations of UAVs and realizing the cooperation between UAVs and RIS, this framework provides reliable communication services to edge users, and thereby can be adopted in many applications including disaster areas, wide areas, vehicular networks and ultra-dense wireless networks. The contributions are outlined as follows.

- We formulate a NOMA-based resource allocation framework for a RIS-enabled multi-UAV system. Our objective is to minimize the total power consumption while meeting the constraints of the minimum data rate for users and a minimum inter-UAV distance. The design optimization problem is non-convex by jointly optimizing the UAV’s position, RIS reflection coefficients, active beamforming vectors and decoding order, which is extremely hard to tackle directly. Therefore, we develop a joint UAV deployment and resource allocation scheme to address this issue.
- In particular, we divide the considered problem into four sub-problems, and optimize the position of UAVs, active beamforming vectors, RIS reflection matrix, transmit power and...
decoding order in an iterative manner. By applying maximum ratio transmission (MRT), we first yield the closed-form solution for the active beamforming vectors. Based on the solved beamforming vectors, we reformulate the power consumption minimization problem with the constraint of average minimum data rate, from which we consider the sub-solution of the UAV’s position that can be achieved through the successive convex approximation (SCA) technique. Then, we derive a closed-form expression for the RIS reflection coefficients by the Gaussian randomization procedure. After that, effective convex optimization methods are applied to optimize the transmit power. Finally, we present a dynamic-order decoding scheme to optimize the NOMA decoding order.

- Simulation results show that our designed joint UAV placement and resource allocation algorithm can effectively reduce the total power consumption compared to the benchmark methods, thus verifying the advantages of combining RIS into the multi-UAV assisted NOMA networks.

B. Organization and Notation

The remainder of this paper is outlined as follows. The channel model for RIS-assisted multi-UAV systems and the sum-power minimization problem are presented in Section II. In Section III, the joint UAV placement and resource allocation scheme is presented to tackle the power minimization problem. Simulation results are presented to demonstrate the superior performance of our proposed algorithm in Section IV. Conclusions are drawn in Section V.

The notations are exploited in this paper. $\mathbf{a}^T$ and $\mathbf{a}^H$ indicate the transpose and conjugate transpose of the vector $\mathbf{a}$. $[\mathbf{a}]_m$ and $\|\mathbf{a}\|$ indicate the $m$th unit and the Euclidean norm of the vector $\mathbf{a}$. $\mathbb{C}^{x\times y}$ represents the space of $x \times y$ complex-value vectors. $\mathbf{A}$ denotes a matrix, and
tr(A) is the trace of A. rank(A) is the rank of A and $A^{\frac{1}{2}}$ is the square-root of A. $A \succeq 0$ indicates that A is positive semi-definite. For any arbitrary-size matrix S, $S^H$ and $S^T$ denote the conjugate transpose and transpose. 0 and I represent the all-zero matrix and the identity matrix. $\mathbb{E}\{\cdot\}$ indicates statistical expectation and $\text{Re}\{\cdot\}$ represents the real part. $\angle a$ indicates the phase of the complex number $a$.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As depicted in Fig. 1, we consider a RIS-assisted multi-UAV network, in which $K$ rotary-wing UAVs are dispatched as flying base stations (BSs) providing wireless services to $N_u$ ground users. Since the direct links between UAVs and ground users are obstructed by obstacles, a RIS with $N$ reflecting units is placed on the ground to reflect the received signals from UAVs to users. All the UAVs are setup with $N_t$ antennas and each user has single antenna. In particular, it is assumed that the ground users are static and their locations (i.e., GPS location information) are known by UAVs. The $N_u$ ground users is divided into $K$ groups, wherein each group can only connect to an UAV. We denote the indices of UAVs and its corresponding connected user groups by $\mathcal{K} = \{1, 2, \cdots, K\}$ and the indices of users in the $k$th group by $\mathcal{M}_k = \{1, 2, \cdots, M_k\}$. Define the location of the $(k, i)$th user as $w^k_i = [x^k_i, y^k_i, z^k_i]^T$, $\forall i \in \mathcal{M}_k, k \in \mathcal{K}$, while the location of the RIS is denoted as $w_r = [x_r, y_r, z_r]^T$. The 3D location of the $k$th UAV is $q_k = [x_k, y_k, H]^T$. Here, the altitude of all UAVs are fixed at $H$, which corresponds to the minimum altitude required for covering serving areas and avoiding buildings. $\Theta = \text{diag}(e^{j\theta_1}, \cdots, e^{j\theta_n}, \cdots, e^{j\theta_N})$ is the RIS reflection matrix, where $\theta_n \in [0, 2\pi)$ denotes the phase shift parameter of the $n$th reflecting unit.

B. Channel Model for RIS-assisted multi-UAV networks

Similar to [17], [18], the links between the RIS and UAVs are assumed to be LoS-dominated since UAVs fly at high altitudes and the RIS can be properly deployed on the facade of building.

---

1Noted that the conventional channel estimation methods can be exploited to evaluate the UAV-RIS channel and the RIS-user channels [28]. In this paper, it is assumed that the parameters of the combined channels are estimated by the channel estimation scheme in [29]. In particular, the short-OFDM symbols through the inverse discrete Fourier transform (IDFT) are first used for channel training. Then, the least-squares (LS) estimation scheme is employed to evaluate the parameters of the direct channel and the cascaded channels. Finally, the minimum mean squared error (MMSE) is used for LS channel estimation to further diminish the computational complexity.
Let $\lambda$ and $d$ be the wavelength and the antenna separation [30]. We denote the cosine of angle-of-arrival (AoA) and angle-of-departure (AoD) of signals as $\cos \varphi_k$ and $\cos \psi_k$, which holds $\cos \varphi_k = \cos \psi_k = \frac{x_k - x_r}{\| w_r - q_k \|}$ [26], [31]. The channel between the $k$th UAV to the RIS is [19]

$$ g_k = \sqrt{\frac{\rho_0}{\| q_k - w_r \|^2}} \hat{g}_k^T, $$

(1)

where $\rho_0$ indicates the path loss at the reference distance of 1 meter. $\hat{g}_k$ and $\tilde{g}_k$ indicate the array responses that can be expressed as

$$ \hat{g}_k = [1, e^{-j \frac{2\pi d}{\lambda} \cos \varphi_k}, \ldots, e^{-j \frac{2\pi d(N-1)}{\lambda} \cos \varphi_k}]^T, $$

(2)

$$ \tilde{g}_k = [1, e^{-j \frac{2\pi d}{\lambda} \cos \psi_k}, \ldots, e^{-j \frac{2\pi d(N-1)}{\lambda} \cos \psi_k}]^T. $$

(3)

On the other hand, since there exists local scatterers around the ground nodes and the UAVs/RIS are deployed at high altitude, the channels between UAV/RIS and users include both the LoS and NLoS components [32]. Thus, we employ the Rician channel model for the UAV-user links and RIS-user links. Then, the channel between the $j$th UAV to the $(k,i)$th user is written as [18]

$$ h_{j,k,i} = \sqrt{\frac{\rho_0}{\| q_j - w_k^i \|^2}} (\alpha_{ug} \tilde{h}_{j,k,i}^T + \sqrt{\frac{1}{\kappa_{ug} + 1}} \tilde{h}_{j,k,i}^T), $$

(4)

where $\tilde{h}_{j,k,i}$ indicates the deterministic LoS component, $\tilde{h}_{j,k,i} \sim \mathcal{C}\mathcal{N}(0, I_{N_t})$ denotes the NLoS components, $\alpha_{ug}$ represents the path loss exponent associated with the UAV-user links, and $\kappa_{ug}$ is the Rician factor. Similarly, the channel between the RIS and the $(k,i)$th user is [18]

$$ r_{k,i} = \sqrt{\frac{\rho_0}{\| w_r - w_k^i \|^2}} (\alpha_{rg} \tilde{r}_{k,i} + \sqrt{\frac{1}{\kappa_{rg} + 1}} \tilde{r}_{k,i}), $$

(5)

where $\tilde{r}_{k,i} = [1, e^{-j \frac{2\pi d}{\lambda} \cos \varphi_{k,i}}, \ldots, e^{-j \frac{2\pi d(N-1)}{\lambda} \cos \varphi_{k,i}}]^T$ represents the LoS component, $\cos \varphi_{k,i} = \frac{x_{k,i} - x_r}{\| w_r - w_k^i \|}$ denotes the cosine of the AoD from the RIS towards the $(k,i)$th user, $\tilde{r}_{k,i} \sim \mathcal{C}\mathcal{N}(0, I_N)$ indicates the NLoS components, $\alpha_{rg}$ indicates the path loss exponent associated with the RIS-user links, and $\kappa_{rg}$ denotes the Rician factor.

### C. NOMA transmission scheme

It is assumed that all UAVs use the same frequency resource, and each exploits NOMA technique to serve all users in its group simultaneously. In particular, the transmit signal for the $k$th group sent by the $k$th UAV is expressed as $s_k = \sum_{i=1}^{M_k} \sqrt{p_{k,i}} s_{k,i}$, where $p_{k,i}$ indicates the
transmit power assigned to the \((k, i)\)th user and \(s_{k,i}\) indicates the transmit signal intended for the \((k, i)\)th user. Let the precoding vector of the \(k\)th group be denoted by \(\mathbf{f}_k \in \mathbb{C}^{N_t \times 1}, \forall k \in \mathcal{K}\). The received signal at the \((k, i)\)th user is further represented by [11]

\[
y_{k,i} = (\mathbf{h}_{k,i} + \mathbf{r}_{k,i} \Theta \mathbf{g}_k) \mathbf{f}_k \sqrt{p_{k,i}} s_{k,i} + (\mathbf{h}_{k,i}^H + \mathbf{r}_{k,i}^H \Theta \mathbf{g}_k) \mathbf{f}_k \sum_{t=1, t \neq i}^{M_k} \sqrt{p_{k,t}} s_{k,t} \\
+ \sum_{j=1, j \neq k}^{K} (\mathbf{h}_{k,j}^2 + \mathbf{r}_{k,j}^H \Theta \mathbf{g}_j) f_j \sum_{l=1}^{M_j} \sqrt{p_{j,l}} s_{j,l} + n_{k,i}.
\]  

\(n_{k,i} \sim \mathcal{CN}(0, \sigma^2)\) indicates the additive white Gaussian noise (AWGN) at the \((k, i)\)th user.

In NOMA scheme, the decoding order of users is impacted by the effective channel gain [3]. For the RIS-assisted multi-UAV system, the effective channel gain of the combined channel depends on the placement of UAVs, RIS reflection coefficients and transmit beamforming vector, and hence we develop a dynamic-order decoding method to optimize the decoding order in the next section. Let the decoding order of the \((k, i)\)th user and the \((k, j)\)th user be defined as \(u_k(i)\) and \(u_k(j)\), where \(u_k(i), u_k(j) \in \{1, \ldots, M_k\}\). If \(\left| (\mathbf{h}_{k,i} + \mathbf{r}_{k,i}^H \Theta \mathbf{g}_k) \mathbf{f}_k \right|^2 < \left| (\mathbf{h}_{k,j} + \mathbf{r}_{k,j}^H \Theta \mathbf{g}_j) \mathbf{f}_k \right|^2\), it follows that \(u_k(i) < u_k(j)\). Assuming that the decoding order in the \(k\)th group is \(\left| (\mathbf{h}_{k,1} + \mathbf{r}_{k,1}^H \Theta \mathbf{g}_j) \mathbf{f}_k \right|^2 \leq \left| (\mathbf{h}_{k,2} + \mathbf{r}_{k,2}^H \Theta \mathbf{g}_j) \mathbf{f}_k \right|^2 \leq \cdots \leq \left| (\mathbf{h}_{k,M_k} + \mathbf{r}_{k,M_k}^H \Theta \mathbf{g}_j) \mathbf{f}_k \right|^2\). Then, the signal-to-interference-plus-noise ratio (SINR) for the \((k, i)\)th user is given by

\[
SINR_{k,i} = \frac{\left| (\mathbf{h}_{k,i} + \mathbf{r}_{k,i}^H \Theta \mathbf{g}_k) \mathbf{f}_k \right|^2}{\sum_{t=i+1}^{M_k} p_{k,t} \sum_{j=1, j \neq k}^{K} \left| (\mathbf{h}_{k,j}^2 + \mathbf{r}_{k,j}^H \Theta \mathbf{g}_j) f_j \right|^2 + \sigma^2}.
\] 

From (7), the achievable rate of the \((k, i)\)th user is written as

\[
R_{k,i} = \log_2(1 + SINR_{k,i}).
\] 

(8)

Accordingly, the sum-rate of the RIS-aided multi-UAV network is given by

\[
R_{sum} = \sum_{k=1}^{K} \sum_{i=1}^{M_k} R_{k,i}.
\] 

(9)

D. Power Consumption Model and Problem Formulation

The total power consumption in the RIS-assisted multi-UAV system is composed of the transmit power \(P_t = \sum_{k=1}^{K} \sum_{i=1}^{M_k} p_{k,i}\), the RIS power consumption \(P_{RIS}\) and the propulsion
power of UAVs $P_{UAV}$, which can be given as [33], [34]

$$P_{\text{sum}} = P_t + P_{RIS} + P_{UAV} = \sum_{k=1}^{K} \sum_{i=1}^{M_k} P_{k,i} + NP_e + \left( \tilde{P}_0 \left( 1 + \frac{3(V_f)^2}{(U_{\text{tip}})^2} \right) + \tilde{P}_1 \left( \sqrt{1 + \frac{(V_f)^4}{4(V_0)^4}} - \frac{(V_f)^2}{2(V_0)^2} \right) + \frac{1}{2} \dot{\vartheta} S_f \hat{A} (V_f)^3 \right),$$

(10)

where $\tilde{P}_0 = \frac{\delta}{8} \varrho S_f \hat{A} \Omega^3 (R_f)^3$ and $\tilde{P}_1 = (1 + \hat{\kappa}) \frac{\varrho^2}{2\sqrt{2} \vartheta \hat{A}}$ are blade profile power and induced power [35]. $V_f$ denotes the flight speed of UAVs. $\delta$ indicates the profile drag coefficient and $\varrho$ is air density. $S_f$ and $\Omega$ represent rotor solidity and blade angular velocity, respectively. $\hat{A}$ denotes the rotor disc area and $R_f$ is rotor radius. $\hat{\kappa}$ indicates incremental correction factor and $\vartheta$ is aircraft weight. $U_{\text{tip}}$ represents tip speed and $V_0$ is the mean rotor induced velocity. Let $P_t$ represent the power consumed by a reflecting unit. The power consumed by a RIS with $N$ reflecting units can be expressed as $NP_e$ [36]. Since the rotary-wing UAVs in this paper hover in fixed locations, the required power for UAVs is expressed as $P_h = \tilde{P}_0 + \tilde{P}_1 = \frac{\delta}{8} \varrho S_f \hat{A} \Omega^3 (R_f)^3 + (1 + \hat{\kappa}) \frac{\varrho^2}{2\sqrt{2} \vartheta \hat{A}}$ [35]. Here, $\tilde{P}_0$ and $\tilde{P}_1$ are all constants. As a result, (10) can be represented as

$$P_{\text{sum}} = P_t + P_{RIS} + P_{UAV} = \sum_{k=1}^{K} \sum_{i=1}^{M_k} p_{k,i} + NP_e + \left( \tilde{P}_0 + \tilde{P}_1 \right) = \sum_{k=1}^{K} \sum_{i=1}^{M_k} p_{k,i} + NP_e + \left( \frac{\delta}{8} \varrho S_f \hat{A} \Omega^3 (R_f)^3 + (1 + \hat{\kappa}) \frac{\varrho^2}{2\sqrt{2} \vartheta \hat{A}} \right).$$

(11)

Next, we concentrate on the joint optimization of the UAV’s position $\mathbf{q} = \{ \mathbf{q}_k, \forall k \in \mathcal{K} \}$, RIS reflection matrix $\Theta$, transmit power $\mathbf{P} = \{ P_{k,i}, \forall k \in \mathcal{K}, i \in \mathcal{M}_k \}$, transmit beamforming vector $\mathbf{F} = \{ \mathbf{f}_k, \forall k \in \mathcal{K} \}$ and decoding order $\mathbf{u} = \{ u_k(i), \forall k \in \mathcal{K}, i \in \mathcal{M}_k \}$ so as to minimize the overall power consumption under minimum rate constraints for users and the minimum distance between UAVs. Mathematically, the power minimization problem is formulated as

$$\begin{align*}
\text{(P1)} : & \quad \min_{\mathbf{q}, \Theta, \mathbf{P}, \mathbf{F}, \mathbf{u}} \quad P_{\text{sum}} = P_t + P_{RIS} + P_{UAV} \\
\text{s.t.} & \quad p_{k,i} \geq 0, \\
& \quad \log_2(1 + SINR_{k,i}) \geq R_{\min},
\end{align*}$$

(12a)

(12b)

(12c)
\[
\|q_k - q_j\|^2 \geq \Delta_{\text{min}}^2, \forall k \neq j \in \mathcal{K},
\]  
(12d)

\[
\theta_n \in [0, 2\pi), \forall n \in \{1, \cdots, N\},
\]  
(12e)

\[
u \in \mathcal{D},
\]  
(12f)

\[
\begin{cases}
    u_k(i) > u_k(t), & \text{if } \|h_{k,i} + r_{k,i}^H g_k\|^2 > \|h_{k,t} + r_{k,t}^H g_k\|^2, \forall i, t \in \mathcal{M}_k, \\
    u_k(i) < u_k(t), & \text{if } \|h_{k,i} + r_{k,i}^H g_k\|^2 = \|h_{k,t} + r_{k,t}^H g_k\|^2, \|w_r - w_t^k\|^2 \leq \|w_r - w_i^k\|^2.
\end{cases}
\]  
(12g)

\[
\|f_k\|^2 = 1.
\]  
(12h)

Constraint (12b) is the transmit power constraints of the UAVs. In constraint (12c), \(R_{\text{min}}\) represents the rate threshold which specifies the minimum rate requirements for each user. Constraint (12d) is imposed such that the inter-UAV distance cannot exceed the minimum inter-UAV distance \(\Delta_{\text{min}}\). Constraints (12f) and (12g) correspond to the constraints on the NOMA decoding order, where \(\mathcal{D}\) indicates the set of all feasible decoding orders. Constraint (12h) represents the boundary constraint for the precoding vector. Problem (P1) is non-convex owning to the coupling variables, and thus is hard to solve via the standard convex optimization techniques [37]. In the next section, we develop a joint UAV deployment and resource allocation algorithm to tackle (P1), which is based on the SCA method and the Gaussian randomization procedure.

III. JOINT UAV DEPLOYMENT AND RESOURCE ALLOCATION ALGORITHM

In this section, in order to solve the aforementioned coupled non-convex problem, we divide the resultant optimization problem into four independent subproblems, and optimize the positions of UAVs, active beamforming vectors, RIS reflection coefficients, transmit power and decoding order iteratively. Since the passive beamforming optimization needs to obtain the path loss coefficients and the beam-scanning angles, the positions of UAVs and the active beamforming vectors are optimized first. Subsequently, based on the UAV placement optimization and the active beamforming design, the RIS reflection coefficients are optimized to maximize the channel power gain. Then, with the fixed variables, the transmit power is optimized according to the NOMA schemes. Finally, based on the combined channel power gain, the decoding order is optimized to ensure fairness among users and further reduce the power consumption.
A. Joint UAV Deployment and Active Beamforming Design

For any given $\Theta$, $P$ and $u$, it is shown that the MRT can be applied to perform the active beamforming design [19]; furthermore, the active beamforming vector for the $k$th group is written as

$$f_k^* = \left( \frac{h_{k,i}^H + r_{k,i}^H \Theta g_k}{\|h_{k,i}^H + r_{k,i}^H \Theta g_k\|} \right)^H, \forall k \in K, i \in \mathcal{M}_k. \quad (13)$$

From (13), the achievable rate in (8) is then represented by

$$R_{k,i} = \log_2 \left( 1 + \frac{\|h_{k,i}^H + r_{k,i}^H \Theta g_k\|^2 p_{k,i}}{\sum_{l=1}^{M_k} p_{k,l} + \sum_{j=1, j \neq k}^{K} \|h_{k,i}^H + r_{k,i}^H \Theta g_j\|^2 \sum_{l=1}^{M_j} p_{j,l} + \sigma^2} \right),$$

where $C_{k,i}^j = \|h_{k,i}^H + r_{k,i}^H \Theta g_j\|^2$ represents the composite channel power gain from the $j$th UAV to the $(k, i)$th user.

Using (13) and (14), (P1) can be written as

$$(P2) : \min_q P_{\text{sum}} \quad (15a)$$

s.t. $R_{k,i} \geq R_{\text{min}}, \quad (15b)$

$$\|q_k - q_j\|^2 \geq \Delta_{\text{min}}^2, \forall k \neq j \in K. \quad (15c)$$

Problem (P2) is non-convex due to constraints (15b) and (15c). Since $\{R_{k,i}\}$ in constraint (15b) are random variables, it is challenging to achieve the optimal solutions for (P2). For convenience of analysis, we consider the expected achievable rate, and constraint (15b) is modified as [38]

$$\mathbb{E}\{R_{k,i}\} \geq R_{\text{min}}. \quad (16)$$

It can be shown that the closed-form solution for $\mathbb{E}\{R_{k,i}\}$ is still hard to derive. To overcome this issue, we convert $\mathbb{E}\{R_{k,i}\}$ into a convex function via the following propositions.

**Proposition 1:** Let $X$ and $Y$ denote two independent positive random variables. Then, for any $\mu, \nu > 0$, it holds that

$$\mathbb{E}\left\{ \log_2 \left( 1 + \frac{\mu}{\nu + X} \right) \right\} \approx \mathbb{E}\left\{ \log_2 \left( 1 + \frac{\mu}{\nu + \mathbb{E}\{X\} / \mathbb{E}\{Y\}} \right) \right\}. \quad (17)$$
where\[ E \{ C_{k,i}^j \} \triangleq \omega_{k,i}^j = \left\| \hat{h}_{k,i}^j + \bar{r}_{k,i}^H \Theta g_j \right\|^2 + \frac{(\rho_0 - \gamma_{ug}) N_t}{\|q_j - w^t_k\|^2} + \eta_{k,i} \|q_j - w^t_r\|^2, \] (18)

Proof: Please see Appendix A for the proof of Proposition 2.

Proposition 2: The expected value of the composite channel power gain from the jth UAV to the (k, i)th user can be formulated as

\[ E \{ C_{k,i}^j \} \triangleq \omega_{k,i}^j = \frac{\gamma_{ug}}{\|q_j - w^t_k\|^2} \|\hat{h}_{k,i}^j + \bar{r}_{k,i}^H \Theta g_j\| \] (18)

where \[ \gamma_{ug} = \frac{\kappa_{ug} \rho_0}{\kappa_{rg} + 1}. \]

Proof: Please see Appendix A for the proof of Proposition 2.

Using (17) and (18), we transform \[ E \{ R_{k,i} \}, \forall k \in K, \forall i \in M_k \] as

\[ E \{ R_{k,i} \} \approx \log_2 \left( 1 + \frac{E \{ C_{k,i}^j \} p_{k,i} + \sum_{j=1, j \neq k}^K E \{ C_{k,i}^j \} \sum_{l=1}^l p_{j,l} + \sigma^2 \right) \] (22)

\[ \approx \log_2 \left( 1 + \frac{p_{k,i}}{\sum_{l=1}^l p_{j,l} + \sum_{j=1, j \neq k}^K E \{ C_{k,i}^j \} \sum_{l=1}^l p_{j,l} + \sigma^2 \right) \]

Equation (22) is still a non-convex function owning to the coupled variables. To overcome this problem, we first add a set of supplementary variables. Let the upper bound of the Euclidean distance between the UAV and its connected users be defined as \( \{ u p_{k,i}^j, \forall i \in M_k, k \in K \} \). Let \( \{ l p_{k,i}^j, \forall i \in M_k, j \neq k \in K \} \) be the lower bound of the Euclidean distance between the UAV and its unconnected users. Here, \( u p_{k,i}^j > 0 \). Let the upper bound and the lower bound of the direct distance between the UAV and the RIS be denoted as \( \{ u b_k, \forall k \in K \} \) and \( \{ l b_k > 0, \forall k \in K \} \). Thus, we have

\[ (u p_{k,i}^j)^2 \geq \|q_k - w^t_k\|^2, \forall i \in M_k, k \in K, \] (23a)

\[ \|q_j - w^t_k\|^2 \geq (l p_{k,i}^j)^2, \forall i \in M_k, j \neq k \in K, \] (23b)

\[ (u b_k)^2 \geq \|q_k - w^t_r\|^2, \forall k \in K, \] (23c)

\[ \|q_k - w^t_r\|^2 \geq (l b_k)^2, \forall k \in K. \] (23d)
By substituting (23) into (18), it can be reformulated as

\[
\omega_{k,i}^k = \left\| \sqrt{\gamma_{ug}(u_{p_{k,i}})^{-\alpha_{ug}} H_{k,i}^k} + \sqrt{\rho_0(u_b)^{-2} H_{k,i}^k} \mathbf{g}_k^T \mathbf{g}_k \right\|^2 + (\rho_0 - \gamma_{ug}) N_t (u_{p_{k,i}})^{-\alpha_{ug}} + \eta_{k,i} (u_b)^{-2}
\]

\[
= \rho_0 N_t (u_{p_{k,i}})^{-\alpha_{ug}} + A_{k,i}^k (u_b)^{-2} + B_{k,i}^k (u_{p_{k,i}})^{-\alpha_{ug}/2} (u_b)^{-1},
\]

(24)

and

\[
\bar{\omega}_{k,i}^j = \left\| \sqrt{\gamma_{ug}(l_{p,j})^{-\alpha_{ug}} \bar{h}_{k,i}^j} + \sqrt{\rho_0(l_b)^{-2} \bar{h}_{k,i}^j} \mathbf{g}_j^T \mathbf{g}_j \right\|^2 + (\rho_0 - \gamma_{ug}) N_t (l_{p,j})^{-\alpha_{ug}} + \eta_{k,i} (l_b)^{-2}
\]

\[
= \rho_0 N_t (l_{p,j})^{-\alpha_{ug}} + D_{k,i}^j (l_b)^{-2} + E_{k,i}^j (l_{p,j})^{-\alpha_{ug}/2} (l_b)^{-1},
\]

(25)

where \( \{\omega_{k,i}^k, \forall i \in \mathcal{M}_k, k \in \mathcal{K}\} \) and \( \{\bar{\omega}_{k,i}^j, \forall i \in \mathcal{M}_k, j \neq k \in \mathcal{K}\} \) are the lower bound of \( \omega_{k,i}^k \) and the upper bound of \( \omega_{k,i}^j \), \( A_{k,i}^k = \rho_0 \left\| \bar{h}_{k,i}^j \mathbf{g}_k^T \mathbf{g}_k \right\|^2 + \eta_{k,i} \), \( B_{k,i}^k = 2 \mathrm{Re} \left\{ \sqrt{\gamma_{ug} \rho_0 \bar{h}_{k,i}^j \mathbf{g}_k^T \mathbf{g}_k \left( \bar{h}_{k,i}^j \right)^H} \right\} \), \( D_{k,i}^j = \rho_0 \left\| \bar{h}_{k,i}^j \mathbf{g}_j^T \mathbf{g}_j \right\|^2 + \eta_{k,i} \) and \( E_{k,i}^j = 2 \mathrm{Re} \left\{ \sqrt{\gamma_{ug} \rho_0 \bar{h}_{k,i}^j \mathbf{g}_j^T \mathbf{g}_j \left( \mathbf{h}_{k,i}^j \right)^H} \right\} \). Let \( (U_{k,i})^2 = \sum_{j=1, j \neq k}^K \bar{\omega}_{k,i}^j \sum_{l=1}^{M_j} p_{j,l} + \sigma^2 \) and \( \tau_{k,i} = \sum_{t=i+1}^{M_t} p_{k,t} + \frac{(U_{k,i})^2}{\bar{\omega}_{k,i}^j} \). It then follows that the lower bound of \( \bar{R}_{k,i} \) is written as

\[
\bar{R}_{k,i} \geq \log_2 \left( 1 + \frac{p_{k,i}}{\tau_{k,i}} \right), \forall i \in \mathcal{M}_k, k \in \mathcal{K}.
\]

Using (16) and (23)-(26), (P2) is rewritten as the following problem

(P2.1) : \( \min_{q_x} P_{\text{sum}} \)

s.t. \( \log_2 \left( 1 + \frac{p_{k,i}}{\tau_{k,i}} \right) \geq \bar{R}_{\text{min}}, \)

(27a)

(27b)

(27c)

(27d)

(27e)

(27f)

(27g)

(27h)
Similarly, the lower bound on the left hand side of constraints (27d), (27g)-(27k) are given by

\[ (ub_k)^2 \geq \|q_k - w_r\|^2, \]  
\[ \|q_k - w_r\|^2 \geq (lb_k)^2, \]  
where \( x = \{ \tau_{k,i}, U_{k,i}, \omega_{k,i}^j, \omega_{k,i}^j, u_{p_{k,i}}, ub_k, l_p^j, lb_k, \forall j \neq k \in K, i \in M_k \}. \) (P2.1) is obviously non-convex owning to the non-convex constraints (27d)-(27k). Next, SCA [39] is exploited to achieve a suboptimal solution of (P2.1). From (27b), since the left side \( \log_2 \left( 1 + \frac{p_{k,i}}{r_{k,i}} \right) \) is a concave function in regard to \( \tau_{k,i} \), the first-order Taylor expansion is employed to obtain a global upper bound on the achievable data rate [37]. Define \( e(\{ \tau_{k,i} \}) \) as \( \log_2 \left( 1 + \frac{p_{k,i}}{r_{k,i}} \right) \). For a given \( \{ \tau_{k,i}^{(m)} \} \) in the \( m \)-th iteration, we have

\[ e(\{ \tau_{k,i} \}) \leq \log_2 \left( 1 + \frac{p_{k,i}}{r_{k,i}} \right) - \frac{p_{k,i}}{(\tau_{k,i}^{(m)} + p_{k,i}) \tau_{k,i}^{(m)}} \ln 2 (\tau_{k,i} - \tau_{k,i}^{(m)}). \]  

Using (28), (27b) can be reformulated as

\[ \log_2 \left( 1 + \frac{p_{k,i}}{r_{k,i}} \right) - \frac{p_{k,i}}{(\tau_{k,i}^{(m)} + p_{k,i}) \tau_{k,i}^{(m)}} \ln 2 (\tau_{k,i} - \tau_{k,i}^{(m)}) \geq R_{\text{min}}. \]  

Similarly, the lower bound on the left hand side of constraints (27d), (27g)-(27k) are given by

\[ (U_{k,i}^{(m)} - U_{k,i}) \geq \sum_{j=1, j \neq k}^{K} \omega_{k,i}^j \sum_{l=1}^{M_j} p_{j,l} + \sigma^2, \]  
\[ -\|q_k^{(m)} - q_j^{(m)}\|^2 + 2(q_k^{(m)} - q_j^{(m)})^T(q_k - q_j) \geq \Delta^2_{\text{min}}, \]  
\[ (up_k^{(m)} - up_{k,i}) \geq \|q_k - w_k\|^2, \]  
\[ \|q_k^{(m)} - w_k\|^2 + 2(q_k^{(m)} - w_k)^T(q_j - q_k^{(m)}) \geq (lp_{k,i}^j)^2, \]  
\[ (ub_k^{(m)} - ub_{k,i}) \geq \|q_k - w_r\|^2, \]  
\[ \|q_k^{(m)} - w_r\|^2 + 2(q_k^{(m)} - w_r)^T(q_k - q_k^{(m)}) \geq (lb_k)^2. \]  

For the non-convex constraints (27e) and (27f), the AoAs and AoDs are affected by the position of UAVs. Consequently, \( \mathbf{g}_k \) and \( \mathbf{g}_k \) are updated at each iteration, complicating the solution of the original problem. To address this problem, let \( \{ q_k^{(m)}, \forall k \in K \} \) be the position of the \( k \)-th
UAV in the $m$th iteration, we consider the following constraints

$$
\left\| \mathbf{q}_k - \mathbf{q}^{(m)}_k \right\|^2 \leq \delta^2, \forall k \in \mathcal{K},
$$

(31)

where $\delta \leq H\varepsilon_{max}$ indicates the relative displacement of the $k$th UAV during the $m$th iteration and $\varepsilon_{max} > 0$. Because the value of $\delta$ is sufficiently small, the AoAs and AoDs are assumed to be almost unchanged during each iteration [26]. In this case, the value of $\{A^k_{k,i}, B^k_{k,i}, D^j_{k,i}, E^j_{k,i}\}$ is nearly unchanged, and thus the horizontal position of UAVs in the $(m+1)$th iteration can be designed through the AoAs acquired in the $m$th iteration [33]. This implies that constraints (27e) and (27f) are determined by $\{\mathit{up}^k_{k,i}, \mathit{lp}^j_{k,i}, \mathit{ub}_k, \mathit{lb}_k\}$. Using the above assumptions and let $\tilde{f}^k_{k,i} = \rho_0 N_t (\mathit{up}^k_{k,i})^{-\alpha_{ug}} + A^k_{k,i} (\mathit{ub}_k)^{-2}, \tilde{g}^k_{k,i} = (\mathit{up}^k_{k,i})^{-\alpha_{ug}/2} (\mathit{ub}_k)^{-1}$, the right hand side of (27e) can be expressed as $\tilde{f}^k_{k,i} + B^k_{k,i} \tilde{g}^k_{k,i}$. Note that $\tilde{f}^k_{k,i}$ and $\tilde{g}^k_{k,i}$ are convex [26]. Here, if $B^k_{k,i} \geq 0$, it follows that $\tilde{f}^k_{k,i} + |B^k_{k,i}| \tilde{g}^k_{k,i}$ is a convex function; otherwise, it follows that $\tilde{f}^k_{k,i} - |B^k_{k,i}| \tilde{g}^k_{k,i}$ is a difference of convex (DC) function. Then, the lower bound of $\tilde{f}^k_{k,i} + B^k_{k,i} \tilde{g}^k_{k,i}$ can be obtained via the first-order Taylor expansion

$$
\begin{align*}
\left[ \tilde{f}^k_{k,i} + B^k_{k,i} \tilde{g}^k_{k,i} \right]_{lb} &= \begin{cases} 
\left[ \tilde{f}^k_{k,i} \right]_{lb} + |B^k_{k,i}| \left[ \tilde{g}^k_{k,i} \right]_{lb}, B^k_{k,i} \geq 0, \\
\left[ \tilde{f}^k_{k,i} \right]_{lb} - |B^k_{k,i}| \tilde{g}^k_{k,i}, B^k_{k,i} < 0,
\end{cases}
\end{align*}
\tag{32}
$$

$$
\begin{align*}
\left[ \tilde{f}^k_{k,i} \right]_{lb} &= \rho_0 N_t (\mathit{up}^k_{k,i})^{-\alpha_{ug}} - \alpha_{ug} \rho_0 N_t \left( \mathit{up}^k_{k,i} \right)^{-\alpha_{ug}/2 - 1} \left( \mathit{up}^k_{k,i} - \mathit{up}^{(m)}_{k,i} \right) \\
&+ A^k_{k,i} (\mathit{ub}^{(m)}_k)^{-2} - 2 A^k_{k,i} (\mathit{ub}^{(m)}_k)^{-3} (\mathit{ub}_k - \mathit{ub}^{(m)}_k),
\end{align*}
\tag{33}
$$

$$
\begin{align*}
\left[ \tilde{g}^k_{k,i} \right]_{lb} &= \left( \mathit{up}^{(m)}_{k,i} \right)^{-\alpha_{ug}/2} (\mathit{ub}^{(m)}_k)^{-1} - \alpha_{ug} \left( \mathit{up}^{(m)}_{k,i} \right)^{-\alpha_{ug}/2 - 1} (\mathit{ub}^{(m)}_k)^{-1} (\mathit{up}^k_{k,i} - \mathit{up}^{(m)}_{k,i}) \\
&- \left( \mathit{up}^{(m)}_{k,i} \right)^{-\alpha_{ug}/2} (\mathit{ub}^{(m)}_k)^{-2} (\mathit{ub}_k - \mathit{ub}^{(m)}_k).
\end{align*}
\tag{34}
$$

Similarly, let $\tilde{f}^j_{k,i} = \rho_0 N_t (\mathit{lp}^j_{k,i})^{-\alpha_{ug}} + D^j_{k,i} (\mathit{lb}_j)^{-2}, \tilde{g}^j_{k,i} = (\mathit{lp}^j_{k,i})^{-\alpha_{ug}/2} (\mathit{lb}_j)^{-1}$. The upper bound of $\tilde{f}^j_{k,i} + E^j_{k,i} \tilde{g}^j_{k,i}$ can then be expressed as

$$
\begin{align*}
\left[ \tilde{f}^j_{k,i} + E^j_{k,i} \tilde{g}^j_{k,i} \right]_{ub} &= \begin{cases} 
\tilde{f}^j_{k,i} + |E^j_{k,i}| \tilde{g}^j_{k,i}, E^j_{k,i} \geq 0, \\
\tilde{f}^j_{k,i} - |E^j_{k,i}| \tilde{g}^j_{k,i}, E^j_{k,i} < 0,
\end{cases}
\end{align*}
\tag{35}
$$
where

\[
\left[ g_{k,i}^j \right]_{lb} = \left( l p_{k,i}^{j(m)} \right)^{-\alpha_u/2} \left( b_j^{(m)} \right)^{-1} - \frac{\alpha_u}{2} \left( l p_{k,i}^{j(m)} \right)^{-\alpha_u/2-1} \left( l p_{k,i}^{j} - l p_{k,i}^{j(m)} \right) - \left( l p_{k,i}^{j} \right)^{-\alpha_u/2} \left( b_j^{(m)} \right)^{-2} \left( b_j - b_j^{(m)} \right). 
\]

Substituting (29)-(36) into problem (P2.1), problem (P2.1) is reformulated as

\[
(P2.2) : \min_{q,k} P_{sum} \\
\text{s.t.} \quad \log_2 \left( 1 + \frac{p_{k,i}}{\tau_{k,i}^{(m)}} \right) - \frac{p_{k,i}}{\tau_{k,i}^{(m)} + \tau_{k,i}^{(m)}} \ln 2 \left( \tau_{k,i} - \tau_{k,i}^{(m)} \right) \geq R_{min}, \tag{37a}
\]

\[
\tau_{k,i} \geq \sum_{t=i+1}^{M_k} p_{k,t} + \frac{(U_{k,i})^2}{\varphi_{k,i}}, \tag{37b}
\]

\[
(U_{k,i}^{(m)})^2 + 2U_{k,i}^{(m)} \left( U_{k,i} - U_{k,i}^{(m)} \right) \geq \sum_{j=1,j \neq k}^{K} \sum_{l=1}^{M_j} \varphi_{j,i} \sum_{l=1}^{M_j} p_{j,l} + \sigma^2, \tag{37c}
\]

\[
\left\| q_k^{(m)} - q_j^{(m)} \right\|^2 + 2 \left( q_k^{(m)} - q_j^{(m)} \right)^T (q_k - q_j) \geq \Delta_{min}^2, \tag{37d}
\]

\[
\left\| q_j^{(m)} - w_r^k \right\|^2 + 2(q_j^{(m)} - w_r^k)^T (q_j - q_j^{(m)}) \geq (l p_{k,i}^{j})^2, \tag{37e}
\]

\[
\left\| q_k^{(m)} - w_r \right\|^2 + 2(q_k^{(m)} - w_r)^T (q_k - q_k^{(m)}) \geq (l b_{k,i})^2, \tag{37f}
\]

\[
\left\| q_k - q_k^{(m)} \right\|^2 \leq \delta^2, \tag{37g}
\]

\[
\varphi_{k,i} \leq \left[ f_{k,i}^j + B_{k,i}^j g_{k,i}^j \right]_{lb}, \tag{37h}
\]

\[
\varphi_{k,i} \geq \left[ f_{k,i}^j + E_{k,i}^j g_{k,i}^j \right]_{ub}. \tag{37i}
\]

Problem (P2.2) is a convex optimization problem, and hence can be tackled through the effective convex optimization approaches [37].

**B. RIS Phase Shift Matrix Design**

With a fixed \( q, P, u \) and considering (14) and (22), (P1) is equivalently expressed as
\(\text{(P3)}: \min_{\Theta} P_{\text{sum}}\) \hspace{1cm} (38a)

s.t. \(\theta_n \in [0, 2\pi), \forall n \in \{1, \ldots, N\},\) \hspace{1cm} (38b)

\[
\log_2 \left( 1 + \frac{p_{k,i}}{\sum_{t=i+1}^{M_k} p_{k,t} + \sum_{j=1,j \neq k}^{K} (\text{tr}(R_{k,i}^H V) + \Gamma_{k,i}^j) \sum_{l=1}^{M_j} p_{j,l} + \sigma^2) / \omega_{k,i}^k} \right) \geq R_{\text{min}}. \hspace{1cm} (38c)
\]

(P3) is non-convex owning to the constraint (38c). Thus, we convert problem (P3) into a convex optimization problem by using algebraic transformations. We first define \(a_{k,i}^j = \text{diag}(\tilde{r}_{k,i}^H) g_j, \)
\(\hat{u} = [\mu_1, \ldots, \mu_n, \ldots, \mu_N] \)
and \(V = \hat{u} \hat{u}^H.\) Next, we introduce a new complex matrix \(R_{k,i}^j = \left[ a_{k,i}^j (a_{k,i}^j)^H, a_{k,i}^j (\hat{h}_{k,i}^j)^H; (a_{k,i}^j)^H \hat{h}_{k,i}^j, 0 \right]\) associated with the RIS phase shift matrix \(V\) as
\[
R_{k,i}^j V = \begin{bmatrix}
(a_{k,i}^j)^H \hat{u} \hat{u}^H + a_{k,i}^j (\hat{h}_{k,i}^j)^H \hat{u} \hat{u}^H + (a_{k,i}^j)^H \hat{h}_{k,i}^j \hat{u} \hat{u}^H + (a_{k,i}^j)^H \hat{h}_{k,i}^j \hat{u}
\end{bmatrix}.
\]

Note that \(\text{tr}(R_{k,i}^j V) = a_{k,i}^j \text{tr}(a_{k,i}^j)^H \hat{u} \hat{u}^H + a_{k,i}^j \text{tr}(\hat{h}_{k,i}^j)^H \hat{u} \hat{u}^H + (a_{k,i}^j)^H \text{tr}(\hat{h}_{k,i}^j) \hat{u}.\) Then, from (18) and (39), it follows that
\[
||\hat{h}_{k,i}^j + r_{k,i}^H \Theta g_j||^2 = \text{tr}(R_{k,i}^j V) + ||\hat{h}_{k,i}^j||^2,
\]
\[
\mathbb{E}\{C_{k,i}^j\} = \text{tr}(R_{k,i}^j V) + ||\hat{h}_{k,i}^j||^2 + \frac{(\rho_0 - \gamma_{a_0}) N_i}{||q_j - w_t||^2 a_{a_0}} + \frac{\eta_{k,i}}{||q_j - w_t||^2}.
\]

Furthermore, by defining \(\Gamma_{k,i}^j = ||\hat{h}_{k,i}^j||^2 + \frac{(\rho_0 - \gamma_{a_0}) N_i}{||q_j - w_t||^2 a_{a_0}} + \frac{\eta_{k,i}}{||q_j - w_t||^2}\) and considering (40)-(41), \(\tilde{r}_{k,i}^j\) can be reformulated as
\[
\tilde{r}_{k,i}^j = \log_2 \left( 1 + \frac{p_{k,i}}{\sum_{t=i+1}^{M_k} p_{k,t} + \sum_{j=1,j \neq k}^{K} (\text{tr}(R_{k,i}^j V) + \Gamma_{k,i}^j) \sum_{l=1}^{M_j} p_{j,l} + \sigma^2) / \omega_{k,i}^k} \right)
\[
= \log_2 \left( \frac{\sum_{t=i+1}^{M_k} (\text{tr}(R_{k,i}^j V) + \Gamma_{k,i}^j) p_{k,t} + \sum_{j=1,j \neq k}^{K} (\text{tr}(R_{k,i}^j V) + \Gamma_{k,i}^j) \sum_{l=1}^{M_j} p_{j,l} + \sigma^2) / \omega_{k,i}^k} {\sum_{t=i+1}^{M_k} (\text{tr}(R_{k,i}^j V) + \Gamma_{k,i}^j) p_{k,t} + \sum_{j=1,j \neq k}^{K} (\text{tr}(R_{k,i}^j V) + \Gamma_{k,i}^j) \sum_{l=1}^{M_j} p_{j,l} + \sigma^2}} \right).
\]

Using the above transformations and let \(\overline{\beta}_{k,i} = \sum_{t=i+1}^{M_k} \Gamma_{k,i}^j p_{k,t} + \sum_{j=1,j \neq k}^{K} \Gamma_{k,i}^j \sum_{l=1}^{M_j} p_{j,l} + \sigma^2,\)
\(\overline{\beta}_{k,i} = \sum_{t=i+1}^{M_k} \Gamma_{k,i}^j p_{k,t} + \sum_{j=1,j \neq k}^{K} \Gamma_{k,i}^j \sum_{l=1}^{M_j} p_{j,l} + \sigma^2,\) (42) can be equivalently expressed as
The phase shift matrix \( V \) is rewritten as 

\[
\hat{g}_{k,i} = \log_2 \left( \text{tr}(R_{k,i}^k V) \sum_{t=1}^{M_k} p_{k,t} + \sum_{j=1,j\neq k}^{K} \sum_{l=1}^{M_j} \text{tr}(R_{k,i}^j V)p_{j,l} + \beta_{k,i} \right)
\]

and 

\[
\tilde{g}_{k,i} = \log_2 \left( \text{tr}(R_{k,i}^k V) \sum_{t=1}^{M_k} p_{k,t} + \sum_{j=1,j\neq k}^{K} \sum_{l=1}^{M_j} \text{tr}(R_{k,i}^j V)p_{j,l} + \beta_{k,i} \right). \tag{43}
\]

Let 

\[
\hat{f}_{k,i} = \log_2 \left( \text{tr}(R_{k,i}^k V) \sum_{t=1}^{M_k} p_{k,t} + \sum_{j=1,j\neq k}^{K} \sum_{l=1}^{M_j} \text{tr}(R_{k,i}^j V)p_{j,l} + \beta_{k,i} \right)
\]

and 

\[
\tilde{g}_{k,i} = \log_2 \left( \text{tr}(R_{k,i}^k V) \sum_{t=1}^{M_k} p_{k,t} + \sum_{j=1,j\neq k}^{K} \sum_{l=1}^{M_j} \text{tr}(R_{k,i}^j V)p_{j,l} + \beta_{k,i} \right). \tag{44b}
\]

Considering the RIS phase shift matrix \( V = \bar{u}\bar{u}^H \) and (43), (P3) is then reformulated as

\[
(P3.1) : \min \limits_V P_{\text{sum}} \tag{44a}
\]

s.t. \( \hat{f}_{k,i} - \tilde{g}_{k,i} \geq R_{\text{min}}, \tag{44b} \)

\[
[V]_{nn} = 1, n = 1, 2, \ldots, N + 1, \tag{44c} \]

\[
V \succeq 0, \tag{44d} \]

\[
\text{rank}(V) = 1. \tag{44e} \]

Problem (P3.1) is obviously non-convex owning to the DC function \( \hat{f}_{k,i} - \tilde{g}_{k,i} \) and the rank-one constraint. To address this issue, we first employ the SCA technique to compute the upper bound of \( \tilde{g}_{k,i} \), such that (44b) can be reformulated as a convex one. By applying the first-order Taylor expansion, we have

\[
\hat{g}_{k,i}(V) \leq \tilde{g}_{k,i}(V^{(m)}) + \text{tr} \left( (\nabla_V \tilde{g}_{k,i}(V^{(m)})) (V - V^{(m)}) \right) \triangleq \tilde{g}_{k,i}(V, V^{(m)}), \tag{45} \]

where 

\[
\nabla_V \tilde{g}_{k,i}(V^{(m)}) = \frac{\sum_{t=1}^{M_k} (R_{k,i}^k V^{(m)})^H p_{k,t} + \sum_{j=1,j\neq k}^{K} \sum_{l=1}^{M_j} (R_{k,i}^j V^{(m)})^H p_{j,l}}{\text{tr}(R_{k,i}^k V^{(m)}) \sum_{t=1}^{M_k} p_{k,t} + \sum_{j=1,j\neq k}^{K} \sum_{l=1}^{M_j} \text{tr}(R_{k,i}^j V^{(m)}) p_{j,l} + \beta_{k,i}} \ln 2 \] and

\[
\tilde{g}_{k,i}(V^{(m)}) \text{ is the } m\text{th iteration of } \tilde{g}_{k,i}(V). \]

Substituting (45) into (44b) and omitting constraint (44b), (P3.1) is rewritten as

\[
(P3.2) : \min \limits_V P_{\text{sum}} \tag{46a}
\]

s.t. \( \hat{f}_{k,i} - \tilde{g}_{k,i}(V, V^{(m)}) \geq R_{\text{min}}, \tag{46b} \)

\[
[V]_{nn} = 1, n = 1, 2, \ldots, N + 1, \tag{46c} \]

\[
V \succeq 0, \tag{46d} \]
(P3.2) is a convex optimization problem. However, the solution of (P3.2) may not satisfy the rank-one constraint. As such, a Gaussian randomization procedure is employed to yield a high-quality solution of (P3.2) [40]. First, the eigenvalue decomposition of $V$ can be expressed as $V = U\Sigma U^H$, where $U$ denotes the unitary matrix and $\Sigma$ represents the diagonal matrix [41]. Next, let $\Sigma^{\frac{1}{2}} \triangleq \text{diag}\{\sqrt{\zeta_1}, \sqrt{\zeta_2}, \cdots, \sqrt{\zeta_{N+1}}\}$, we thus define $\tilde{e} = U\Sigma^{\frac{1}{2}}S$, where $S \sim \mathcal{CN}(0, I_{N+1})$.

For any $\tilde{e}$, it holds that

$$\tilde{e}^H\tilde{e} = S^H(\Sigma^{\frac{1}{2}})^H U^H \Sigma^{\frac{1}{2}} S = \text{tr}(\Sigma S^H S) = \text{tr}(\Sigma) = \text{tr}(V^*) \quad (47)$$

Using (47), the closed-form expression of the RIS reflecting coefficients in problem (P3.2) is written as

$$\Theta^* = \text{diag}\{e^{j\frac{\varphi_1}{\alpha_{[N+1]}^{[1]}}, e^{j\frac{\varphi_2}{\alpha_{[N+1]}^{[2]}}, \cdots, e^{j\frac{\varphi_{N+1}}{\alpha_{[N+1]}^{[N+1]}}}} \} \quad (48)$$

The RIS reflecting coefficients $\Theta^*$ are selected from the set of all feasible solutions $\{\Theta\}$ through multiple iterations that satisfies all constraints, and thus minimizes the total cost of the RIS-assisted multi-UAV system. Next, we focus on solving the transmit power $\{P\}$ via the standard convex optimization methods.

### C. Transmit Power Optimization

With fixed $q$, $\Theta$ and $u$, problem (P1) is written as

$$(\text{P4}) : \min_P \quad P_{\text{sum}} \quad \text{s.t.} \quad p_{k,i} \geq 0, \quad \log_2 \left(1 + \frac{\|h_{k,i}^k + r_{k,i}^H \Theta g_k\|^2 p_{k,i}}{\sum_{t=i+1}^{M_k} p_{k,t}+\sum_{j=1,j\neq k}^{K} \|h_{k,i}^j + r_{k,i}^H \Theta g_j\|^2 \sum_{l=1}^{M_j} p_{j,l} + \sigma^2} \right) \geq R_{\text{min}} \quad (49a)$$

$$(\text{49b})$$

(P4) is non-convex due to constraint (49c). To overcome this issue, we transform the constraint (49c) via logarithmic transformations as

$$\omega_{k,i}^k p_{k,i} + (1 - 2^{R_{\text{min}}}) \left(\omega_{k,i}^k \sum_{t=i+1}^{M_k} p_{k,t} + \sum_{j=1,j\neq k}^{K} \omega_{k,i}^j \sum_{l=1}^{M_j} p_{j,l} \right) + \sigma^2 \geq 0 \quad (50)$$

---
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By substituting (50) into problem (P4), it can be equivalently expressed as

\[ (P4.1) : \min_{\mathbf{P}} P_{\text{sum}} \]

\[ \text{s.t. } p_{k,i} \geq 0, \]

\[ \omega_{k,i}^k p_{k,i} + (1 - 2R_{\text{min}}) \left( \sum_{t=i+1}^{M_k} p_{k,t} + \sum_{j=1, j \neq k}^{K} \omega_{k,i}^j \sum_{l=1}^{M_j} p_{j,l} \right) + \sigma^2 \geq 0. \]

Problem (P4.1) is a convex optimization problem, and thus can be tackled by standard convex optimization methods [37].

D. User Ordering for NOMA

Note that the solutions of the above-mentioned sub-problems are obtained for a given decoding order \( u \). In this subsection, we will investigate a NOMA-based decoding order scheme to further enhance the system performance. One suitable approach is to apply the Brute-Force search method to find the optimal decoding order, but the computational complexity of this solution is \( O(K!) \). Thus, this approach is not practical due to its high computational complexity. From (12g), it can be observed that the NOMA decoding order depends on the cascaded channel gains over all users [42]. Motivated by this, we propose a dynamic-order decoding strategy to obtain \( u \) by considering the effect of UAV’s placement, RIS reflection coefficients and transmit beamforming vectors. In the case where the combined channels between users are different, we have

\[ u_k(i) > u_k(t), \text{ if } \| \mathbf{h}_{k,i}^k + \mathbf{r}_{k,i}^H \mathbf{g}_k \|^2 > \| \mathbf{h}_{k,t}^k + \mathbf{r}_{k,t}^H \mathbf{g}_k \|^2, \forall i, t \in M_k. \]  

From (52), the users with weak channel conditions are decoded first which guarantees the fairness among the users served by the same resource block. In the case of multiple users with the same combined channel gain, i.e., \( \| \mathbf{h}_{k,i}^k + \mathbf{r}_{k,i}^H \mathbf{g}_k \|^2 = \| \mathbf{h}_{k,t}^k + \mathbf{r}_{k,t}^H \mathbf{g}_k \|^2, \forall i, t \in M_k \), the decoding order depends on the distance between RIS and users that is given by

\[ u_k(i) < u_k(t), \text{ if } \| \mathbf{w}_r - \mathbf{w}_t^k \|^2 \leq \| \mathbf{w}_r - \mathbf{w}_i^k \|^2, \forall i, t \in M_k. \]  

The physical meaning of (53) is that the users farther away from the RIS can decode first, and hence the performance gain of the far users can be improved.

The overall algorithm for solving (P1) is outlined in TABLE I. In each step, (36a) is minimized
TABLE I: THE JOINT UAV DEPLOYMENT AND RESOURCE ALLOCATION ALGORITHM

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Initialize $(q^{(m)}, G^{(m)}, P^{(m)}, u^{(m)})$;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Iterate index: $m=1$;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2: ITERATE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>▶ For given $\Theta^{(m)}, P^{(m)}, u^{(m)}$, solve (P2.2) by CVX, then calculate $q^{(m)}$ and $x^{(m)}$;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>▶ For given $q^{(m)}, P^{(m)}, u^{(m)}$, obtain $V^{(m)}$ via solving (P3.2), then calculate $\Theta^{(m)}$ by the Gaussian randomization procedure;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>▶ For given $q^{(m)}, G^{(m)}, u^{(m)}$, solve (P4.1) by CVX, then calculate $P^{(m)}$;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>▶ Obtain $u^{(m)}$ using the dynamic-order decoding strategy;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>▶ Set $m \leftarrow m + 1$;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3: UNTIL: Reach a predetermined number;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4: OUTPUT:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q^* = q^{(m)}, \Theta^* = \Theta^{(m)}, P^* = P^{(m)}, u^* = u^{(m)}$.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

over $(q, x)$, while keeping the value of $(\Theta, P, u)$ fixed. For a given $(q, P, u)$, $\Theta^*$ is obtained via the Gaussian randomization procedure. For a given $(q, \Theta, u)$, $P^*$ is achieved by the standard convex optimization techniques [37]. In addition, the decoding order $u^*$ is optimized via the dynamic-order decoding strategy. Since (37a) is non-increasing with each iteration, our approach can converge to a fixed value which will stop if the number of iterations reach a predetermined number. The computational complexity of overall algorithm is dominated by solving four subproblems: UAV trajectory subproblem (P2.2), phase-shift matrix optimization subproblem (P3.2), transmit power optimization subproblem (P4.1) and user ordering optimization. In particular, the computational complexity of UAV trajectory subproblem is $O(N_{UAV}^{3.5})$, where $N_{UAV}$ is the number of variables in (P2.2). Since the phase-shift matrix optimization subproblem is solved by the semidefinite program (SDP) technique, its computational complexity is $O((N + 1)^{4.5})$ [37]. Similarly, the computational complexity of transmit power optimization subproblem is $O((K)^{3.5})$. The user decoding order is determined by the NOMA-based decoding order scheme, and its computational complexity is $O(1)$. In conclusion, the computational complexity of the joint UAV deployment and resource allocation algorithm is $O(I_{iter}(N_{UAV}^{3.5} + (N + 1)^{4.5} + K)^{3.5} + 1))$, where $I_{iter}$ is the number of iteration for the algorithm.
### TABLE II: PARAMETERS SETTINGS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Notation</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of antennas at UAVs</td>
<td>$N_t$</td>
<td>32</td>
</tr>
<tr>
<td>The channel power gain</td>
<td>$\rho_0$</td>
<td>$-30$ dB</td>
</tr>
<tr>
<td>The path loss exponent</td>
<td>$\alpha_{ug}, \alpha_{rg}$</td>
<td>2.2</td>
</tr>
<tr>
<td>The Rician factor</td>
<td>$\kappa_{ug}, \kappa_{rg}$</td>
<td>10 dB</td>
</tr>
<tr>
<td>The altitude of UAVs</td>
<td>$H$</td>
<td>100 m</td>
</tr>
<tr>
<td>The number of RIS reflecting elements</td>
<td>$N$</td>
<td>100</td>
</tr>
<tr>
<td>The noise power</td>
<td>$\sigma^2$</td>
<td>$-80$ dBm</td>
</tr>
<tr>
<td>The UAV power consumption</td>
<td>$P_{UAV}$</td>
<td>10 dBm</td>
</tr>
<tr>
<td>The power consumption of an reflecting element</td>
<td>$P_e$</td>
<td>0.01 dBm</td>
</tr>
<tr>
<td>The minimum inter-UAV distance</td>
<td>$\Delta_{min}$</td>
<td>100 m</td>
</tr>
<tr>
<td>The accuracy threshold</td>
<td>$\varepsilon_{max}$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

## IV. NUMERICAL RESULTS

We present numerical results to verify the performance of our designed joint UAV deployment and resource allocation algorithm. For convenience, it is assumed that the RIS-assisted multi-UAV system with $K = 2$ user groups performed by two UAVs, where each group comprises 4 users that are randomly located in a $250 \times 250$ m² area. It is assumed that the RIS is distributed in $(0, 250, 20)$. The specific parameters for the proposed algorithm are similar to [7], [18], [26], [36], [43], which are described in TABLE II. Note that these parameter settings are used to present the performance as an example and can be adjusted to other values relying on the considered scenarios.

First, we investigate the convergence behavior of the joint UAV deployment and resource allocation scheme for solving the power minimization problem (P1). It is assumed that the minimum SINR value $\xi$ is set to 0.5, 1 and 1.5 respectively. In addition, the starting points are initiated randomly in the proposed algorithm. The convergence behavior of this algorithm is examined through depicting how the total power consumption behaves with the number of iteration. As observed in Fig. 2, our proposed method with $\xi = \{0.5, 1, 1.5\}$ converges to stable values after around 10 iterations. The converged power consumption for three cases are observed to be 32, 36.5 and 38 dBm, respectively. In general, the convergence speed of the proposed algorithm depends on the joint optimization of UAV’s placement, RIS reflection coefficients, power allocation and decoding order, which is the number of variables to be searched.

Next, we show the total power consumption of the joint UAV deployment and resource
Fig. 2: An example of the convergence behavior of the joint UAV deployment and resource allocation algorithm in a RIS-assisted multi-UAV system with NOMA.

Fig. 3: The total power consumption versus the minimum SINR value under different resource allocation schemes.

allocation algorithm under different minimum SINR values, and compare it to the “sequential rotation algorithm” in [7] and the “alternating optimization approach” in [18]. The number of user groups is fixed to $K = 2$, while the minimum SINR value $\xi$ varies from 0.5 to 2.5 [44]. In Fig. 3, the total power consumed by all the resource allocation schemes are non-decreasing with the minimum SINR value. This can be attributed to the fact that as the minimum SINR value rises, a higher transmit power is allocated to the combined channel in order to meet the users’ QoS constraints. Moreover, the proposed method achieves better performance than that of
the “sequential rotation algorithm” and the “alternating optimization approach”. This is because our proposed approach exploits NOMA to serve multiple users in each resource block which can obtain a higher spectral efficiency, thereby improving the system performance. In addition, our proposed approach also employs multi-UAVs which can establish communication links with edge users such that the minimum required rate for edge users are guaranteed, and thus leads to the reduction in transmit power.

We then investigate the total power consumption of the joint UAV deployment and resource allocation scheme for various number of antennas at UAVs. To show the performance gain, we compare the algorithm that minimizes the total power consumption without RIS, and the algorithm which minimizes the overall power consumption in a RIS-assisted multi-UAV system with OFDMA. The minimum SINR value $\xi$ is set to 1.5 and the number of reflecting element $N$ is set to 100. As it can be seen in Fig. 4, the total power consumption achieved by all the resource allocation approaches are decreasing with an increasing number of antennas at UAVs. In fact, more antennas at UAVs can achieve higher diversity gain that balances against the extra power consumed by RF-chains, and thus consume much less transmit power [45]–[47]. Furthermore, since the proposed scheme effectively exploits RIS to improve the power levels of the received signals, it consumes much lower power compared with the “Without RIS” scheme.

In the next simulation, the total power consumption for the joint UAV deployment and

---

**Fig. 4:** The total power consumption versus the number of antennas at UAVs under different resource allocation schemes.
resource allocation scheme under different number of RIS reflecting units is investigated. We assume that the minimum SINR value and the number of antennas are set to $\zeta = 1.5$ and $N_t = 32$, respectively. As shown in Fig. 5, the total power consumption of all the resource allocation approaches decreases with the number of RIS reflecting elements. This is because a larger number of RIS reflecting elements can enhance the passive beamforming gain through our proposed RIS’s phase-shift control, and thus leads to lower aggregation power consumption. Furthermore, it can also be seen that the placement of the RIS lies closer to the UAVs can yield a significant performance gain, which indicates that the position of the RIS can be properly selected in order to enhance the passive beamforming gain.

Fig. 6 shows the total power consumption versus the UAV’s flight altitude $H$ for different resource allocation approaches. The “RIS-OMA” and the “Without RIS” are also shown for comparison. The SINR constraint $\zeta = 1.5$ is assumed to be equal at all users, and the UAV’s height $H$ for the proposed scheme can take value from 50m to 100m. It can be obviously observed in Fig. 6 that as $H$ increases, the total power consumption by all the resource allocation schemes increases. In fact, UAVs hovering at higher altitude will cause severe channel attenuation and poor-signal reception. In this case, more power is allocated to UAVs for performing more effective beamforming to improve the system performance. Moreover, it can also be seen that the proposed approach provides significant power savings compared to the “RIS-OMA” and the “Without RIS” which is similar to the simulation results in Fig. 4.
Fig. 6: The total power consumption versus the altitude of the UAV under different resource allocation schemes.

Fig. 7: The total power consumption versus the path loss exponent under different resource allocation schemes.

Fig. 7 compares the total power consumption of all resource allocation algorithms with different values of path loss exponent. It is observed that the sum of power consumed by all the resource allocation schemes are monotonically non-decreasing with the path loss exponents. Particularly, all the schemes perform well when the path loss exponent $\alpha_{ug} = \alpha_{rg} = 2$. However, the total power consumption of all the methods increases significantly thereafter, especially for the “Without RIS”. The reason is that as the path loss exponents increase, the signal strength of UAV-user links and RIS-user links decreases, and thereby a higher transmit power are allocated to ensure the minimum data rate requirements of users. In addition, although a large value of
Fig. 8: The UAV deployment for a RIS-assisted multi-UAV system with NOMA.

\[ \alpha_{ug}, \alpha_{rg} \] degrades the system performance, the proposed scheme still outperforms the “RIS-OMA” and the “Without RIS”.

Finally, we investigate the performance of UAV deployment optimization on a horizontal plane for a RIS-assisted multi-UAV system with NOMA. The location of the RIS is fixed to \( (0, 250, 20) \). As shown in Fig. 8, the positions of two UAVs obtained by our proposed scheme locate near User 2 and User 3, whilst the UAVs in the “RIS-OMA” scheme lie within the center of all users in the same group. In fact, the optimal deployment of UAVs in our proposed scheme is determined by the desired signal strength, inter-group interference as well as the minimum inter-UAV distance, such that the total power consumption can be minimized while ensuring the minimum SINR threshold as well as the fairness among users. Based on the previous simulation results, it is validated that the joint UAV deployment and resource allocation scheme can significantly reduce the total power consumption in a RIS-assisted multi-UAV system with NOMA compared with the benchmark schemes.

V. CONCLUSION

In this paper, we considered the RIS-aided multi-UAV system with NOMA, in which the transmit signals from multiple UAVs to all ground users were reflected through a RIS. Aiming to minimize the sum-power consumption of the system, we formulated a power minimization problem by jointly optimizing UAV’s position, RIS reflection coefficients, active beamforming
vectors, transmit power and decoding vectors. To tackle this problem, we first considered the sub-solutions of UAV’s placement which could be achieved through the SCA and MRT. Then, the Gaussian randomization procedure was applied to generate the closed-form solution of phase shifts at the RIS. Subsequently, effective convex optimization techniques were employed to optimize the transmit power. Furthermore, a dynamic-order decoding scheme for NOMA was then presented. Simulation results demonstrated that the total power consumption could be significantly reduced by the proposed joint UAV deployment and resource allocation algorithm compared with the benchmark methods. Our future work will study the resource allocation schemes of more general RIS-assisted multi-UAV networks with the consideration of uniform planar arrays (UPA), multiple RISs and the velocity/3D trajectory of UAVs.

APPENDIX A

PROOF OF PROPOSITION 2

We first define

\[ \hat{h}_{k,i}^j = \sqrt{\frac{\gamma_{ug}}{\|q_j - w_k^i\|^\alpha_{ug}}} \hat{h}_{k,i}^j, \quad \tilde{h}_{k,i}^H = \sqrt{\frac{\gamma_{rg}}{\|w_r - w_k^i\|^\alpha_{rg}}} h_{k,i}^H \]

and

\[ \tilde{r}_{k,i}^H = \sqrt{\frac{\rho_0 - \gamma_{rg}}{\|w_r - w_k^i\|^\alpha_{rg}}} r_{k,i}^H. \]

Then, from (4) and (5), it follows that

\[ E\{C_{k,i}^j\} = E\{\|\hat{h}_{k,i}^j + \hat{h}_{k,i}^j + (\tilde{r}_{k,i}^H + \tilde{r}_{k,i}^H)g_j\|\} \]

\[ = E\{\|\hat{h}_{k,i}^j + \tilde{r}_{k,i}^H g_j\|^2\} + E\{\|\hat{h}_{k,i}^j\|^2\} + E\{\|\tilde{r}_{k,i}^H g_j\|^2\}. \quad (19) \]

Since \( \hat{h}_{k,i}^j \) and \( \tilde{r}_{k,i}^H \) are independent random variables with zero mean, in (19) we have

\[ E\{\|\hat{h}_{k,i}^j\|^2\} = E\left\{\left\|\sqrt{\frac{\rho_0 - \gamma_{ug}}{\|q_j - w_k^i\|^\alpha_{ug}}} \hat{h}_{k,i}^j\right\|^2\right\} = \frac{(\rho_0 - \gamma_{ug})N_t}{\|q_j - w_k^i\|^\alpha_{ug}}, \quad (20) \]

\[ E\{\tilde{r}_{k,i}^H g_j\|^2\} = E\left\{\left\|\sqrt{\frac{\rho_0 - \gamma_{rg}}{\|w_r - w_k^i\|^\alpha_{rg}}} \tilde{r}_{k,i}^H g_j\right\|^2\right\} \]

\[ = \frac{NN_t\rho_0(\rho_0 - \gamma_{rg})}{\|w_r - w_k^i\|^\alpha_{rg} \|q_j - w_r\|^2}. \quad (21) \]

Substituting \( \eta_{k,i} = \frac{NN_t\rho_0(\rho_0 - \gamma_{rg})}{\|w_r - w_k^i\|^\alpha_{rg} \|q_j - w_r\|^2} \) into (21) and associating (19)-(21) yield \( E\{C_{k,i}^j\} \) as (18). Thus, this finishes the proof of Proposition 2.

\[ \blacksquare \]
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