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Abstract—This paper proposes a robust cooperative distributed secondary control strategy for DC microgrids, with the main focus on reducing communication burdens. To this end, we adopt a sparsity-promoting consensus-based distributed secondary control framework for converter-interfaced DC microgrids consisting of multiple distributed generation (DG) units. The proposed control strategy relies on less (sparse) information exchange over a communication network and does not require exchanging voltage signals or their estimated values amongst neighbouring DG units. Rigorous Lyapunov-based stability certificates for DC microgrids are derived. The stability conditions can be verified without the knowledge of distribution lines connecting different DG units. The effectiveness of the proposed secondary control approach is verified by experimental results and a comparative simulation case study on a multiple-DG DC microgrid.

Index Terms—DC microgrids, Distributed control, Secondary control, Stability analysis.

I. INTRODUCTION

A. Motivation and Related Work

The paradigm shift from a centralized to a distributed secondary control system in DC microgrids has brought several advantages including improved scalability, enhanced reliability, and resilience to a single point of failure [1], [2].

Cooperative and consensus-based distributed control algorithms have recently gained increasing attention for secondary control in DC microgrids, e.g., [3]–[11] and references therein. The core idea in these approaches is based on information exchange and peer-to-peer communication amongst neighbouring distributed generation (DG) units. For instance, distributed cooperative voltage and current control strategies in [3] and [9] require exchanging current and voltage signals of DG units, as well as the estimate of global average voltage values of DC-DC converters amongst their neighbours in order to achieve voltage balancing and proportional current sharing in DC microgrids. Despite several advantages that the consensus-based distributed secondary control strategies offer, they rely on communication and information exchanges in DC microgrids’ control systems. Nevertheless, increasing the number of communication links and exchanged data brings several disadvantages due to communication delays, packet drop, and vulnerability to cyber-attacks, which adversely impact the reliability and resilience of DC microgrids. To decrease the communication burden in the secondary control of DC microgrids, event-triggered control mechanisms have recently been developed, e.g., [8], [12]–[14], in which continuous communication is not required. While the use of event-triggered distributed secondary control systems in DC microgrids has been growing, work related to the design of consensus protocols with less communication data has not fully been investigated. As distributed control strategies have been integrated into DC microgrids, the development of a sparse distributed control technique with fewer communication requirements that enhances the reliability and resilience of DC microgrids becomes crucial.

B. Statement of Contributions

Motivated by the above discussion, this paper focuses on reducing the communication burden in the secondary control of DC microgrids from a different angle than an event-triggered control mechanism. The proposed non-droop-based distributed control strategy in this paper reduces the communication burden in DC microgrids through two ways: (i) Unlike [3], [9], [12], [13], the proposed secondary controller does not require exchanging voltage signals at the point of common couplings (PCCs) or estimated voltage signals among neighbouring DG units. (ii) The proposed secondary control approach in this paper relies on less exchanged data, potentially resulting in a more reliable and resilient control solution for DC microgrids.

The proposed non-droop-based distributed secondary controller simultaneously guarantees voltage balancing and accurate proportional current-sharing amongst DG units and also guarantees the rigorous robust stability of DC microgrids (see Theorem 1). Detailed experimental and simulation results validate the performance of the proposed distributed controller in terms of robust performance under load changes and distribution line failure. Furthermore, comparative case studies with recent secondary control protocols highlight that while the proposed control strategy relies on fewer information exchanges, it provides satisfactory performance in the voltage and current trajectories of DG units.

The paper is organized as follows. The dynamical model of a converter-interfaced DC microgrid is presented in Section II. A novel consensus-based distributed secondary control for achieving voltage balancing and current sharing in DC microgrids is developed in Section III and analyzed in Section IV.
Section V is devoted to simulation and experimental results. Finally, the paper ends with concluding remarks in Section VI.

C. Notation and Preliminaries

Notation: The notations used in this paper are standard. In particular, matrix \( \mathbf{I}_n \) is an \( n \times n \) identity matrix and \( \mathbf{1}_n \) is an \( n \)-dimensional vector of all ones. The symbols \( \mathbf{A}^T \), \( \text{rank}(\mathbf{A}) \), \( \ker(\mathbf{A}) \), \( \text{det}(\mathbf{A}) \), \( \text{trace}(\mathbf{A}) \), and \( \text{diag}(a_1, \ldots, a_n) \) respectively denote the transpose, the rank, the kernel (null space), the determinant, and the trace of \( \mathbf{A} \), and a diagonal matrix whose diagonal elements are \( a_i \). For symmetric matrices, \( P \succ 0 \) \((P \prec 0)\) and \( P \succeq 0 \) \((P \preceq 0)\) respectively indicate the positive-definiteness (negative-definiteness) and the positive semi-definiteness (negative semi-definiteness). Furthermore, for two symmetric matrices \( \mathbf{A} \) and \( \mathbf{B} \), \( \mathbf{A} \succ \mathbf{B} \) means that \( \mathbf{A} - \mathbf{B} \succ 0 \).

Preliminaries: An undirected graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) is defined by a node (vertex) set \( \mathcal{V} = \{1, \ldots, n\} \) and an edge set \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \). The adjacency matrix of \( \mathcal{G} \) is an \( n \times n \) matrix \( \mathbf{A} = [a_{ij}] \) whose elements are determined as \( a_{ij} = 1 \) if \((i, j) \in \mathcal{E} \); otherwise, \( a_{ij} = 0 \) [15]. The degree matrix \( \mathbf{D} = [d_{ij}] \) is an \( n \times n \) diagonal matrix whose diagonal elements \( d_{ii} = \text{deg}(v_i) \), where \( \text{deg}(v_i) \) counts the number of times an edge terminates at that node. Given an undirected graph \( \mathcal{G} \) with \( n \) nodes, \( m \) edges, adjacency matrix \( \mathbf{A} \), and degree matrix \( \mathbf{D} \), the Laplacian matrix of \( \mathcal{G} \) is \( \mathbf{L} = \mathbf{D} - \mathbf{A} \) [15]. Moreover, the (oriented) incidence matrix \( \mathbf{B} = [b_{ij}] \in \mathbb{R}^{n \times m} \) of the graph \( \mathcal{G} \) is defined component-wise as follows [15]:

\[
\begin{align*}
  b_{ij} = \begin{cases} 
  1 & \text{if node } i \text{ is the source node of edge } j, \\
  -1 & \text{if node } i \text{ is the sink node of edge } j, \quad (1) \\
  0 & \text{otherwise.}
  \end{cases}
\end{align*}
\]

II. DYNAMICAL MODEL OF DC MICROGRIDS

Consider a converter-interfaced DC microgrid composed of \( n \) distributed generation units. Renewable energy sources connected via DC-DC converters are interconnected to each other via \( m \) resistive–inductive distribution lines. Fig. 1 shows the schematic diagram of a converter-interfaced DG \( i \) and DG \( j \) connecting via a resistive-inductive distribution line \( k \).

A. Dynamics of Converter-interfaced DG Units.

Using the electric circuit theory, the dynamics of converter-interfaced DG unit \( i \) are described as follows:

\[
\begin{align*}
  C_i \dot{V}_i(t) &= I_i(t) - Y_i V_i(t) - \sum_{k=1}^{m} \mathbf{B}_{e,ik} I_k(t), \\
  L_t \dot{I}_t(t) &= -V_i(t) - R_i I_t(t) + V_{dc,i} d_i(t), \\ 
  L_k \dot{I}_k(t) &= -R_k I_k(t) + \sum_{j=1}^{n} \mathbf{B}_{e,jk} V_j(t),
\end{align*}
\]

for \( i \in \{1, \ldots, n\} \) and \( k \in \{1, \ldots, m\} \), where \( L_t, R_i, C_i, Y_i, (R_k, L_k), \) and \( V_{dc,i} \) represent the filter inductance of the converter \( i \), the parasitic resistance of the inductance \( L_t \), a shunt capacitance, load conductance, the resistance and inductance of the distribution line \( k \), and the DC voltage at the input side of the converter \( i \), respectively. In (2), \( V_i(t) \in \mathbb{R} \), \( I_i(t) \in \mathbb{R} \), \( d_i(t) \in \mathbb{R} \), and \( I_k(t) \in \mathbb{R} \) are the filter current, the DC current, the current of line \( k \), respectively. The control input in (2) is defined as \( u_i(t) = V_{dc,i} d_i(t) \). The direction of the distribution line current is arbitrary chosen and the term \( \mathbf{B}_{e,ik} \) is formulated as follows [16]:

\[
\mathbf{B}_{e,ik} = \begin{cases} 
  1 & \text{if line } k \text{ leaves DG } i, \\
  -1 & \text{if line } k \text{ enters DG } i, \quad (3) \\
  0 & \text{otherwise.}
  \end{cases}
\]

Assumption 1. It is assumed that loads are connected at the PCC of each DG unit.

Assumption 1 is reasonable as it has been shown that the general interconnection of loads and DG units can always be mapped into this structure using a Kron reduction method [17].

The DC microgrid in (2) forms a network represented by an undirected connected graph \( \mathcal{G}_e = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} \) and \( \mathcal{E} \) are the sets of vertices and edges, respectively. Each element in the vertex set \( \mathcal{V} = \{1, \ldots, n\} \) represents a DG unit and each element in the edge set \( \mathcal{E} = \{1, \ldots, m\} \) represents a distribution line connecting different DG units.

Let \( V(t) = [V_1(t) \ldots V_n(t)]^T \), \( I_i(t) = [I_{t1}(t) \ldots I_{tn}(t)]^T \), \( I(t) = [I_1(t) \ldots I_m(t)]^T \), and \( u(t) = [u_1(t) \ldots u_n(t)]^T \).

\[
\begin{align*}
  \mathbf{C}_i \dot{V}(t) &= I_i(t) - \mathbf{B}_e I(t) - [Y] V(t), \\
  \mathbf{L}_t \dot{I}_t(t) &= -V(t) - [R_i] I_t(t) + u(t), \\
  \mathbf{L} \dot{I}(t) &= \mathbf{B}_e^T V(t) - [R] I(t),
\end{align*}
\]

where \( \mathbf{C}_i = \text{diag}(C_{i1}, \ldots, C_{in}) \), \( \mathbf{L}_t = \text{diag}(L_{t1}, \ldots, L_{tn}) \), \( \mathbf{R}_i = \text{diag}(R_{i1}, \ldots, R_{in}) \), \( \mathbf{L} = \text{diag}(L_1, \ldots, L_m) \), and \( \mathbf{R} = \text{diag}(R_1, \ldots, R_m) \).

The microgrid topology is described by an (oriented) incidence matrix \( \mathbf{B}_e \in \mathbb{R}^{n \times m} \) of the undirected graph \( \mathcal{G}_e \), whose \( ik \) element is \( \mathbf{B}_{e,ik} \) in (3). The Laplacian matrix associated with the graph \( \mathcal{G}_e \) is represented by \( \mathbf{L}_e = \mathbf{B}_e [\mathbf{R}]^{-1} \mathbf{B}_e^T \).
B. Current Sharing and Voltage Balancing Requirements in DC Microgrids

In the secondary control of DC microgrids, one of the main control objectives is to proportionally share total load demands amongst DG units at the steady-state according to the rated currents of DG units, i.e.,

$$\lim_{t \to \infty} \left( \frac{I_i(t)}{I_{i}^{\text{rated}}} - \frac{I_j(t)}{I_{j}^{\text{rated}}} \right) = 0, \quad i, j \in \{1, \ldots, n\}$$  \hspace{1cm} (5)

where $I_i(t)$, $I_j(t)$, $I_{i}^{\text{rated}}$, and $I_{j}^{\text{rated}}$ are the current of the converter $i$ and converter $j$, the rated current of converter $i$, and the rated current of converter $j$, respectively. As one can observe from (5), achieving the proportional current sharing is equivalent to a consensus on $I_{i}^{\text{rated}} \cdot I_i(t)$.

The second secondary control objective in DC microgrids is voltage regulation at PCCs to a given reference value $V^*$ at the steady-state, i.e., $\lim_{t \to \infty} V_i(t) = V^*$. However, the requirement of current sharing in (5) does not allow such a voltage regulation. As a reasonable alternative, the weighted average value of voltage signals at PCCs is regulated at the weighted average value of $V^*$ at the steady-state. The weights can usually be chosen to be equal to the rated current of converters, as this implies a relatively small voltage deviation from $V^*$ for DC-DC converters with a relatively large generation capacity [18]. The voltage balancing objective is mathematically formulated as follows:

$$\lim_{t \to \infty} \frac{1}{n} \sum_{i=1}^{n} I_i^{\text{rated}} (V_i(t) - V^*) = 0.$$  \hspace{1cm} (6)

It should be noted that the voltage reference $V^*$ in (6) is generated by an upper-level control, referred to as the tertiary control [7]. The tertiary controller sends the reference value of $V^*$ to the secondary control layer. As a result, the value of $V^*$ is known for the secondary controller in DC microgrids.

In case all DC-DC converters have equal generation capacities, the following equal current sharing and average voltage regulation objectives can be considered- this can be considered as a special case of (5) and (6).

$$\lim_{t \to \infty} (I_i(t) - I_j(t)) = 0, \quad i, j \in \{1, \ldots, n\}$$

$$\lim_{t \to \infty} \frac{1}{n} \sum_{i=1}^{n} (V_i(t) - V^*) = 0.$$  \hspace{1cm} (7)

C. Communication Requirements in DC Microgrids’ Secondary Control

To address proportional current sharing and voltage balancing requirements in (5) and (6), the common secondary control strategy in DC microgrids is based on cooperative and distributed control mechanisms. In this secondary control setting, each DG unit exchanges its current $I_i(t)$, its local PCC voltage $V_i(t)$, and the estimated value of the average voltage across the microgrid $\hat{V}_i(t)$ with its neighboring DG units on a communication graph with an adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$ and a Laplacian matrix $L \in \mathbb{R}^{n \times n}$. For instance, the cooperative secondary controller in [9] at converter $i$, based on the relative information with respect to neighboring DG units, relies on the following control law:

$$u_{n_i}(t) = c_i \left( \gamma_i (V^* - \hat{V}_i(t)) + \sum_{j \in N_i} a_{ij} \left( \frac{I_j(t)}{I_{j}^{\text{rated}}} - \frac{I_i(t)}{I_{i}^{\text{rated}}} \right) \right),$$

$$\dot{\hat{V}}_i(t) = \hat{V}_i(t) + c_i \sum_{j \in N_i} a_{ij} (\hat{V}_j(t) - \hat{V}_i(t)),$$  \hspace{1cm} (8)

where $c_i \in \mathbb{R}_{>0}$ is a coupling gain, $N_i$ is the set of neighbours of DG $i$, $c_i$ and $\gamma_i$ are design parameters. The secondary controller in (8) sends a set-point $V_{n_i} = \int u_{n_i}(t) dt$ to a primary control level operating based on a droop mechanism.

The cooperative secondary control in (8) requires exchanging the current and the estimated voltage of DG units amongst neighbouring DG units according to the adjacency matrix $A$. While the consensus-based secondary control strategy in (8) guarantees (5) and (6), it relies on the excess of communication and information exchange in DC microgrid control systems. Therefore, in order to enhance the reliability and resilience of DC microgrids, it is essential to develop a sparse consensus-based secondary control algorithm that ensures achieving the current sharing and voltage balancing requirements. Motivated by this challenging issue, in this paper, a novel consensus-based secondary control algorithm is developed that relies on limited information exchanges amongst neighbouring DG units.

III. PROPOSED DISTRIBUTED SECONDARY CONTROL IN DC MICROGRIDS

This section proposes a novel consensus-based distributed secondary control strategy to address voltage balancing and current-sharing problems in DC microgrids. The developed secondary controllers communicate through a distributed sparse communication layer, which shares information only amongst the neighbouring DG units.

A. Consensus-based Distributed Secondary Control Approach

The main objective of this paper is to design a consensus-based secondary control strategy that utilizes fewer communication links compared to the existing cooperative distributed secondary controllers, e.g., the proposed distributed control law in (8).

The proposed consensus-based controller in this paper combines both secondary and primary control levels in DC microgrids. As a result, the outputs of the controller are directly sent to the duty cycles of DC-DC converters without relying on a droop control mechanism.

The proposed distributed controller introduces three layers where there are cross-layer interactions amongst them. The communication network of the proposed distributed control approach is based on an unweighted undirected communication graph $G$ of $n$ nodes and $k$ edges, where $k \geq n - 1$.

The upper layer of the proposed secondary controller that is responsible for the proportional current sharing objective in (5) is presented as follows:

$$\tau_i \dot{v}(t) = -K \hat{\mathbf{B}}^T \mathbf{W}^{-1} I_i(t),$$  \hspace{1cm} (9)
where \( K > 0 \), \( r_c > 0 \), and \( W = \text{diag}(I_{\text{rated}}^1, \ldots, I_{\text{rated}}^n) \). \( B \) is the (oriented) incidence matrix of the graph \( G \), and \( v(t) \) is a state vector of the proposed controller. The above dynamics ensure the proportional current sharing as it involves the incidence matrix \( B \) in the feedback loop of \( I_i(t) \). Note that at the steady-state, it follows that steady-state (proportional) current sharing is achieved as all the elements of \( W^{-1} I_i \) are identical (\( I_i \) is the steady-state value of the current vector \( I_i(t) \)).

The middle layer of the proposed secondary controller is described as follows:

\[
\begin{align*}
\tau_p \dot{\phi}(t) &= -\beta (V(t) - I_n V^*) + z(t), \\
\tau_p \dot{\theta}(t) &= I_i(t) - \theta(t), \\
z(t) &= K_P (\theta(t) - I_i(t)) \! + \! KW^{-1} B v(t)
\end{align*}
\]

where \( \beta > 0 \), \( K_P > 0 \), \( \tau_p > 0 \), and \( \theta(t) \) are two state vectors of the proposed controller.

The middle layer ensures the voltage balancing objective in (6). Note that the additional term \( K_P (\theta(t) - I_i(t)) \) in (10) does not alter the steady-state conditions, i.e., the voltage balancing/current sharing; however, this term improves the dynamics responses of DG units by preventing the occurrence of oscillations.

Next, the control law of the lower layer of the proposed distributed controller is given as follows:

\[
u(t) = K_1 V(t) + K_2 I_i(t) + K_3 \phi(t) + (1 - K_1) \beta^{-1} z(t)
\]

where \( K_1 \), \( K_2 \), and \( K_3 \) are the design parameters that are designed to guarantee the closed-loop stability. Finally, \( d_i(t) = \frac{1}{\sqrt{I_{\text{rated}}^i}} u_i(t) \) is applied to the duty-cycles of DC-DC converters.

In the above distributed control scheme over the undirected communication graph \( G \), the topology of \( G \) can generally be different from the topology of the microgrid electrical graph \( G_e \). The following assumption is made on the underlying communication graph of the proposed distributed controller:

**Assumption 2.** It is assumed that the topology of the communication undirected graph \( \tilde{G} \) is connected.

### B. Communication Requirements

As one can observe from the dynamics of the multi-layer controller in (9)-(11), (i) the proposed control scheme does not rely on exchanging voltage signals \( V_i(t) \) and voltage estimates \( \hat{V}_i(t) \) amongst neighbouring DG units, (ii) the knowledge of the microgrid topology, line impedances, and loads is not required, and (iii) the proposed control framework in (9)-(11) requires fewer communication exchanges to achieve the current-sharing and average voltage regulation objectives in (5) and (6). For more clarity on the communication burdens of the proposed consensus-based control technique in terms of the number of information exchanges, the following example is given to highlight the superiority of (9)-(11) over the existing cooperative secondary control approaches in DC microgrids.

**Example 1.** Consider a DC microgrid consisting of \( n = 4 \) DG units connecting via \( m = 5 \) distribution lines as graphically illustrated in Fig. 2. It is assumed that the underlying communication network in the consensus-based control layer of the microgrid is based on the following adjacency matrix \( A \in \mathbb{R}^{4 \times 4} \) and its corresponding oriented incidence matrix \( B \in \mathbb{R}^{4 \times 5} \):

\[
\begin{align*}
A &= \begin{bmatrix} 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 1 & 1 & 0 & 0 \end{bmatrix}, \quad B &= \begin{bmatrix} 1 & 0 & 0 & 1 & 0 \\ -1 & 1 & 0 & 0 & 1 \\ 0 & -1 & 1 & 0 & 0 \\ 0 & 0 & -1 & -1 & -1 \end{bmatrix}
\end{align*}
\]

According to (8), \( x_2(t) = [\hat{V}_2(t), \frac{I_{21}(t)}{I_{\text{rated}}^2}, \frac{I_{22}(t)}{I_{\text{rated}}^2}] \) and \( x_4(t) = [\hat{V}_4(t), \frac{I_{41}(t)}{I_{\text{rated}}^4}, \frac{I_{42}(t)}{I_{\text{rated}}^4}] \) are transmitted to the controller of converter 1, \( x_1(t) = [\hat{V}_1(t), \frac{I_{11}(t)}{I_{\text{rated}}^1}, \frac{I_{12}(t)}{I_{\text{rated}}^1}] \), \( x_3(t) = [\hat{V}_3(t), \frac{I_{31}(t)}{I_{\text{rated}}^3}, \frac{I_{32}(t)}{I_{\text{rated}}^3}] \), and \( x_4(t) = [\hat{V}_4(t), \frac{I_{41}(t)}{I_{\text{rated}}^4}, \frac{I_{42}(t)}{I_{\text{rated}}^4}] \) are sent to the controller of converter 2, \( x_2(t) = [\hat{V}_2(t), \frac{I_{21}(t)}{I_{\text{rated}}^2}, \frac{I_{22}(t)}{I_{\text{rated}}^2}] \) and \( x_4(t) = [\hat{V}_4(t), \frac{I_{41}(t)}{I_{\text{rated}}^4}, \frac{I_{42}(t)}{I_{\text{rated}}^4}] \) are transmitted to the controller of converter 3, and \( x_1(t) = [\hat{V}_1(t), \frac{I_{11}(t)}{I_{\text{rated}}^1}, \frac{I_{12}(t)}{I_{\text{rated}}^1}] \), \( x_2(t) = [\hat{V}_2(t), \frac{I_{21}(t)}{I_{\text{rated}}^2}, \frac{I_{22}(t)}{I_{\text{rated}}^2}] \), and \( x_3(t) = [\hat{V}_3(t), \frac{I_{31}(t)}{I_{\text{rated}}^3}, \frac{I_{32}(t)}{I_{\text{rated}}^3}] \) are transmitted to the controller of converter 4.

Based on the proposed consensus algorithm in (9)-(11), \( \frac{I_{21}(t)}{I_{\text{rated}}^2}, \frac{I_{22}(t)}{I_{\text{rated}}^2} \), \( v_1(t) \), and \( v_4(t) \) are transmitted to the controller of converter 1, \( \frac{I_{31}(t)}{I_{\text{rated}}^3}, \frac{I_{32}(t)}{I_{\text{rated}}^3}, v_2(t), \) and \( v_5(t) \) are sent to the local controller of converter 2, \( \frac{I_{41}(t)}{I_{\text{rated}}^4}, \frac{I_{42}(t)}{I_{\text{rated}}^4}, v_2(t), \) and \( v_5(t) \) are transmitted to the local controller of converter 3, and \( \frac{I_{11}(t)}{I_{\text{rated}}^1}, \frac{I_{12}(t)}{I_{\text{rated}}^1}, v_3(t), v_4(t), \) and \( v_5(t) \) are transmitted to the controller of converter 4.

This example shows that although both conventional and proposed secondary controllers rely on the same communication graph (\( A \) and \( B \) in (12) are the same for both control approaches), the proposed distributed control strategy in (9)-(11) requires fewer data exchanges over a communication network than the proposed distributed controller in [9] (distributed secondary control in (8)). Furthermore, Lemma 1 in Section IV shows that the use of the incidence matrix \( B \) in (9)-(11) instead of the Laplacian matrix does not affect the current-sharing consensus and voltage balancing objectives. Note that the underlying communication graph in both conventional and proposed secondary control strategies is the same; however, the proposed secondary control method relies on less exchanged data. Moreover, the communication graph in the secondary control layer can be chosen to be the same as the communication graph in the physical layer of DC microgrids. It means that if two DG units are physically connected via a power line, they can transmit their current and/or control states to each other (a neighbor-to-neighbor communication scheme).

**Remark 1.** In terms of the communication graph, the underlying graph in the proposed secondary controller is assumed to be undirected. However, information exchange amongst DG units’ controllers is not necessarily bidirectional. For instance, in Example 1, \( \frac{I_{41}(t)}{I_{\text{rated}}^4} \) is sent to the controller of DG 1 while \( \frac{I_{11}(t)}{I_{\text{rated}}^1} \) is not transmitted to the controller of DG 2; instead, \( v_2(t) \) is sent.
The overall DC microgrid with the distributed control in (9)-(11) is presented as follows:

\[
\begin{align*}
\dot{v} & = \left( \begin{array}{c}
v_0 \\
v_0
\end{array} \right) + \beta K^{-1} e^T \dot{v} (\tilde{V} - \mathbf{1}_n \mathbf{1}_n^T) \quad \text{if } v_0 \neq 0, \\
\beta K^{-1} \mathbf{1}_n^T \mathbf{1}_n (\tilde{V} - \mathbf{1}_n \mathbf{1}_n^T) & = 0 \quad \text{if } v_0 = 0.
\end{align*}
\]

\[
\bar{I} = \left[ R \right]^{-1} \mathbf{1}_n^T \tilde{V},
\]

\[
\bar{\phi} = \left[ K_3 \right]^{-1} \left( (1 - K_1) \tilde{V} - (K_2 \mathbf{1}_n - [R_t]) \bar{I}_t - \frac{K}{\beta} (1 - K_1) \mathbf{1}_n \mathbf{1}_n^T \right)
\]

where \( \mathbf{1}_n \) is the all-1 column vector, \( \mathbf{1}_n \mathbf{1}_n^T \) is the all-squares matrix, and \( \mathbf{B}^+ \) is the Moore–Penrose generalized inverse of the incidence matrix \( \mathbf{B} \).

Proof. See Appendix B in Section VII. \( \square \)

Remark 4. Based on the rank–nullity theorem, the dimension of \( \ker(\mathbb{B}) \) is \( k - n + 1 \geq 0 \). Therefore, \( \bar{v} \) might not be unique.

B. Stability Analysis

This subsection analyzes the stability of DC microgrids with the proposed control strategy in (9)-(11). The main results are presented in Theorem 1.

By change of variables as \( e_V(t) = V(t) - \tilde{V}, e_i(t) = I_t(t) - \bar{I}_t \), \( e_i(t) = \theta(t) - \bar{\theta}, e_v(t) = v(t) - \bar{v}, e_\phi(t) = \phi(t) - \bar{\phi}, \) and \( e_f(t) = I(t) - \bar{I}_t \), the closed-loop DC microgrid augmented with the consensus control in (9)-(11) can be represented as follows:

\[
\begin{align*}
\dot{e}_V & = (1 - K_1) e_V + (K_2 \mathbf{1}_n - [R_t]) e_i + K_3 e_\phi \\
& + (1 - K_1) \left( \beta^{-1} K P W (e_\phi - e_i) + \frac{K}{\beta} W^{-1} e_v \right), \\
\dot{e}_i & = -\beta e_V + K P (e_\phi - e_i) + KW^{-1} e_v, \\
\dot{e}_\phi & = -\beta e_V + K P (e_\phi - e_i) + K W^{-1} e_v, \\
\tau_0 \dot{e}_\phi & = \phi(t) - \bar{\phi}, \\
[C_t] e_f & = e_i - \mathbf{B}_e e_i - [Y] e_v, \\
[L] e_f & = \mathbf{B}_e^T e_v - [R] e_i.
\end{align*}
\]

IV. Stability Analysis

In this section, we discuss the existence of equilibria and analyze the stability of DC microgrids with the proposed consensus-based control mechanism in (9)-(11). The main results are given in Lemma 1 and Theorem 1.

A. Analysis of Equilibria

The following lemma discusses the existence of equilibria for the overall DC microgrid in (13).

Lemma 1. Consider the dynamics of the overall DC microgrid in (13) under a connected undirected communication graph. There exist equilibria \((\bar{V}, \bar{I}_t, \bar{\theta}, \bar{v}, \bar{I}, \bar{\phi})\) characterized as follows:

\[
\begin{align*}
\bar{V} & = \left( \begin{array}{c}
0 \\
\mathbf{1}_n \mathbf{1}_n^T
\end{array} \right), \\
\bar{I}_t & = \frac{1}{\mathbf{1}_n \mathbf{1}_n^T} \mathbf{1}_n \mathbf{1}_n^T [Y] \bar{V},
\end{align*}
\]

where \( \mathbf{1}_n \mathbf{1}_n^T \) is the all-squares matrix, \( \mathbf{1}_n \) is the all-1 column vector, \( \mathbf{1}_n \mathbf{1}_n^T \) is the all-squares matrix, and \( \mathbf{B}^+ \) is the Moore–Penrose generalized inverse of the incidence matrix \( \mathbf{B} \).

Remark 1. For any \( \tau_0 > 0, \tau_0 > 0, \beta > 0, K > 0, \) and \( P > 0 \), the following statements hold:

1) The origin in (16) is globally asymptotically stable.

2) The proportional current sharing and voltage balancing in (5) and (6) are simultaneously guaranteed.
Proof. We propose the following quadratic-type Lyapunov function $V \geq 0$ for DC microgrids whose dynamics are given in (16):

$$V = \frac{\tau_0}{2\beta} \tilde{e}_v^T(t)K_P e_v(t) + \frac{\tau_0K}{2} \tilde{e}_v^T(t) e_v(t) + \frac{1}{2\tau_0} \tilde{e}_v^T(t) [C_1] e_v(t) + \frac{1}{2} \tilde{e}_v^T(t) [L] \tilde{e}_v(t) + \frac{1}{2} \sum_{i=1}^{n} \left[ e_{iL_i} e_{\phi_i} \right] P_i \left[ e_{iL_i} e_{\phi_i} \right]^T,$$

where

$$P_i = \left[ \begin{array}{cc}
L_{L_i} (R_{t_i} - K_2) & -L_{L_i} K_3 \\
-L_{L_i} K_3 & \tau_0(1 - K_1) K_3
\end{array} \right].$$

Since $P_i \in \mathbb{R}^{2 \times 2}$, $det(P_i) = \frac{\tau_0}{\beta} K_3 > 0$, and $trace(P_i) > 0$, $P_i > 0$.

In the next step, the time derivative of $V$ along the closed-loop microgrid trajectories in (16) is obtained. It can be shown that $\dot{V}$ can be obtained as follows:

$$\dot{V} = -\frac{1}{\beta} \tilde{e}_v^T K_P \tilde{e}_v - \tilde{e}_v^T [R] \tilde{e}_v - \tilde{e}_v^T [Y] \tilde{e}_v + \frac{1}{2} \sum_{i=1}^{n} \left[ e_{iL_i} e_{\phi_i} \right] Q_i \left[ e_{iL_i} e_{\phi_i} \right]^T,$$

where

$$Q_i = \left[ \begin{array}{cc}
-2(R_{t_i} - K_2)^2 & 0 \\
0 & -2K_3^2
\end{array} \right].$$

It can be shown that $det(Q_i) = 0$ and $trace(Q_i) = -2(R_{t_i} - K_2)^2 - 2K_3^2 < 0$; hence, $Q_i \in \mathbb{R}^{2 \times 2} \leq 0$. As a result, $\dot{V} \leq 0$.

In the next step, we will show that the origin in (16) is globally asymptotically stable. To this end, it is illustrated that the only solution of $\dot{V} = 0$ is the origin for all $t \geq 0$ (LaSalle’s invariance principle [19]). To see this, note that the state trajectories that make $\dot{V} = 0$ belong to the following set:

$$\chi = \left\{ \tilde{e}_v^T [R] \tilde{e}_v = 0 \right\} \cap \left\{ \tilde{e}_v^T [Y] \tilde{e}_v = 0 \right\} \cap \left\{ (\tilde{e}_v - e_\theta)^T K_P (\tilde{e}_v - e_\theta) = 0 \right\} \cap \left\{ \left[ e_{iL_i} e_{\phi_i} \right]^T \in ker(Q_i), \ i = 1, \ldots, n \right\}.$$

In the following, we show that the only state trajectory $(\tilde{e}_I, \tilde{e}_v, \tilde{e}_I, \tilde{e}_v, \tilde{e}_I, \tilde{e}_v, \tilde{e}_I, \tilde{e}_v)$ of (16) in $\chi$ is the origin. The sets $\chi_1$, $\chi_2$, and $\chi_3$ respectively imply that $\tilde{e}_I = 0$, $\tilde{e}_v = 0$, and $\tilde{e}_I = \tilde{e}_\theta$. From the kernel $Q_i$ in $\chi_4$, one can obtain that $\tilde{e}_{iL_i} = \frac{K_3}{R_{t_i} - K_2} e_{\phi_i}, i = 1, \ldots, n$. Hence, from the system dynamics in (16) and the set $\chi$ one obtains that $\tilde{e}_{iL_i} = 0$; hence, $\tilde{e}_\theta = 0$ and $\tilde{e}_\theta = 0$, and $W^{-1}B\tilde{e}_v = 0$. Therefore, $\tilde{e}_v$ belongs to the null space of $B$, i.e., $\tilde{e}_v = \beta \hat{e}_v^*$, where $\beta \in \mathbb{R}$ is a constant and $\hat{e}_v^* \in ker(B)$. By replacing $\tilde{e}_v$ by $v - \tilde{v}$ we have $v - \tilde{v} = \nu e_v^*$; hence, $(e_v^*)^T (v - \tilde{v}) = \nu (e_v^*)^T e_v^*$. According to (14), $e_v^T v = e_v^T \tilde{v}$. As a result, $\nu = 0$ and $\tilde{e}_v = 0$. This implies that the largest invariant set of $\chi$ is the origin. Therefore, there are not any other trajectories in (16) that converge to the origin.

In the final step, it is shown that (9)-(11) guarantees the voltage balancing and current sharing objectives. Due to the asymptotic stability of the origin in (16), the voltage and current of the converters converge to the equilibria $\tilde{V}$ and $\tilde{I}_t$, respectively. According to Lemma 1, $\tilde{V}$ and $\tilde{I}_t$ are characterized as follows:

$$\tilde{I}_t = \frac{1}{\Im n W \tilde{1}_n} W \tilde{1}_n \tilde{I}_t^T [Y] \tilde{V},$$

$$0 = \tilde{1}_n^T W (\tilde{V} - \tilde{1}_n \tilde{V}^*).$$

By premultiplying the first equation in (22) by $W^{-1}$, one obtains that $W^{-1} \tilde{I}_t$ is equal to a constant vector. Moreover, the second equation in (22) indicates that the average voltage regulation in (6) is ensured.

**Remark 5.** (Comment on Robustness of (9)-(11) to Uncertainties in Physical Parameters of DG Microgrids) According to the stability conditions proposed in Theorem 1, it can be shown that the robust stability as well as proportional current sharing and voltage regulation objectives are guaranteed regardless of load values and the parameters of distribution lines.

C. Distributed Control Design Algorithm

In this subsection, the results given in Theorem 1 are summarized and a design algorithm for the parameters of the proposed distributed control approach in (9)-(11) is introduced. As mentioned in Remark 5, the design of the controller parameters are independent of distribution lines and load parameters. The algorithm is summarized as follows:

**Proposed Algorithm for the Design of Consensus-based Distributed Controllers in DC Microgrids:**

1) Distributed control structure: The controller for each DG unit is structured by (9)-(11).
2) Design of communication graph: The communication graph in the control layer can be the same as the communication graph in the physical layer of DC microgrids.
3) Design of control parameters in (9)-(11): $\tau_v > 0$, $\tau_0 > 0$, $\tau_0 > 0$, $\beta > 0$, $K_3 > 0$, and $K_P > 0$, $K_1 < 1$, $K_2 < R_{t_i}$, and $0 < K_3 < \frac{\tau_0}{\beta L_{L_i}} (R_{t_i} - K_2)(1 - K_1)$.

In general, the smaller values of $\tau_v > 0$, $\tau_0 > 0$, and $\tau_0 > 0$ improve the speed of responses in voltage and current trajectories of DC-DC converters. Moreover, as one can observe from the control design algorithm, the exact value of $R_{t_i}$ and $L_{t_i}$ are not required for the controller design as the upper bound of $K_2$ and $K_3$ depends on these two parameters. In general, $K_2$ can be chosen as a negative value regardless of $R_{t_i}$. Furthermore, the value of $K_3$ plays a tradeoff between the rise time and overshoot in the voltage and current profiles of DC microgrids, i.e., the larger $K_3$, the faster voltage and current responses with larger overshoot. Note that the term $K_P (\beta(t) - I_t(t))$ in the proposed secondary controller is (10)
improves the dynamics responses of microgrids by preventing the occurrence of oscillations.

V. RESULTS

In this section, the performance of the proposed distributed control scheme in (9)-(11) is evaluated using experimental results and compared with a recent existing distributed controller in [9] by means of a simulation case study.

A. Simulation Results

In this section, the performance of the proposed distributed control framework is compared with the proposed secondary control approach in [9] presented in (8). To this end, a DC microgrid with \( n = 4 \) DC-DC converters and \( m = 5 \) lines whose topology is depicted in Fig. 2 is utilized. The parameters of the microgrid and its distributed controller are given in Appendix C in Section VII. The parameters of the distributed secondary controller in (8) are designed as \( c_i = 10 \) and \( \gamma_i = 2; \quad i = 1, \ldots, 4 \). Moreover, it is assumed that \( I_i^{\text{rated}} = \cdots = I_4^{\text{rated}} \).

Case Study (i): Comparison. Fig. 3 compares the performance of both distributed control strategies with respect to disconnection of line 2 at \( t = 1 \) s, the re-connection of line 2 at \( t = 1.75 \) s, and a load change at PCC 2 at \( t = 2.5 \) s. As discussed in Example 1, the proposed distributed control strategy in (9)-(11) requires fewer communication links compared to (8). Furthermore, the results in Fig. 3 show that the proposed distributed controller in (9)-(11) provides faster and more smooth responses compared to the distributed secondary controller in [9].

Case Study (ii): Impact of the Control Parameters on Performance. As discussed in Section IV-C, \( K_3 \) impacts the transient behaviour of DC microgrids, i.e., increasing the value of \( K_3 \) increases the overshoot in the current trajectories of DG units. Moreover, the stability analysis in Section III shows that \( K_3 \) must be upper-bounded for the stability of microgrids. In this case study, the impact of \( K_3 \) on the stability and performance of the microgrid is demonstrated. To this end, the value of \( K_3 \) is chosen to be 2.5, 5, 10, and 15. The performance of the microgrid with the different values of \( K_3 \) is evaluated under a load change at \( t = 0.5 \) s. The current and voltage trajectories of DG units are respectively depicted in Fig. 4 and Fig. 5. As one can observe from these two figures, by increasing the value of \( K_3 \) to 15, the microgrid becomes unstable. The results of this case study confirm the theoretical results presented in Theorem 1. Moreover, they highlight that while the proposed secondary controller relies on fewer communication requirements (less exchanged data amongst DG units’ controllers), it provides satisfactory performance in terms of voltage balancing and current sharing.

B. Experimental Results

We consider an experimental setup of a DC microgrid with \( n = 3 \) DC-DC buck converters connecting in a loop topology with \( m = 3 \) lines. The experimental setup is shown in Fig. 6. The electrical and control parameters of the DC microgrid under study are given in Appendix D in Section VII. The communication graph in the distributed control layer is based on the following (oriented) incidence matrix:

\[
\mathbf{B} = \begin{bmatrix}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & -1 & -1
\end{bmatrix}.
\]

Voltage Balancing and Equal Current Sharing

In order to evaluate the performance of the proposed control strategy in voltage balancing and equal current sharing, it is assumed that all DC-DC converters have equal generation capacities, i.e., \( I_1^{\text{rated}} = I_2^{\text{rated}} = I_3^{\text{rated}} \). The performance of
the proposed distributed control strategy in (9)-(11) is verified under several case studies such as voltage tracking, robustness to load changes, and topology changes in microgrids.

**Case Study (i): Robustness to Load Changes.** The second case study illustrates the robustness feature of the proposed control strategy with respect to load changes. To this end, it is assumed that the load resistance at PCC 2 ($R_2$) is doubled at $t = 2$ s and then halved at $t = 7.8$ s. In this case study, the voltage reference $V^*$ is set at 48 V. Fig. 7 shows the voltage and current trajectories as well as the duty cycles of converters. As one can observe from Fig. 7, the voltage balancing and balanced current sharing objectives are achieved regardless of uncertainties in the load parameters.

**Case Study (ii): Robustness to Microgrid Topology Changes.** In this case study, we assume that line 3 connecting DG 1 to DG 3 is disconnected at $t = 2.5$ s due to faults and reconnected at $t = 6.7$ s. As a result of this line disconnection, the topology of the DC microgrid changes. The dynamic responses of DG units are plotted in Fig. 8. The results in Fig. 8 reveal the robust performance of the proposed distributed control approach to uncertainties in the topology of DC microgrids.

Note that the proposed distributed controller regulates the PCC voltages to be close to $V^* = 48$ V; however, they are not exactly equal to $V^*$, as this violates the current-sharing requirement.

**Case Study (iii): Performance Evaluation under Different Line Parameters.** In order to evaluate the performance of the proposed secondary controller for the microgrid with different line parameters, it is assumed that the lines have different resistance values ($R_1 = 1$ Ω, $R_2 = 0.5$ Ω, and $R_3 = 0.25$ Ω). It is assumed that the load conductance at PCC 2 is doubled and halved at $t = 1.25$ s and $t = 2.25$ s, respectively.
Moreover, Line 3 connecting DG 1 and DG 3 is disconnected and reconnected at $t = 1.75$ s and $t = 2.75$ s. The results of this case study, which are depicted in Fig. 9, demonstrate that the deviation of the PCC voltages from the nominal voltage $V^*$ is slightly larger than the previous case (i.e., line parameters are equal), but they are still within the accepted range of $\pm 10\%$ of $V^*$. Moreover, the results confirm the steady-state value of PCC voltages $V$ given in (15).

Voltage Balancing and Proportional Current Sharing

Case Study (iv): Robustness to Load Variation and Microgrid Topology Changes. In the fourth case study, it is assumed that DG 1’s generation capacity is twice of DG 2 and DG 3, i.e., $I_1^{\text{rated}} = 2I_2^{\text{rated}} = 2I_3^{\text{rated}}$. As a result, total load demand should proportionally be shared amongst DG units. Fig. 10 and Fig. 11 show the proportional current sharing and voltage balancing capabilities of the proposed control strategy against voltage reference changes, load changes, and line disconnection. The changes in load conditions and line failure are the same as the ones in the case studies (i) and (ii). As the voltage and current trajectories in Fig. 10 and Fig. 11 show, the proposed distributed control strategy in (9)-(11) guarantee voltage balancing and proportional current sharing with respect of different sources of uncertainties in DC microgrids, e.g., load uncertainty and changes in the topology of DC microgrids.

Case Study (v): Robustness to DC Voltage Variations at the Input Side of Converters. In the final experimental case study, we test the performance of the proposed distributed controller against variations in DC voltages at the input side of the converters. To this purpose, $V_{dc,i} = 1, 2, 3,$ is stepped up to 110 V, then stepped down to 90 V, and finally stepped up to 100 V. The voltage and current trajectories of the DC microgrid, as well as the duty cycles of the converters are depicted in Fig. 12. As Fig. 12 (c) shows, upon changing $V_{dc,i}$, the control inputs $(d_i(t))$ make an immediate action so that voltage balancing and current sharing are ensured. As a result, by changing the input voltage of converters, their output voltage remains unchanged.

Case Study (vi): Performance Evaluation under Different Line Parameters. The case study (iii) is repeated for the case of proportional current sharing. Fig. 13 shows the results of this case study. Although the voltage deviation from $V^*$ is slightly higher than the case of equal line parameters, the results are satisfactory (the voltage deviation from $V^*$ is within the accepted range of $\pm 10\%$ of $V^*$). Moreover, the results demonstrate that the current sharing objective is ensured even in the case of unequal line parameters.

DC Microgrids with Radial Topologies

To show that our proposed secondary control approach is applicable to DC microgrids under flexible and different topologies, we consider the experimental setup of a DC
Fig. 12. Proportional current sharing and voltage balancing against variations in the DC voltages at the input side of converters: (a) input and output voltage of converters, (b) current signals of converters, and (c) duty cycles of converters.

Fig. 13. Impacts of power lines with different resistance values on proportional current sharing and voltage balancing: (a) PCC voltage trajectories, (b) current signals of converters, and (c) duty cycles of converters.

Fig. 14. Equal current sharing and voltage balancing for the microgrid with the radial topology: (a) PCC voltage trajectories, (b) current signals of converters, and (c) duty cycles of converters.

Fig. 15. Proportional current sharing and voltage balancing for the microgrid with the radial topology: (a) PCC voltage trajectories, (b) current signals of converters, and (c) duty cycles of converters.

VI. CONCLUSIONS

In this paper, a novel sparsity-promoting consensus-based distributed secondary control scheme in terms of exchanged data for DC microgrids is proposed. The proposed robust distributed secondary control algorithm ensures voltage balancing and current-sharing requirements in DC microgrids. The stability of DC microgrids with the proposed control approach is analyzed based on the Lyapunov theory and LaSalle’s invariance principle. Building on this analysis, sufficient stability conditions for the stability of DC microgrids are derived. The effectiveness of the proposed control approach is verified via simulation and experimental case studies. The robustness and resilience analysis of the proposed secondary control approach with respect to communication delay, packet loss, and cyber-attacks will be considered as the future scope of this work.
Appendix A

For an undirected weighted graph \( G = (V, E) \) of order \( n \) and with \( m \) edges, the incidence matrix \( B \in \mathbb{R}^{n \times m} \) has specific properties as stated in the following lemma:

**Lemma 2.** The (oriented) incidence matrix \( B \in \mathbb{R}^{n \times m} \) of a connected undirected graph \( G \) of \( n \) nodes and \( m \) edges has the following properties:

1) \( \text{rank}(B) = n - 1 \).
2) \( B^T 1_n = 0 \ (1_n^T B = 0) \).
3) \( BB^+ = 1_n \ - \frac{1}{n} 1_n 1_n^T \).
4) \( BB^+ B = B \).
5) \( B^+ 1_n = 0 \).
6) \( Bx = 0 \Leftrightarrow x^T B^+ = 0 \).

where \( B^+ \in \mathbb{R}^{m \times n} \) is the Moore–Penrose generalized inverse of \( B \).

**Proof.** See [15] and [20].

---

Appendix B: Proof of Lemma 1

**Proof.** The equilibria of (13) satisfy the following algebraic equations:

\[
-KB^T W^{-1} I_t = 0, \quad (24a)
\]

\[
-\beta (\bar{V} - 1_n V^*) + K_P (\bar{\theta} - \bar{I}_t) + KW^{-1} \bar{V} = 0, \quad (24b)
\]

\[
\bar{\theta} - \bar{I}_t = 0, \quad (24c)
\]

\[
I_t - B \bar{\theta} Y \bar{V} = 0, \quad (24d)
\]

where \( (I_t, \bar{V}, \bar{\theta}, \bar{I}) \) are the steady-state value of \( (I_t, V, \bar{\theta}, I) \). Due to the properties of incidences matrix (see Lemma 2), from (24a) and (24d), one obtains that \( \bar{I}_t = W 1_n^*, \) where \( ^* = (1_n^T W 1_n)^{-1} 1_n^T [Y] \bar{V} \). Moreover, from (24c), one obtains that \( \bar{\theta} = \bar{I}_t \). Replacing \( \bar{I}_t \) with \( \bar{\theta} \) in (24b) leads to the following equation:

\[
-\beta (\bar{V} - 1_n V^*) + KW^{-1} \bar{V} = 0. \quad (25)
\]

By left multiplying both sides of the above equation by \( 1_n^T W \) and inverting the properties of the incidence matrix \( B \), one obtains that

\[
-\beta 1_n^T W (\bar{V} - 1_n V^*) = 0. \quad (26)
\]

Since \( \beta \neq 0 \), it follows that \( 1_n^T W \bar{V} = 1_n^T W 1_n V^* \).

Premultiplying both sides of (25) by \( K^{-1} B B^+ W \), where \( B^+ \) is the generalized inverse of \( B \), results in the following equation:

\[
\beta K^{-1} B B^+ W (\bar{V} - 1_n V^*) = B B^+ \bar{V} = \bar{B} \bar{V}. \quad (27)
\]

Note that \( B B^+ B = B \) (see Property 4 in Lemma 2). As a result,

\[
\bar{V} - \beta K^{-1} B B^+ W (\bar{V} - 1_n V^*) = 0.
\]

\[
\bar{V} = \alpha v_0 + \beta K^{-1} B B^+ W (\bar{V} - 1_n V^*). \quad (28)
\]

where \( v_0 \in \text{ker}(B) \) and \( \alpha \in \mathbb{R} \) is a constant. According to (14), \( v_0^T \bar{V} = v_0^T v(0) \); therefore, \( \bar{V} \) is rewritten as:

\[
\bar{V} = \begin{cases}
\left( \frac{v_0^T v(0)}{v_0^T v_0} \right) v_0 + \beta K^{-1} B B^+ W (\bar{V} - 1_n V^*) & \text{if } v_0 \neq 0, \\
\beta K^{-1} B B^+ W (\bar{V} - 1_n V^*) & \text{if } v_0 = 0.
\end{cases} \quad (29)
\]

To obtain the above equation, we use that \( v_0^T \bar{B} = 0 \) (see Property 6 in Lemma 2). From (24e) and (24d) one obtains that \( \bar{I} = [R]^{-1} B^T \bar{V} \) and \( \bar{I}_t = B \bar{\theta} [R]^{-1} B^T \bar{V} + [Y] \bar{V} \). Hence,

\[
((1_n^T W 1_n)\left( [R]^{-1} B^T \bar{V} \right) [Y] \bar{V} = \bar{L}_c \bar{V} + [Y] \bar{V}. \quad (30)
\]

where \( \bar{L}_c = B [R]^{-1} B^T \) represents the Laplacian matrix of the electrical circuit of the DC microgrid. The above equation can be rewritten as

\[
\bar{L}_t \bar{V} + \bar{L}_c \bar{V} = 0, \quad (31)
\]

where \( \bar{L}_t = (1_n^T B [R]^{-1} B^T 1_n) [Y] \). Taking into account (26) and (31), \( \bar{V} \) can be obtained from the following equation:

\[
\begin{bmatrix}
\bar{L}_t + \bar{L}_c \\
1_n^T W
\end{bmatrix} \bar{V} =
\begin{bmatrix}
0 \\
1_n^T W 1_n V^*
\end{bmatrix} \quad (32)
\]

This completes the proof.

---

Appendix C: Parameters of the Simulated DC Microgrid

The DC microgrid in Fig. 2 consists of \( n = 4 \) DC-DC buck converters connecting via \( m = 5 \) distribution lines and equipped with a distributed controller whose structure is given in (9)-(11).

- **DC-DC Converters:** \( V_{dc,i} = 100 \, V, \) \( L_{t_i} = 2.64 \, mH, \) \( C_{t_i} = 1.1 \, mF, \) and \( Y_i = 0.25 \, \Omega^{-1}; i = 1, 2, 3, 4. \) The switching frequency is \( f_{sw} = 30 \, kHz. \)

- **Lines:** \( R_1 = \ldots = R_4 = 0.25 \, \Omega, \) \( R_5 = 0.75 \, \Omega, \) and \( L_k = 2 \, \mu H; k = 1, \ldots, 5. \)

- **Controllers:** \( \tau_v = 0.005, \) \( \tau_\theta = 0.1, \) \( \tau_\phi = 0.005, \) \( \beta = 20, \) \( K_1 = 1, \) \( K_P = 2.5, \) \( K_2 = -1, \) \( K_2 = -3, \) and \( K_3 = 2.5. \)

---

Appendix D: Parameters of the Experimental Setup

The DC microgrid in the experimental setup in Fig. 6 consists of \( n = 3 \) DC-DC buck converters connecting via \( m = 3 \) distribution lines and equipped with a distributed controller whose structure is given in (9)-(11).

- **DC-DC Converters:** \( V_{dc,i} = 110 \, V, \) \( L_{t_i} = 1.72 \, mH, \) \( C_{t_i} = 1.1 \, mF, \) and \( Y_i = \frac{1}{12} \, \Omega^{-1}; i = 1, 2, 3. \) The switching frequency is \( f_{sw} = 20 \, kHz. \)

- **Lines:** \( R_1 = 0.5 \, \Omega; i = 1, 2, 3. \)

- **Controllers:** \( \tau_v = 0.005, \) \( \tau_\theta = 0.1, \) \( \tau_\phi = 0.005, \) \( \beta = 20, \) \( K_1 = 1, \) \( K_P = 2.5, \) \( K_2 = -1, \) \( K_2 = -3, \) and \( K_3 = 2.5. \)
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