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Abstract

This thesis presents a study of feedback controllers for nanopositioning stages, com-

monly employed in applications such as atomic force microscopy (AFM) and nanofab-

rication, amongst other precision positioning applications. These systems are charac-

terised by their poorly damped dynamics and nonlinear behaviour due to hysteresis and

thermal drift in the actuators. The focus of this work is on the discrete-time design

and implementation of controllers, with a particular emphasis on model-based designs.

Classical control methods are considered, and the use of the Observer-based Offset-free

Internal Model Control structure is investigated to compensate for the system's charac-

teristics.

The main contribution of this thesis is the development and implementation of the

Observer-based Offset-free Internal Model Control structure for nanopositioning stages.

This structure guarantees offset-free characteristics and enables faster speed positioning

compared to state-of-the-art control schemes. The appropriate models are identi�ed,

and controllers are designed and implemented in commercial single-axis and 2-axis

nanopositioning prototypes. Experimental results demonstrate the effectiveness of the

proposed controllers in achieving zero steady-state error and high-bandwidth designs.

Speci�cally, the designed controllers achieve bandwidths of up to 67% with respect to

the resonance of the nanopositioning systems, with experimental results supporting the

proposed controllers.

Moreover, this thesis also includes a study of high-bandwidth transfer function mod-

els for various stages, including position and force feedback signals.

In general, this work provides insight into the design and implementation of feed-

back controllers for nanopositioning stages, which are essential to achieve high-speed

rates and position accuracy in precision positioning applications.
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Chapter 1

Introduction

The term nanotechnology was introduced as integrated manufacturing technologies and

machine systems that provide ultra-precision machining capabilities on the order of 1

nanometre [80]. The interest in nanotechnology started at 1959 with the talk ”There's

Plenty of Room at the Bottom,” a talk from the American Physical Society at the Califor-

nia Institute of Technology [25]; where Richard Feynman introduced the awareness of

manipulating and controlling matter at the molecule level of precision. [35]. Currently,

National Nanopositioning Initiative (NNI) de�nes nanotechnology as the manipulation

of matter at the nanoscale, or more speci�cally, at least one dimension sized from 1

to 100 nm; Modern nanotechnology began with the development of Scanning Tunnel-

ing Microscope (STM) [8]; this device is a type of scanning probe microscope. Other

devices in the �eld of nanotechnology are Atomic Force Microscopes (AFM), which

use a cantilever with a sharp tip to obtain high-resolution topographical images from a

sample [7]. A critical requirement in nanotechnology is positioning with sub-nanometre

precision and control.

For nanopositioning, piezoelectric materials are used as actuators [8], because

they provide high precision, high bandwidth, integration, and manufacturing feasibil-

ity. However, piezoelectric actuators have the following challenging behaviour; piezo-

electric transducers display hysteresis behaviour when an applied voltage results in a

displacement or strain [3]; creep degrades low frequency and static positioning of the

actuator [25]; thermal drift due to material properties that affect the positioning accu-

racy; mechanical resonances that constrain the speed of the system.
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In this chapter, the basics of nanopositioning and the reasons for improving control

methods are explored. The objectives of the thesis are outlined and the contributions

of the group to the �eld are emphasised. Lastly, an overview of the organisation of the

document is provided.

1.1 Background

Nanopositioning stages are mechanical devices designed to achieve displacements with

nanometre-scale precision [25]. These stages commonly utilise piezoelectric stack actu-

ators to generate force and displacement [25, 20]. When subjected to high voltage, these

actuators elongate internally, forming the basis of precise positioning mechanisms.

Nanopositioning stages come in diverse shapes and con�gurations tailored to spe-

ci�c applications. Examples include �bre aligners, atomic force microscopes, beam

scanners, and lateral positioning platforms (Fleming, Year), each serving unique func-

tions within their respective domains. A comprehensive review of application examples

can be found in the literature [18, 71, 25].

Although piezoelectric actuators offer theoretically in�nite resolution, their applica-

tion in precision positioning systems presents several control challenges. These chal-

lenges include lightly damped low-frequency resonant modes, nonlinear behaviour due

to hysteresis, creep, thermal drift effects, and cross-coupling in multiple-degree-of-

freedom mechanisms.

The presence of lightly damped mechanical resonances can lead to signi�cant oscil-

lations, particularly in scenarios involving step changes and high frequencies in open-

loop systems (Kara-Mohamed et al., Year). These resonances arise from the interaction

between platform mass, support �exure stiffness, mechanical linkages, and actuators

(Fleming, Year).

1.2 Motivation

Nanopositioning stages have different challenges in control, which can be categorised

into two primary types: resonant behaviour, limiting bandwidth due to stability margins;

and non-linear behaviour, constraining linear controllers to consider robustness.
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These stages are typically modelled as second-order underdamped linear systems,

with the aim of ensuring offset-free tracking because of the precision positioning re-

quired for applications such as storage devices, microscopes, and material scanning

devices, where precision and accuracy are crucial.

Precision in commercial nanopositioning systems is attained through feedback con-

trol by employing integral controllers. Although these controllers enable offset-free

control, their bandwidth is restricted by stability margins. Integral controllers are pre-

ferred for their commercial availability, ease of tuning, and analogue implementation,

which makes integral controllers benchmarks in nanopositioning control despite their

drawbacks. To increase stability margins and extend the system's bandwidth, damping

controllers are incorporated into nanopositioning control. One sensor-based feedback

method, force feedback, involves a force sensor that measures the interaction between

the actuator and the positioning endpoint. This force feedback architecture includes

an inner feedback loop with an in�nite gain margin to enhance stability margins and

dampen the resonance of the nanopositioning device. Although this control scheme

has been explored in the literature, leveraging the damping provided by force feed-

back within the positioning paradigm remains unexplored in discrete time. Furthermore,

this damping approach has not been experimentally tested in Multiple-Input Multiple-

Output (MIMO) systems.

Another widely used linear controller in the process control industry is the Internal

Model Control (IMC). This controller, based on the system model, estimates distur-

bances to achieve perfect tracking. The tuning methodology is comprehensive, and

algorithms exist to adapt this controller for non-minimum phase systems. However, it

is important to note that the IMC controller loses offset-free capabilities when applied

to systems with poles over the imaginary axis.

1.3 Aim and Objectives

The thesis aims to contribute to the development of advanced control strategies for

nanopositioning systems, with the potential to improve their performance and accuracy

in various nanotechnology applications. The objectives are:
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• To study the physical behavior of nanopositioning systems, with the goal of ob-

taining accurate models that can be used for control design. The focus will be

on the linear behaviour of the systems, while also taking into account the effects

of nonlinearities that are present in real-world implementations. In particular, the

poorly damped dynamics of the systems will be investigated in depth.

• Review the state-of-the-art controllers for nanopositioning systems and gain in-

sight into their performance and limitations. This involves a comparative study

between data-driven models and model-based control strategies, with a focus on

the latter.

• Design a model-based controller for underdamped systems that can achieve high-

speed positioning and accurate tracking. The controller is based on the internal

model control structure, with the addition of an observer to estimate the unmea-

sured states and compensate for disturbances.

• Evaluation of the performance of the designed controller on commercial nanopo-

sitioning prototypes in both simulation and experimental settings. The closed-

loop behaviour of the system is analysed and compared with data-driven non-

parametric models to assess the accuracy of the implemented controller.

1.4 Contributions

The contributions of the thesis can be summarized as follows:

• High bandwidth models suitable for discrete-time control for two nanopositioning

stages, including position and force signals, are obtained within Chapter 4

• Clasical controllers are extended and veri�ed in discrete-time implementations

for SISO and Multiple-Input Multiple-Output (MIMO) nanopositioning systems.

• In Chapter 6, the thesis presents the �rst implementation of Observer-based Offset-

free Internal Model Control for resonance systems. The design methodology

is proposed and evaluated for nanopositioning stages, where SISO and MIMO

designs are carried out applying optimal control strategies. This work offers a
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new approach for designing offset-free observer-based internal model control for

nanopositioning systems with resonances, contributing to the �eld of advanced

control strategies for nanopositioning systems.

1.5 Outline

• Chapter 2 provides a thorough investigation of the current state-of-the-art in

nanopositioning system controllers. This chapter explores the existing literature

and analyses various controller designs, strategies, and methodologies used in

nanopositioning technology.

• Chapter 3 provides a discussion of the experimental setup, the nanopositioning

hardware, and plants, as well as the implementation of the developed controllers.

Insights on implementations are also reviewed, including Real-Time program-

ming paradigm within LabVIEW.

• Chapter 4 presents a brief review of system identi�cation for linear models. In

addition, a system de�nition is introduced; the objective of this chapter is to iden-

tify linear models for the nanopositioning systems.

• Chapter 5 reviews classical tuning methods applied in nanopositioning; further-

more, it extends and analyses these control designs. The implementation is re-

viewed to collect experimental data from the implemented controllers. Data in

the time and frequency domain validate the control design of positioning systems.

• Chapter 6 reviews the offset-free observer-based internal model control. The the-

ory and characteristics are reviewed in this section for continuous and discrete-

time applications. The control design for nanopositioning is developed based on

optimal control. The chapter discusses the implementation for nanopositioning

systems; controllers are validated with experimental data obtained from the im-

plementation.

• Chapter 7 presents the conclusion of the work, including a summary of the con-

tributions, limitations, and recommendations for future work.



Chapter 2

Literature Review

Nanopositioning systems play a crucial role in nanotechnology and require subnanome-

ter precision and control. Piezoelectric materials are commonly used as actuators in

nanopositioning systems due to their high accuracy, bandwidth, and integration feasi-

bility [8]. Research efforts have been directed towards addressing these challenges, with

studies focused on control strategies and system design considerations. This section re-

views the literature on controller development for nanopositioning with piezoelectric

actuators.

The piezoelectric effect was �rst discovered by the Curie brothers in 1880 [18].

The use of piezoelectric materials as actuators exploits the converse effect, that is, the

application of an electric voltage results in a mechanical displacement [25]; however,

challenges such as hysteresis, creep, thermal drift, and mechanical resonance pose sig-

ni�cant obstacles to their effective use [3, 25].

One of the most attractive techniques for controlling commercial nanopositioning

systems is the sensor-based feedback controller using an integral or proportional integral

controller [25]. These controllers are simple, robust to modelling errors, and effectively

reduce piezoelectric nonlinearities at low frequencies. Bandwidth is limited because

stages have highly resonant modes; Notch �lters or damping controllers are included to

extend the closed-loop bandwidth by reducing the peak magnitude of the main resonant

mode [25]. Other feedback-based controllers include state feedback, gain scheduling,

robust control, and repetitive control [18].

Feedforward control is commonly implemented in open nanopositioning systems,

24
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where this control technique provides good reference tracking; however, the plant model

or its frequency response needs to be known with high accuracy. The lack of robustness

with respect to variations in plant dynamics is one of the main problems with feedfor-

ward control when applied in nanopositioning systems; although it is used in vibrational

compensation [25]. In addition, it does not require sensor feedback, and so sensor noise

issues are avoided; other open-loop feedforward techniques are reviewed in 11. Due to

the lack of robustness, feedforward is included within feedback architectures, for exam-

ple, at frequencies below the resonant frequency, a static gain can be used to enhance

feedback control; this approach is useful when the plant model is dif�cult to obtain be-

cause static feedforward provides low-frequency performance over a small displacement

range. At higher frequencies, dynamical effects must be considered by inverting the dy-

namical model. These model-inversion-based feedforward control is obtained from the

frequency or time response as presented in [17, 87]. Other feedforward approaches

include compensation for hysteresis and creep, however, these approaches are compu-

tationally expensive and constrained to the nonlinear modeling effects [12]. In terms

of nonlinear modeling, a characterization of the dynamics and non-linear hysteretic be-

havior of a nanopositioning stage was performed by [82], where a Wiener model was

developed to describe the dynamics of the stage. This study proposed a nonlinear block

as the T́akacs hyperbolic model. The results presented claim an average �t based on a

Normalized Root Mean Squared Error (NRMSE) of 89.12% when exciting the system

with signals up to 70 Hz towards enhancement of control performance.

Although the literature on nanopositioning SISO systems is rich, when it comes

to devices with multiple degrees of freedom, they are usually considered decoupled

systems; therefore, cross-coupling between channels has been ignored. In [51], a feed-

forward/feedback control is proposed for a Multiple-Input Multiple-Output (MIMO)

coupled nanopositioning stages, where inner-outer factorization is chosen for the de-

sign of the feedforward controller and the set point is �ltered by coprime factors of the

plant. The feedback controller is designed usingH¥ . Results were veri�ed in a physi-

cal set-up using Queensgate's NPS-XY-100A stage and a real-time environment, where

the proposed control achieves better bandwidth without compromising feedback loop

robustness. Furthermore, in [41] an improved tracking was proposed by adding a ref-

erence �ltering to decouple tracking performance from the feedback controller for the

nominal plant; this control architecture achieves a bandwidth of 25% with respect to the
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natural frequency of the �rst resonance of the system; the proposed controller has ro-

bustness to changes in the resonant frequency due to load variations. The controller was

veri�ed in an experimental setup using Queensgate's NPS-XY-100A stage. Damping

mechanical resonances can increase the bandwidth of nanopositioning systems by using

a sensor to measure the force applied by the actuator; this concept and various control

architectures were shown in [24]. One of these control schemes is tested in[42] using

the internal architecture of the commercial controller NPC-5200 Queensgate and the

NPS-X-15A Queensgate nanopositioning stage; a tuning method was proposed which

achieved a bandwidth close to the �rst resonant peak and good robustness to load varia-

tions. [19] approaches the tuning of various controllers, including force feedback, with

H¥ synthesis; where convex optimization propositions are solved to provide good track-

ing performance. Tracking errors between 15% and 24% are reported for a triangular

wave; similarH¥ design has recently been proposed for a MIMO tip tilt nanopositioning

system by [79], as well as different modi�cations to the classical structures for nanopo-

sitioning. For example, [6] introduces a dual loop based on Integral Resonance Control

(IRC) that reduces the positioning error by 50

Internal Model Control (IMC) has been successfully applied in the process con-

trol industry with remarkable results [83], however, it has poor behavior for integrating

plants and poorly damped systems [15]; for example, [4, 5] proposed an approach to

compensate for the effects of these dynamics by designing the IMC �lter to attenuate

the effects of disturbances. There are other proposals of classical and modi�ed IMC de-

signs for nanopositioning [15, 52, 70], as well as other model-based approaches reported

in [13, 12, 75, 74, 76]; Alternatively to classical IMC, Observer-based Offset-free In-

ternal Model Control (OOIMC), which has been shown to perform well for integrating

and unstable plants [60]. In particular, OOIMC can be used to attenuate input distur-

bances when the poles of the system are close to the stability boundary [60]. Therefore,

it is proposed that OOIMC might be effective for nanopositioning devices where the

resonant poles are poorly damped and are similarly close to the stability boundary.



Chapter 3

Experimental Setup

This chapter elucidates the materials and methodologies employed within this thesis,

including constituent elements, tools, and established communication crucial for con-

ducting the experiments. It consists of �ve distinct sections. In Section 3.1, the nanopo-

sitioning devices are detailed. The hardware components required for the study are de-

scribed in Section 3.3. Similarly, the software and hardware architectures essential for

implementing the control elements are delineated in Sections 3.3 and 3.4, respectively.

It is worth noting a key aspect of Section 3.4, which presents two distinct structures: the

former tailored for a speci�c stage, the x-stage, and the latter designed for a tip-tilt stage,

to which an additional device is appended due to its nature. The chapter culminates with

signi�cant remarks in the �nal Section 3.5.

3.1 Nanopositioning devices

A nanopositioner is a mechanical positioning device that has a nanometre movement

range (1� 10� 9m). Nanopositioning devices usually have a moving platform attached

to its actuator that can be either piezoelectric or electrostrictive actuators. The two main

types of nanopositioners are piezoelectric tube and piezoelectric stack. The former one

consists of a thin cylinder of radially poled piezoelectric material with four external

electrodes and a grounded internal electrode. When a voltage is applied to one of the

external electrodes, the actuator wall expands causing a vertical contraction and a large
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