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Abstract—Power systems have traditionally been designed to provide flexibility in a context where demand is met by bulk generation. The integration of variable and uncertain renewable generation sources, such as wind, increases the flexibility needed to maintain the load-generation balance. This paper aims to provide a systematic approach to evaluate the flexibility level and investigate the role of flexibility in generation planning and market operation. An ‘offline’ index is proposed to estimate the technical ability of both the individual generators and the generation mix to provide the required flexibility. A dedicated unit construction and commitment (UCC) algorithm, able to consider plant investment and operation costs, is developed to determine the optimal investments in flexible generating units. Market simulation models are then implemented to determine the profits obtained from providing flexibility in different market designs. An adapted RTS-96 system is used to test the proposed models and the flexibility metric. Results demonstrate the validity of the UCC algorithm and the coherence of the proposed flexibility index. The analysis of the profits of flexibility shows that the market design plays an important role in the efficient deployment and subsequent profitability of flexibility resources.

Index Terms—Flexibility index, wind power, unit commitment and construction, market design, profitability, day-ahead market, balancing market, rolling clearing.

I. INTRODUCTION

ARGE-SCALE integration of variable renewable energy poses significant technical challenges mainly due to its variable and hard to predict nature [1-5]. Traditionally, the generation portfolio was designed to provide, in a cost-effective and reliable manner, enough flexibility to cope with the variability and the forecast error of demand and with unplanned generation outages. As the generation capacity from variable renewable sources (such as wind power) increases, the system will also need to be able to cope with the variability and uncertainties associated with these sources [6-8]. The need and cost of providing additional flexibility to integrate large penetrations of intermittent generation has been recognized in [9, 10] from a central planning perspective. Nowadays, however, this issue also needs to be addressed from the perspective of the participants in electricity markets. Some of these participants are flexibility providers or potential providers that will only deliver this flexibility when this returns an economic profit. The electricity market should therefore provide sufficient revenue to make the provision of flexibility profitable in short and long terms.

Previous studies have provided a thorough inventory of the issues related to the requirement of flexibility in wind-power rich system. However, important questions as how to invest in sufficient flexible units to meet these requirements, whether the flexible resources can be rewarded in the market environment and how to evaluate the flexibility level of a system are still waiting for answers. This paper attempts to provide answers to these questions.

Section II of this paper defines the term flexibility in the context of the transition to low-carbon electricity systems and proposes a new index to provide ‘offline’ evaluations of the flexibility provided by single units and by the system as a whole, to facilitate comparisons, in terms of technical flexibility, between scenarios. Section III describes the UCC algorithm that combines long-term investment and short-term operation costs to determine the optimal construction of flexible generating units. This algorithm is able to define a generation portfolio with sufficient flexibility to cope with high wind power penetrations, while maintaining generation adequacy and system reliability. Section IV presents a model, which considers the day-ahead market, the real-time balancing market and the rolling closure of these markets to evaluate the profitability, for a given generation portfolio, of providing flexibility in a competitive environment. A method to separate the profit stemming from flexibility services from the total profit obtained on the electricity markets is also presented. A case study is presented in section V, with section VI discussing issues surrounding this work. Finally, conclusions are drawn in section VII.

II. DEFINING FLEXIBLE POWER SYSTEMS

The term flexibility describes the ability of a power system to cope with variability and uncertainty in both generation and demand, while maintaining a satisfactory level of reliability at a reasonable cost, over different time horizons. In this work, variability and uncertainty from generation are assumed to arise from variable generation, particularly wind power. It is important to highlight that a ‘flexible’ system, as defined in this work, is a relative concept. For example, given the same demand and available wind generation (WG), it can be said that “system A” is more flexible than “system B” if the former is able to accommodate more WG (i.e., less wind curtailment,
The variations of wind occur on different time scales: seconds, minutes, hours, days, months, seasons and years. In the context of generation scheduling and planning, the objective is to manage the daily net load cycle, the variations of which can be adequately examined on an hourly time scale [4, 11]. Very fast variations are smoothed out due to the inertia of the large rotating blades of variable speed wind turbines. When considering a large area with geographically dispersed wind farms, the second and minute variations are mitigated by the smoothing effect of wind generation diversity. In addition, variations over longer time scales (days, months, seasons and year) are reflected by the aggregated effect of the hourly variations. Hourly wind data thus covers important information that describes the variability of WG in a large system. To this end, the flexibility is evaluated on an hourly basis in this work. Weekly and seasonal flexibility are considered by running studies covering an entire year.

Two characteristics of wind generation drive the need for flexibility: variability and uncertainty. Frequent and natural fluctuations in wind power pose challenges to conventional generators by creating requirements for fast sudden and large ramping and frequent start-ups [12]. Unavoidable errors between wind power forecasts and actual outputs increase the need for reserves [4, 9, 13, 14]. As a result, to properly accommodate large volumes of wind power, a higher flexibility is required from the system to follow the variable net demand and cope with the uncertainties. These requirements are usually fulfilled by flexible generation, storage, and flexible demand (when available). In this work, given that our focus is on thermal generation flexibility, it is assumed that these requirements are met solely by thermal generation.

Much effort has recently been dedicated to quantify the flexibility of power systems. Most proposed techniques are based on multi-temporal simulation of power system operation [9, 15-17]. Being it clear that a detailed analysis of flexibility requires such a simulation, it is also important to have ‘offline’ evaluation metrics capable of providing estimations of ‘how flexible a system is’ and as a result directly comparing the technical flexibility of different systems and generators. To this end, a quantitative metric, which can be used ‘offline’ to estimate the level of system flexibility and the contribution of individual generators to the aggregated flexibility is highly desirable.

This paper presents a metric to quantify the technical flexibility level of both individual generators and the whole system. This metric quantifies the technical ability of a system or generator to cope with the flexibility requirement resulting from the variability and uncertainty produced by both generation and demand.

Both part-loaded synchronized generators and quick start/shut down generators can be used to meet the flexibility requirement. Part-loaded synchronized (PS) generators can provide upward load following and upward reserves, and their contribution is limited by their ramp-up rate and the spare capacity between their scheduled output and their maximum capacity. Likewise, their ramp-down rate and the difference between their scheduled output and their minimum stable generation (MSG) limit their ability to provide downward load following and downward reserve. Since the constraints for them to provide hourly load following and upward reserve are similar, here we take the constraints for providing reserve as an example.

Mathematically, they can be summarized as follows:

\[
\begin{align*}
    r_{up}(i,t) & \leq \min\{P_{\text{max}}(i) - P_g(i,t), \text{Ramp}_{up}(i)\Delta t\} \\
    r_{down}(i,t) & \leq \min\{P_g(i,t) - P_{\text{min}}(i), \text{Ramp}_{down}(i)\Delta t\} \\
    \forall i & \in \text{PS}, \forall t \in T
\end{align*}
\]

Here, \( r_{up}(i,t) \) and \( r_{down}(i,t) \) represent the up and downward reserves that can be provided by conventional generator \( i \) at hour \( t \). \( P_{\text{max}}(i) \) and \( P_{\text{min}}(i) \) are the maximum capacity and the MSG of conventional generator \( i \). \( \text{Ramp}_{up}(i) \) and \( \text{Ramp}_{down}(i) \) are respectively the ramping up and down rates of generator \( i \) per hour. \( \Delta t \) corresponds to one hour. \( P_g(i,t) \) is the scheduled output of generator \( i \) at hour \( t \).

Generating units who can quick start/shut down (QS) within the required time scale, e.g. less than one hour, can also provide up/down reserve and upward/downward load following. Their contribution to reserve is formulated as:

\[
\begin{align*}
    r_{up}(i,t) & \leq \min\{P_{\text{max}}(i), \text{Ramp}_{up}(i)\Delta t\} \\
    r_{down}(i,t) & \leq \min\{P_g(i,t), \text{Ramp}_{down}(i)\Delta t\} \quad \forall i \in \text{QS}, \forall t \in T
\end{align*}
\]

The contribution of each generating unit to flexibility is thus constrained by its deployable range. Hence, the ability of the system to follow the variability of net demand and meet the demand balance constraint will be constrained by ramping capabilities and adjustable capacity.

From (1) and (2) it is possible to see that the ramp rates and the difference between the MSG and the capacity of a plant are the parameters that define its capability to provide flexibility. Based on this, a flexibility index can be defined for each conventional generator \( i \). To allow comparisons, this index needs to be normalized as follows to account for the sizes of the units:

\[
\text{flex}(i) = \frac{1}{2}\left[\frac{P_{\text{max}}(i) - P_{\text{min}}(i)}{P_{\text{max}}(i)} + \frac{1}{2}\left[\text{Ramp}_{up}(i)\Delta t\right]ight], \quad \forall i \in A
\]

where \( \frac{1}{2}\text{Ramp}(i) \) is the average value of \( \text{Ramp}_{up}(i) \) and \( \text{Ramp}_{down}(i) \), and thus indicates the speed at which a unit can adjust its output within \( P_{\text{max}}(i) - P_{\text{min}}(i) \). Notice that for QS units, the \( P_{\text{min}}(i) \) is replaced by 0. Here the \( \text{Ramp}_{down}(i) \) refers only to normal operating strategies. Outages are not considered when investigating flexibility resources.

The flexibility index of a whole system A is then defined as the weighted sum of the flexibility indices \( \text{flex}(i) \) of the individual generators. The weighting factors are taken as equal to the capacity contribution of each unit. The whole system flexibility is thus calculated as follows:
Although power system operation can be very complex and variable, this index is not affected by operational decisions. It thus provides a simple method to assess the technical ability of power systems to accommodate renewable energy sources.

III. DESIGNING A FLEXIBLE GENERATION PORTFOLIO

This section presents a method to determine the set of generating units that provides optimally the flexibility required to accommodate a given wind penetration. Such an optimization must bridge the gap between the long-term investment decisions about the plants to be built and the short-term operational decisions of how these plants are scheduled. This is achieved in this work by introducing a new algorithm, called the Unit Construction and Commitment (UCC). This algorithm is based on the unit commitment (UC) algorithm which enforces the flexibility constraints, such as ramping rate, minimum stable generation and minimum up/down time. This optimization thus determines whether a plant should be built to provide additional flexibility at a reasonable cost. Significant modifications are required to transform a traditional UC algorithm into an algorithm capable of balancing the long- and short-term costs of providing flexibility:

- The optimization algorithm must be able to decide not only when a particular generating unit should be started and shut down, but also whether building that unit is optimal or not.
- The objective function must include not only the operating cost but also the amortized investment cost of each generating unit.
- The optimization horizon must be sufficiently long in order to capture the intra-day, daily and seasonal variations in load and wind generation that drive the need for flexibility.
- It should explicitly specify the wind integration target. Therefore, the optimization problem considers not only generation adequacy but also flexibility adequacy (i.e. the flexibility level needed to attain a specific wind integration target).

The main extensions from the classic UC algorithm to the proposed UCC are summarized in Table I.

<table>
<thead>
<tr>
<th>Decision variables</th>
<th>UC</th>
<th>UCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>On/off status of generators (binary)</td>
<td>Operational cost</td>
<td>On/off status of generators (binary)</td>
</tr>
<tr>
<td>Output of generators (continuous)</td>
<td>Operational cost</td>
<td>Output of generators (binary)</td>
</tr>
<tr>
<td>Existence of generators (binary)</td>
<td>Investment cost</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Objective function</th>
<th>UC</th>
<th>UCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational cost</td>
<td>System-level constraints</td>
<td>System-level constraints</td>
</tr>
<tr>
<td>Investment cost</td>
<td>Generator-level constraints</td>
<td></td>
</tr>
<tr>
<td>Wind curtailment constraint</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

UCC algorithm minimizes simultaneously both the operational cost of all the existing and new units and the investment costs of new units. Equation (5) shows the objective function of this algorithm.

\[
\min \left \{ \sum_{t=1}^{T} \sum_{i=1}^{N} OC(i,t) + \epsilon \left( \sum_{t=1}^{T} \sum_{j=1}^{A} AOC(j,t) + \sum_{j=1}^{A} AIC(j) \right) \right \}
\]

Here \( OC(i,t) \) is the operational cost of existing unit \( i \) at time \( t \), \( AOC(j,t) \) is the operating cost of the additional unit \( j \) at time \( t \), and \( AIC(j) \) is the investment cost of unit \( j \) amortized over the optimization horizon. \( \epsilon \) is a binary decision variable which indicates whether the additional flexible unit \( j \) should be built. A value of ‘1’ for this decision variable indicates that the corresponding generating unit exists and can be committed. A value of ‘0’ indicates otherwise.

Equation (6) defines the amortized investment cost over one year:

\[
AIC(j) = C_{MW}(j) P_{MAX}(j) \left( \sum_{n=1}^{L(j)} \frac{1}{1+ROI} \right)^{-1}
\]

where \( C_{MW}(j) \) is the cost per MW of building unit \( j \). \( P_{MAX}(j) \) is the capacity of unit \( j \). \( L(j) \) is the expected lifetime of unit \( j \). \( ROI \) is the return on investment. The larger the ROI is, the larger the amortized investment cost is, which implies a larger proportion of investment cost in the total cost (objective function). The investment cost of a generating unit is taken into consideration only if this unit has been built (\( \epsilon_j = 1 \)) and is thus available for commitment. The operational cost \( OC(i,t) \) considers incremental cost and start-up cost, as shown in (7).

\[
OC(i,t) = u(i,t)(INC(i) + p(i,t)) + u(i,t)(1 - u(i,t-1))SC(i) - u(i,t)(1 - u(i,t-1))SC(i)\]

where \( u(i,t) \) is the decision variable indicating the on/off status of generator \( i \) at hour \( t \). \( p(i,t) \) is the continuous decision variable showing the output of generator \( i \) at hour \( t \). INC\((i)\) and SC\((i)\) represent the incremental and start-up costs of generator \( i \), respectively.

The objective function is subject to the traditional UC constraints.
constraints: power balance constraint, spinning reserve, maximum and minimum generation limits, minimum up/down time and ramp rate limits, as well as a new wind curtailment constraint.

1) Power balance

The total power generated must be equal to the demand in all time intervals.

\[ \sum_{i=1}^{N} p(i,t) u(i,t) + \left[ W_f(t) - w_c(t) \right] = D_f(t) \quad \forall t = 1, \ldots, T \]  

(8)

where \( W_f(t) \) is the forecasted wind power generation at hour \( t \). \( w_c(t) \) is the decision variable representing the curtailed wind generation at hour \( t \). \( D_f(t) \) is the forecasted demand at hour \( t \).

2) Spinning reserve

In this work, the uncertainty from the wind forecast error is considered through the spinning reserve requirement. Here, the wind forecast errors \( \phi(t) \) are modelled as zero-mean normally distributed random variables. At each time period, the wind forecast error is fitted to a normal distribution with standard deviation \( \sigma_{u}(t) \). Statistical models for wind speeds at specific locations do not fit normal distributions and the non-linear relation between wind speed and power output further distorts the statistical distribution. However, wind generation is assumed here to be aggregated from a large number of widely dispersed wind turbines. This justifies the use of the central limit theorem and the assumption that the forecast error is normally distributed.

The spinning reserve requirement \( r(t) \) must be increased to be able to cope with not only the sudden loss of the largest generating unit but also a simultaneous error in the wind power. In addition, this reserve has to be sufficient to cover most of the wind forecast error; hence an additional reserve equal to 3.5 times the standard deviation of the wind forecast error is adopted [8].

\[ r(t) \geq \max \{ u(i,t) \times P_{\text{max}}(i) \} + 3.5 \sigma_{u}(t) \]  

(9)

3) Minimum and maximum generation limits

Generating units must be operated within their minimum stable generation and maximum capacity.

\[ P_{\text{min}}(i) \leq p(i,t) \leq P_{\text{max}}(i) \]  

(10)

4) Minimum up/down time and ramp rates

The operation of the generating units is also subject to a number of technical constraints such as minimum up- and down-times, ramp-up and -down limits and generation limits among others, [18-19]. These are enforced by sets of inequality constraints which, for the sake of simplicity here are denoted as follows:

\[ h(u,p) \leq 0 \]  

(11)

5) Wind curtailment

While a conventional generation portfolio could be designed to accommodate any amount of WG it may not always be economically justified to do so. In some cases, the flexibility could be best provided by the wind generators themselves under the form of wind curtailment. Given that this is not desirable the tolerable amount of wind curtailment can be treated as an exogenous design variable and introduced into the UCC problem using an additional constraint on the extent of wind curtailment over the optimization horizon:

\[ \sum_{t=1}^{T} w_c(t) \leq K_c \times \sum_{t=1}^{T} w_g(t) \]  

(12)

where \( w_g(t) \) and \( w_c(t) \) are respectively the wind power production at period \( t \) and the wind power curtailed at period \( t \). \( K_c \) is the proportion of wind power that can be curtailed over a year. This constraint ensures that enough additional flexibility will be built to accommodate at least \( 1 - K_c \) times the available WG over a whole year.

B. Representative Weeks

When considering the needs for flexibility, one should take into account not only the hourly but also weekly and seasonal variations in demand profile and WG that may occur during a year. However, running the proposed optimization algorithm over a whole year with an hourly resolution requires an excessive amount of computing time. To reduce the last to an acceptable level, a set of representative weeks are used to simulate a whole year. By selecting the most challenging operational weeks (e.g., peak demand with no wind, extremely variable wind power generation, etc.) throughout the year, it is possible to understand the ‘worst case scenario’ flexibility requirements of a given wind penetration level. However, in order to capture the economic aspects of integrating large volumes of wind and bringing new players to the provision of flexibility, the annual electrical energy generation should be calculated.

In this work, each season is taken into account using a representative week. Furthermore, to ensure the generation adequacy under extreme situations, a week with extremely high demand and no wind is also considered. Fig. 1 illustrates such a load profile with the extreme week inserted between the typical winter and spring weeks. Load profiles of the four typical weeks are obtained using historical ‘average’ values of load during each season. Since the load profile usually follows typical weekly and daily patterns, the average weekly values
represent the general variations of the demand in the corresponding season. In addition, it guarantees that the typical week has the same load factor as the season it represents.

For the case of WG it is in general not possible to find such ‘representative’ weeks since there are no repetitive daily or weekly patterns. As a consequence, average values are not sufficient to model the wind profile. In order to capture the ‘representative’ wind variability, two criteria were considered in this work:

- Wind profiles have to keep the same wind capacity factor as the corresponding seasons. This is to guarantee that the original wind-energy penetration level is not altered.

- Variations in wind generation must display the worst-case scenario for the corresponding season. In this way, the flexibility requirement due to the variability of wind will not be underestimated.

For instance, for the winter months, the hourly WG output of week \( k \) in winter (\( W \)) is firstly scaled up or down according to the average wind capacity factor for the whole season. A scale factor (\( SF \)) is obtained by dividing the wind capacity factor for the season by that of each corresponding week. Thus, for each winter week \( (k) \), the hourly WG is modified as follows:

\[
w(k,t) = w_{\text{original}}(k,t) \times \frac{CF_{\text{season}}}{CF_{\text{week}}(k)} \quad \forall t \in T, k \in W
\]

(13)

where \( CF_{\text{week}}(k) \) represents the weekly wind capacity factor, \( CF_{\text{season}} \) is the winter wind capacity factor, \( w_{\text{original}}(k,t) \) is the original WG output at hour \( t \) in week \( k \), and \( w(k,t) \) is the modified WG output at time \( t \) in week \( k \).

Then, the aggregated hourly variations in each week are calculated. This is done by adding up the absolute values of hourly variations (independent of being upward or downward variations). Finally, the week with the largest aggregated variations is selected as the representative week for winter. The selected week maintains the same capacity factor as the winter season and at the same time represents the worst-case scenario of variations in wind profile. Representative wind profiles for the other three seasons, spring, summer and autumn, are constructed using the same method.

Because only five representative weeks are used, the objective function must reflect how many weeks each of them represents. Table II shows the weights that are applied to the objective function must reflect how many weeks each of them represents. Table II shows the weights that are applied to the objective function must reflect how many weeks each of them represents.

![Fig. 2. Initialization of representative weeks](image)

<table>
<thead>
<tr>
<th>Week</th>
<th>Weighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average winter</td>
<td>16.75</td>
</tr>
<tr>
<td>Extreme winter</td>
<td>0.25</td>
</tr>
<tr>
<td>Average spring</td>
<td>9</td>
</tr>
<tr>
<td>Average summer</td>
<td>13</td>
</tr>
<tr>
<td>Average autumn</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**IV. ASSESSING THE PROFITABILITY OF FLEXIBILITY**

The tool presented in section III can be used by policymakers and system operators to determine the generation portfolio required to achieve the flexibility required to meet a given WG target. In a market-based system, however, it is the profitability of the generators that will drive investments. This section describes a method to quantify this profitability using a market model that takes into account both day-ahead and real-time balancing markets. This tool can be used to assess the impact of the market design on the profitability of providing flexibility.

A. Day-ahead market

This model assumes a perfectly competitive market where decisions are strongly affected by physical constraints. This eliminates the effects of market power and reveals the true value of flexibility. In a perfectly competitive market every participant bids its true operating cost and all bidders are paid at the hourly uniform market clearing price. Such a market can be modeled using centralized UC scheduling. The conventional generators that are scheduled to hold back their power outputs to provide reserve receive a uniform option fee for each MWh provided (e.g. 5$/MWh in this work). This option fee gives to the system operator the right to buy this reserve at the exercise price in the real-time balancing market [21]. Generators are thus able to profit from selling both energy and reserve in the day-ahead market.

In the day-ahead market, the wind forecast is simulated based on the realization of WG and the simulation of wind forecast error. The realization of WG is assumed to be the same as historical data. Wind forecast error is simulated based on a probability distribution considering the associated temporal correlation [22, 23]. Demand forecast is also simulated using this approach.

B. Real-time balancing market

The real-time balancing market clears the deviations of the generation schedule caused by the aggregated wind and demand forecast error. The real-time balancing market is also assumed to be perfectly competitive, i.e. the bids for up and down adjustments are equal to the actual marginal production costs. By selling flexibility at marginal cost, the generating
units provide upward reserve for compensating the un-forecasted of WG or an under-forecast of demand. On the other hand, when a surplus of WG or less than anticipated demand happens, the generating units provide down regulation by reducing the generation output scheduled in the day-ahead market. The real-time balancing market is assumed to be cleared on an hourly basis and the clearing price is determined by the last MWh of reserve required. Although generators are likely to bid their up reserve higher than marginal cost (because of the time value of reserve), we neglect this phenomenon in our model to be able to calculate the actual value of flexibility.

In the real-time balancing market, generators can thus make a profit by selling their up-reserve or by holding back its output to provide downward reserve.

C. Rolling clearing of the day-ahead market

Given that wind forecast information is usually updated several times a day, a rolling clearing mechanism can facilitate the deployment of flexibility resources. The use of rolling clearing in systems with WG was originally proposed in [24], and has also been applied in [25]. The underlying principle of rolling-clearing is that instead of carrying out the commitment once a day the commitment is carried out more frequently. For example, in a 6-hour rolling commitment the first commitment is performed with a 24-hour horizon, then the system is ‘rolled’ forward 6 hours and the stochastic parameters such as wind and load forecasts are updated. The system operator then re-schedules the opening positions. The day-ahead and real-time balancing markets are thus re-cleared with the latest information. For example, if the wind forecast is updated every 6 hours, the day-ahead market will be cleared 4 times per day, using the latest wind forecast.

Fig. 3 shows the resulting market structure with day-ahead and real-time balancing market.

Likewise, for the real time balancing market, the system operator calculates the deviations between the actual WG and the latest wind forecast information. Then it procures flexibility to handle positive or negative deviations. Therefore, the closer the wind forecast gets to the real time, the more accurately the required flexibility is traded.

The balancing market is cleared in real time according to the differences between the actual WG and the latest wind forecast error with a 6-hour lead-time.

The use of rolling markets reduces the uncertainty that the system operator needs to cope with because it relies on shorter forecast horizons and therefore reduces the requirement for flexibility. The cost of providing flexibility to the system as a whole is thus reduced and the economic efficiency of the system is improved.

This, however, reduces to a certain extent the profit of those units providing flexibility and reduces the incentive for investments in flexibility.

V. Case Study

In this section, the three approaches previously proposed, i.e., the flexibility index, the UCC, and the market-based flexibility profit evaluation, are applied to the IEEE Reliability Test System (RTS-96) [26] (without hydro generation). The UCC and the market-based profit evaluation have been formulated as mixed integer linear programming (MILP) problems and implemented using the Dash Xpress optimization solver [27]. The physical parameters of the units were obtained from [26] and [28]. Using a PC with Intel Quad Core Processor and 6GB of RAM, the average computation time for the UCC was 10 hours, whereas for the rolling clearing of the day-ahead market for the simulation of one year it was about 30 minutes.

A. Flexibility index

Table III shows the flexibility indices calculated for representative generating units and for the whole test system using the method proposed in section II. By comparing the flexibility index of a particular unit with the index for the whole system, we can assess how much it contributes to the flexibility of the overall system. If its index is higher than the system’s flexibility index, this unit can be considered as flexible in this system. Vice versa, inflexible units are those

### TABLE III

<table>
<thead>
<tr>
<th>Name</th>
<th>Flexibility Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>26-unit system</td>
<td>0.5352</td>
</tr>
<tr>
<td>U12 Oil/Steam</td>
<td>0.8000</td>
</tr>
<tr>
<td>U20 Oil/CT</td>
<td>0.2100</td>
</tr>
<tr>
<td>U76 Coal/Steam</td>
<td>0.7266</td>
</tr>
<tr>
<td>U100 Oil/Steam</td>
<td>0.6875</td>
</tr>
<tr>
<td>U155 Coal/Steam</td>
<td>0.5395</td>
</tr>
<tr>
<td>U197 Oil/Steam</td>
<td>0.5204</td>
</tr>
<tr>
<td>U350 Coal/Steam</td>
<td>0.4357</td>
</tr>
<tr>
<td>U400 Nuclear</td>
<td>0.4691</td>
</tr>
</tbody>
</table>

### TABLE IV

<table>
<thead>
<tr>
<th>Generation Mix</th>
<th>Total capacity (MW)</th>
<th>Flexibility Index</th>
<th>Wind Energy Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>APL=2200MW</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wind Capacity=880MW</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HFM 9*(U12+U76+U100+U155)</td>
<td>3087</td>
<td>0.6333</td>
<td>80.59%</td>
</tr>
<tr>
<td>MFM 7*(U12+U76+U350+U20)</td>
<td>3206</td>
<td>0.4836</td>
<td>41.99%</td>
</tr>
<tr>
<td>LFM 4*(U197+U400+U350+U20)</td>
<td>3868</td>
<td>0.4621</td>
<td>10.67%</td>
</tr>
<tr>
<td>26 units system (Base Mix)</td>
<td>3105</td>
<td>0.5352</td>
<td>48.48%</td>
</tr>
</tbody>
</table>

Test System (RTS-96) [26] (without hydro generation).
with a flexibility index lower than the system level. For example, in this case, the 26-unit system (designated as base_mix) has a flexibility index of 0.5352. Units U12, U76, U100, and U155 can therefore be considered as the flexible units, while U20, U197, U350 and U400 are inflexible or low flexibility units.

This flexibility index is then used to create sets of units with comparable total capacities but different levels of flexibility. These sets are combined to create the generation mixes with different levels of flexibility index that are used in our studies. For example, a highly flexible mix (HFM) is composed by nine replications of units U12, U76, U100, and U155. The same principle is used to create the medium (MFM) and low flexibility mixes (LFM). Table IV shows the composition of each mix in terms of units, total installed capacity, and aggregated flexibility index.

The performance of these three sets of generating units, in terms of their ability of accommodating WG, was tested on a scenario where they had to meet the same annual load profile with the same WG profile, using a standard unit commitment algorithm. The normalized demand and wind profiles were separately multiplied by the annual peak load of 2200MW and wind capacity of 880MW, respectively. The simulation results obtained, in terms of total wind energy used to supply demand designated as wind energy utilization, are also presented in Table IV.

As expected, the High Flexibility Mix (index 0.6333) is able to utilize 81% of the wind energy available which is a considerably larger fraction than the other two groups. The Low Flexibility Mix (index 0.4621) is only able to accommodate a little over 10% of the available wind energy, which means that about 90% of the WG has to be curtailed due to generation flexibility constraints.

Table IV also shows that the Base_Mix of 26 units has a flexibility index of 0.5352, which is between the values for the high and medium flexibility mixes. This is supported by its wind energy usage (48.48%) that is also in between those of the two groups (80.59% and 41.99%).

### B. Planning a flexible generation portfolio

The ability of the UCC algorithm to determine the optimally flexible generation portfolio was also tested using the Base_Mix (26 units). This system originally serves a load profile with an annual peak load (APL) of 2500MW and a load factor of 0.65. The wind power output, for the whole year, is represented by an hourly time series, obtained from normalized historical data [29]. This has a capacity factor of 0.22. The simulated WG output, for different scenarios, is calculated by multiplying the normalized hourly time series by the installed wind capacity.

The maximum annual wind curtailment is assumed to be 20% ($K_c$) of the total available WG. This (rather high) value is used due to the limited flexibility originally present in the RTS-96 test system but serves the purpose of demonstrating the proposed methodology. In practice, the curtailment level should be determined on economic grounds. To perform the simulation the installed wind capacity (represented in % of

### APL = Installed Wind Capacity/Annual Peak Demand) is used as an input parameter. To find the maximum capacity that the system can accommodate without exceeding 20% wind curtailment, this parameter is increased until the UCC becomes infeasible. In this system, the maximum feasible installed wind capacity was found to be 1100MW or 44% of APL. Given that the annual demand is 14.2TWh, the annual available WG is $1100 \times 8760 \times 0.22 = 2.17 TWh$. The annual utilized WG is taken to be $20\% \times 2.17 TWh = 1.68 TWh$. Thus, the maximum percentage of total annual demand served by WG is $1.68/14.2 = 11.83\%$.

Whenever the maximum allowable wind capacity is reached (1100MW), it means that the maximum wind energy that this system can accommodate is obtained (1.68TWh). It implies that any extra wind capacity installed will result in a wind utilization factor lower than 80%. Therefore, in order to further increase the wind capacity and maintain a high wind utilization factor, new investments in flexibility are needed.

In order to analyze how to investment in flexibility, let us assume three candidate generating units, of the same capacity and different flexibility indices and costs, are being considered as possible investment alternatives but only one of these will be built. Table V gives the key parameters for these three units. Large differences in fuel costs have been chosen to investigate whether a very flexible unit has to be built to handle high wind penetration even if its operating cost is extremely high (3700$/MWh).

Table VI shows that when the total wind capacity is increased from 1100MW to 1150MW (Case 1), the optimization chooses the low flexibility unit because it has the lowest operating cost. If the target wind capacity is increased to 1200MW (Case 2), the medium flexibility unit is selected because the low flexibility unit does not sufficiently enhance the system flexibility to meet the constraints. When the target is 1250MW (Case 3), the highly flexible unit is selected even though it has an extremely high operating cost. The last
column of Table V lists the flexibility indices of the three new portfolios (26 units + 1 new invested unit) and shows that there is a good correlation between the proposed flexibility index and the amount of wind capacity that can be integrated.

C. Profitability of flexibility

Generally speaking, flexibility is profitable in the day-ahead market for two main reasons:

- More flexible units are required to meet the constraints that are exacerbated by the need to integrate additional WG into the generation mix. This means that more flexible peaking units become frequently the marginal units. This increases the market-clearing price in some of the periods, and each MWh of energy sold generates higher revenue. This additional revenue benefits all scheduled units and not just the flexible ones; and,

- The increased reserve requirement produces increased revenues from option fees for the units that have the technical ability to provide reserve. When this reserve is deployed in the real-time balancing market, further revenues from the exercise fees are obtained by these units.

However, increasing the penetration of WG, to supply the same level of demand, decreases the output of conventional generators. As a result, the overall profit of conventional generating units is reduced. Nevertheless, given that WG is variable (and long periods of low wind can be observed) and uncertain (the needs for reserve increase), these generators are still required to ensure system reliability and adequacy. An appropriate market design is therefore required, so that these units are rewarded for their contribution to the system.

Moreover, given the need for flexibility to accommodate WG the right economic signals need to be sent to encourage the investment in flexible generation. As a consequence, the true value of flexibility cannot be measured and rewarded based on the absolute value of the profits of conventional generators. In order to extract this value from the results of our studies, the profits obtained from the different markets (energy and reserve) are normalized on the basis of the energy and reserve capacity traded by all generating units. Formally, the overall normalized profit of a generation mix is calculated by dividing the sum of its profits from the day-ahead and balancing markets by the algebraic sum of the energy it traded in these markets:

$$\Omega = \frac{\Omega_{DAM} + \Omega_{RT}}{\sum P_{g} + \sum R_{up} - \sum R_{down}} \quad (14)$$

where $\Omega$ is the normalized profit; $\Omega_{DAM}$ is the total profit obtained from day-ahead market; $\Omega_{RT}$ is the total profit obtained from balancing market; $\sum P_{g}$ is the total power traded in day-ahead market; $\sum R_{up}$ is the total upward reserve deployed; and, $\sum R_{down}$ is the total downward reserve deployed.

Fig. 4 shows the overall normalized profit for the Base_Mix (26 units). The demand (with APL at 2500 MW) and wind profiles are the same as used in the previous section.

The horizontal axis shows the available wind energy in % of the annual energy demand. The normalized profit is shown on the left vertical axis. The right vertical axis indicates the percentage of total energy demand that is actually served by WG. The shaded areas show the additional normalized profit compared to the case without WG. In essence this shows the total value of flexibility required to accommodate WG. The results show that this value increases with the wind penetration, but saturates as the wind capacity approaches its limit. As shown in the previous section, under the constraint of $K_c = 20\%$ (max wind energy curtailed), the Base_Mix system nearly approaches its upper limit for accommodating wind energy above 11.85% of total annual demand. These conditions are observed when the WG available represents 14.78% of the annual energy demand. Above this, the profit that conventional generators obtain from flexibility saturates since any additional WG will be curtailed.

This corresponds to having WG providing the remaining flexibility required to meet the system operation constraints. Wind curtailment, however, should be limited to ensure a good environmental performance of the system, therefore, alternative means of flexibility need to be found so that additional wind capacity can be added to the system.

D. Effect of rolling commitment

As shown in Fig. 5 [30], the wind forecast error increases with the forecast lead-time. When this horizon is reduced, the
cater for wind uncertainty. This has an effect on the economic performance of the system, given that reserve represents an important share of the system operating cost. In this work, the reserve market is cleared at the same time as the energy market through co-optimization.

For a market design where energy and reserve markets are cleared on a day-ahead basis, the system operator needs to procure reserve to cover the 24-hour wind forecast uncertainty. Rolling market clearing takes advantage of better wind forecasts. This affects the overall system cost and the profitability of generating units that provide flexibility. The difference between the two market designs is shown in Fig. 6, in terms of normalized profits achieved with a forecasting and scheduling horizon of 24 hours, and a rolling 6-hour market clearing. In both cases the Base_Mix is used. These results show that using rolling clearing reduces the overall profitability of flexibility. This shows that, by changing the market design, for the same generation mix the cost of accessing flexibility to accommodate WG is reduced. This result indicates that the cost of the flexibility is driven not only by the technical flexibility of the generation mix but also by the design of the markets where this flexibility is traded. A more efficient market design is one that reduces the exposure to wind uncertainty, which reduces the physical flexibility requirement, and, consequently, the cost of physical flexibility. Therefore, an efficient market design can be a non-technical source of flexibility.

Implementing a rolling market clearing is not a simple matter but it represents an idea that is worth pursuing as an alternative to investing in new flexible plants that may have a low utilization factor.

VI. DISCUSSION

It is important to highlight that the relationship between the flexibility of a system and the operational state of each unit will depend on how flexibility is defined. If flexibility is defined as time-specific, e.g., the flexibility that a system can provide in each time interval, then it would closely be linked to the operational level of each unit at that specific time (and the flexibility level is different for each time interval). In this work, flexibility is defined as the aggregated ability of a system to cope with uncertainties and variations. In terms of the proposed flexibility indices, the corresponding flexibility can be considered –to some extent– to be non-time specific.

The methodology proposed here uses a deterministic approach to address wind uncertainty, which is inherently stochastic. Further development should consider more sophisticated approaches such as stochastic programming.

In order to simplify the validation of the proposed flexibility analyses, thermal generators were used throughout this work as the only means of providing flexibility. The proposed approach can be extended to include interconnections, storage and demand side response. For example, the unit construction and commitment algorithm can be adapted to determine the optimal addition of other flexibility resources [31]. Alternative sources of flexibility and the inherent complexity of the problem have been investigated in [9].

An hourly resolution for the unit commitment cannot indicate the flexibility requirement within the hour. This work aims to provide a planning model for a large geographically dispersed system. Therefore, the intra-hour variations of wind and demand are not taken into consideration. However, the proposed model could be extended to include very short-term flexibility in order to increase its accuracy.

The four representative weeks are able to capture the natural variations in demand and wind while maintaining the original load and wind capacity factors, respectively. Provided there are no significant external factors that affect the wind resource and/or the demand, it is likely that for a given year these representative weeks will be very similar to those found in other year. Consequently, results obtained with this methodology would hold for other years.

It is also important to highlight that as the number of starts of a generator increases, the wear and tear costs are likely to increase as well. These costs will affect the generator’s profits and should be considered in future work when a thorough profit study is performed.

VII. CONCLUSION

This paper defines and quantifies the flexibility in a power system by proposing an index that can be used to measure the technical flexibility of both individual generating units and the overall generation mix. The contribution that a generating unit makes to the flexibility of the generation mix can be gauged by comparing its index to the index of the whole system. The validity of grouping generating units using this index is verified using test cases.

A unit construction and commitment (UCC) algorithm is introduced to determine the optimal investments in additional flexible units required to cope with increasing wind penetration. A case study shows that the technique proposed is able to make the right decision in terms of selecting the right units that should be built to upgrade the flexibility of the whole system to enable it to accommodate more WG.

It is then shown how the economic value of providing flexibility can be assessed by calculating the normalized profits that a generating unit can achieve in the day-ahead and
balancing markets. Tracking the evolution of this profitability as a function of the wind penetration provides a means to determine when additional investments in flexibility would be desirable.

Finally, the effect of market design on the flexibility requirements, its flexibility and the system operating cost is demonstrated by introducing a rolling market clearing. It is shown that such a market design improves the use of existing technical flexibility and reduces the need for investments in additional flexibility resources such as agile generating units, demand-side response or energy storage. Market design can therefore be seen as a non-technical source of flexibility.
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