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I. Introduction
All changes in the state of an individual and in the environment generate events which can be characterized in terms of their formal and temporal structure. As a consequence, individuals have to perform some form of continuous adaptation not only to formal but also to temporal structure in order to successfully navigate through, and interact with, an ever-changing environment. Navigation requires adjusting the individual point of reference according to some external frame of reference. For this purpose the individual has to acquire some reasonably precise internal representation of the formal and temporal structure of its environment. Internal representations of external structure arise from sensations. Different senses deal with different aspects of formal structure, e.g. color or taste. However, it is a matter of debate whether one may indeed speak of a “sense of time” that is involved in generating an internal representation of temporal structure. What makes time special? It appears to be ubiquitous, but the apparent passage of time, i.e. the strong and intuitively appealing impression of time that flows from the future into the present and into the past constitutes scant evidence regarding the existence of time. This becomes even more evident if one considers that the flow of time depends entirely on the awareness of change (James, 1890). Hence, it is not surprising that the adaptation to temporal structure does not depend upon any abstract notion of time. Time may rather conform to a manifestation that results from the need to exchange information with the non-static environment in order to stay geared to the course of events in this environment (Michon, 1985). In other words, time constitutes an emergent quality of the individual’s adaptation to the temporal structure of the environment. It is a unique experience, but an experience nonetheless (Fraisse, 1992). However, just as time implies individual experience, individual experience implies some physiological foundation. Thus, the question arises as to what physiological, and more specifically, what neural mechanisms give rise to the experience of time? And furthermore, what neural mechanisms engage in the adaptation of the individual to temporal structure?

While the formal structure of events is manifold, and may be as rich and expressive as, for example, in communication or in the fine arts, temporal structure varies widely, but remains one-dimensional nonetheless. The whole experience of time can hence be described sufficiently
in terms of the concepts of duration and succession, impressions which themselves arise from the continuous interplay of persistence and change (Gibson, 1975; Fraisse, 1984). However, despite this putative simplicity, the notion and the nature of time have been, and still remain, controversial in philosophy and the natural sciences alike.

Yet, what causes such enduring fascination with time? Part of an answer to this question is the fact that in the face of numerous theories about time, which span definitions within the spectrum from non-existent and nothing but a measure of temporally marked events (Antiphon; Dunn, 1996), via absolute to relative, it is challenging to bridge the gap between concepts of abstract time and individual experience. Everybody has a more or less clear-cut idea about time, but time is just as well “not a thing that, like an apple, may be perceived” (Woodrow, 1951, p. 1235; Pöppel, 1978). Time appears to have no physical reality that is accessible to the senses (Fraisse, 1992). Hence, the notion of time, while easily conceived, is immensely difficult to communicate. The seminal “Confessiones” by Augustine of Hippo (397/389 AD) contain an early, and probably the most famous quote that illustrates this discrepancy. He notes: “if no one asks me, I know what it is. If I wish to explain it to him who asks me, I do not know.”

Certainly not a satisfying solution to the problem, the conflict can be seen in light of another of Augustine’s remarks: “It is in you, O mind of mine, that I measure the periods of time”. This sober statement points straight to the crucial role of the individual in any realistic theory of time, or in more contemporary and convenient terms, the neuropsychological dimension of temporal processing and the adaptation to temporal structure. These processes represent the first major focus of the following chapters, which deal with temporal processing, the adaptation to temporal structure, and the neuropsychological underpinnings of these mechanisms, rather than any abstract notion of time that is detached from individual experience. In this context, the psychological component of “time” can thus be defined also in psychological terms as the “conscious experiential product of the processes, which allow the (human) organism to adaptively organize itself so that its behavior remains tuned to the sequential (order) relations in its environment” (Michon, 1985, p. 20). What remains to be specified, is the neural component, i.e. the anchoring of these adaptive psychological mechanisms in the (human) brain.

From its beginnings as a discipline and into the present, the issue of time has been at the heart of experimental psychology (Mach, 1865; Vierordt, 1868; Münsterberg, 1889). While interest in the subject waxed and waned over the last century, the study of “time” in general
generated a vast amount of evidence (for classic reviews see Woodrow, 1951; Fraisse, 1963; Doob, 1971; Pöppel, 1978; Allan, 1979). This allowed Zelkind and Spring (1974) to compile a comprehensive list of as many as 1172 studies dealing with “time”. Nevertheless, with the introduction of the concept of space-time, awareness for the omnipresence and the crucial role of time more or less ceded to physics, with the temporal dimension accusingly being lost to psychology and biology (Jones, 1976). However, interest in the topic flourished again in recent years, probably in good part due to the additional quality of analysis that emerged with the continuous development and increasing refinement of contemporary neuroimaging methods (for recent reviews see Lewis and Miall, 2003; Ivry and Spencer, 2004; Buhusi and Meck, 2005; Koch et al., 2009; Coull et al., 2011). For the first time, neuroimaging provides the opportunity to observe the brain in vivo while it performs both, processing in time and adaptation to temporal structure. Crucially, the respective neuropsychological paradigm allows generating neurofunctional models of the underlying processes as well as complementing earlier work, which ultimately has to withstand the test of physiological plausibility. This neurofunctional perspective on temporal processing and the modeling of its physiological basis represent the second major focus of this work, leading to a discussion of the designated purpose and the potentially optimizing role of the adaptation to temporal structure in the interaction with the environment.
II. Theoretical Background
Chapter 1

Adaptation to temporal structure

1. Predictive adaptation to patterned temporal structure

Adaptation to temporal structure co-determines the production, the organization, and the perception of fundamentals such as locomotion, communication, or reasoning. Depending on the identity and the rate of events in the environment, adaptation to the temporal structure of a single setting, e.g. avoiding an approaching car, may require either reflex-like, subtle, or marked adjustments of behavior. Furthermore, adaptation to temporal structure can be prospective, and represented in anticipatory adjustments of behavior, or retrospective, and represented in reactive adjustments of behavior. From an observational perspective, these adjustments of behavior manifest in the interruption, prolongation, preparation, deceleration, or acceleration of movements, i.e. processes, which eventually afford timely action.

Regarding cognitive behavior, adaptation to temporal structure is most likely part and parcel of processes as diverse as decision-making, planning, memory storage and memory recall, or the control of movement. However, the crucial point put forward here is the fact that if the critical event is located in the future, i.e. if the adjustment is anticipatory, adaptation to temporal structure incorporates a mandatory predictive element. Only seemingly trivial, this predictive element is essential to any efficient adaptation to temporal structure as well as to cognition in general. Situated in an ever-changing environment, the individual strives for optimal adaptation to particular situations (Engel et al., 2001). For this reason, “we continuously prefigure events” (Gibbon and Church, 1990, p. 24). We possess a “proactive” (Bar, 2007), and most likely even a “predictive” brain (Bubic et al., 2010), or at least a brain that operates in a “predictive state” (Ghajar and Ivry, 2009). Moreover, one part of this predictive bias may be the predisposition to spontaneously search for regularity in the temporal structure of sensory input, especially in the auditory domain (Drake and Bertrand, 2003; Winkler et al., 2009).
In terms of conceptual complexity, prediction is comparable to the notion of abstract time. Niels Bohr coined the phrase “prediction is very difficult, especially if it’s about the future”. However, while prediction concerns the future, it does not necessarily pertain to temporal structure, as it applies just as well to formal structure. In other words, it is possible to predict the “what” aspect of future events independent of the “when” aspect of the same events, although both may also converge and influence each other. For example, when approaching a traffic light, it is possible to predict a future change in the color of its signal (“what” aspect) without any specific clue as to when this particular change will occur. This differentiation is also relevant with respect to the underlying neural mechanisms, as, dependent on one’s perspective; “prediction” may literally activate the entire brain (Bubic et al., 2010).

The proposed dissociation of formal and temporal structure could help to address this issue by restricting the discussion to temporal structure, albeit without questioning the relevance of formal structure as well as predictions based on formal structure. However, in those cases in which prediction indeed concerns temporal structure, adaptation to temporal structure provides the intriguing opportunity to influence, and possibly also to optimize, the cognitive processing of formal structure. Moreover, it offers a means to control the processing of formal structure via the systematic manipulation of temporal structure. The latter assumption is based on the notion that the faster and more accurate the prediction, the more efficient the adaptation to temporal structure, and consequently, the bigger the potential cognitive processing advantage. In other words, prior knowledge of the “when” aspect affords facilitated processing of the “what” aspect.

Coming back to the above example, while approaching a traffic light with three phases, it is possible to predict the changing to a third phase (“when”) based on the temporal structure of the preceding phases. The “ready-set-go” signal used in sports and the “counting in” in music performance or in other contexts most likely represent other common applications of this fundamental mechanism. The resulting facilitatory effect essentially translates to optimal timing, with timing defined as the ability to align cognition and action with events in a timely manner. Optimal timing in both domains should result in improved adaptation to temporal structure and vice versa. Within this interplay, coherence between cognition and action is probably retained, i.e. in most settings the resolution in temporal processing as well as overall cognitive capacity should measure up with the temporal structure of actions. Only in highly overlearned or automatized processes the performance for both may become asymmetric. For example, neither
Adaptation to temporal structure

the producing individual nor the observer may be able to resolve the temporal structure of
individual finger movements in piano performance at fastest tempi. From an evolutionary
perspective, one may even speculate that such mutual influence may represent a driving force in
the development and refinement of increasingly sophisticated skills in cognition and action.

However, what mechanisms allow an individual to predict the temporal locus of future
events? One option is to adopt some stable, quasi periodic, external reference against which
temporal structure can be judged in order to align actions with events, be it the phases of the
moon, the alternations of darkness and light, which constitute a day, or the radiation of the
caesium atom, which defines the second. While the former examples are certainly appropriate to
align cultural events or cycles of sleep and wakefulness, the latter is necessary to obtain the
precise temporal measurements of a present-day atomic clock. Yet, just as abstract time is not a
premise for the experience of temporal structure; artificial clocks are not a premise for the
generation of predictions about temporal structure. Without doubt, individuals are inherently
capable to generate predictions on the basis of what they perceive. Hence, one may modify the
above question into: what neuropsychological mechanisms allow an individual to predict the
future course of events?

A way to achieve temporal prediction without relying on technical artifacts would be
inference on the basis of knowledge about the laws of physics, about causality, about probability,
as well as associations, which can all be used to make predictions concerning future events.
However, these forms of acquired knowledge are not intrinsically temporal and therefore do not
necessarily allow for temporally specific predictions and may hence rather pertain to formal
predictions. Yet, they are not the only way to generate predictions. Another, probably less
obvious possibility arises from the mere exposure of the individual to, and the processing of,
temporal structure. The specific arrangement of events can be intrinsically predictive if some
regularity in the temporal structure of past events is conceived as continuous and thus predictive
with respect to future events. Regularity in temporal structure may correlate with physical
measures but may also vary, up to a degree which is still perceived as regular. Predictions on this
basis can be either explicit, i.e. generated on the basis of conscious cognitive processes, or
implicit, i.e. generated on the basis of physiological properties of the organism. In any case, via

---

2 According to the English version of the International System of Units (SI), a second is defined as the duration of
9.192 631 770 periods of the radiation corresponding to the transition between the two hyperfine levels of the
ground state of the caesium 133 atom at rest at a temperature of 0 K.
internalization, or induction of regularity in temporal structure the organism becomes capable of performing an “adaptation to change by anticipation” (Fraisse, 1963, p. 18). Conceptually, this process can be similar for short-term and long-term, microscopic and macroscopic temporal regularity, i.e. temporal structure that consists of few or many successive events, or evolves across durations spanning milliseconds or years. Crucially, perceived temporal regularity and temporal predictions are vital to optimal adaptation to temporal structure.

Regularity in temporal structure can be described in terms of “rhythm”. Rhythmic activity and interactions between different rhythms are a fundamental feature of life (Glass, 2001; Jones and Boltz, 1989), culminating in conceptions of rhythm as a life-defining quality, “je rythme donc je suis” (Jousse, 1974). However, whatever difficulties apply to prediction, or the notion of abstract time, apply also to any definition of rhythm. Intuitively, the concept of rhythm is somewhat linked to temporal regularity, or at least to events that (re-)occur in a temporally predictable fashion. The changing of the seasons, of night and day, the tides, or the ticking of a clock all conform to this commonly accepted notion of rhythm. Yet, this perspective on rhythm is too narrow with respect to psychology. Moreover, it is one of two fundamental “misconceptions”, with the other being the notion of strict temporal regularities in rhythm (Martin, 1972).

In psychology, the term “rhythm” describes a much broader set of phenomena. It refers to all serial stimuli that are perceived as serial groups of stimuli (Woodrow, 1951). Thus, in the psychological context, grouping, not temporal regularity is the primary criterion for defining rhythm. Consequently, “a rhythm need not be temporally regular or give rise to the perception of temporal regularity. Any temporal pattern of events or acts, even at a random pattern, constitutes a rhythm, as long as the temporal intervals are not too long to prevent the formation of perceptual groups” (Repp, 2000; p. 235). Rhythm is hence not some aspect of formal or temporal structure per se; it is conceived as a perceptual phenomenon. Like time, it is a category of human experience (You, 1994).

However, each and every sequence, i.e. temporally separate events that are conceived as related in some aspect, intrinsically fulfills this criterion. Both formal and temporal structure may give rise to the perception of rhythm, either separate or in combination. As Fraisse (1982, p. 150) notes: “there is rhythm when we can predict on the basis of what is perceived, or, in other words, when we can anticipate what will follow.” In support of this view one may add that there is
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Rhythm when we can predict when an event will follow. If a sequence is conceived as containing any kind of temporal regularity, this information is probably used by the organism to not only perform reactive, but also proactive adaptation to temporal structure (Fig. 1).

![Diagram](image)

**Fig. 1.** Adaptation to formal and temporal structure. The experience of temporal structure arises from the presence (succession) or absence (duration) of changes that generate events and inter-event relations. The experience of formal structure pertains to the identity and the rule-based combination (syntax) of events and inter-event relations. Regularity in either dimension, i.e. a pattern, allows generating predictions concerning the temporal locus and/or the identity of future events. Identification of a pattern may involve different mechanisms for temporal and formal processing, including the evaluation of past events and inter-event relations. While such evaluation is a prerequisite for reactive adaptation, it may also lead to predictive adaptation. Importantly, adaptation to formal and temporal structure may recruit different neuropsychological bases but contribute to the same goal, i.e. optimized behavior in both perception and production.

Thus, while formal and temporal structure may be independent of each other in this regard, some persistence in either characteristic is still required, i.e. expectancies concerning future events in a sequence based on past events are inherent to the concept of rhythm (Martin, 1972). This latter aspect proves “rhythm” a specific form of a “pattern”. Zeki et al. (2008) define a pattern “as an arrangement or sequence that follows, or is reducible to, some rule or principle, and is characterized by some regularity in the relations among its constituents. This contrasts with arrangements that are irregular, and in which, consequently, no rule or principle can be discerned. The capacity to detect the presence or absence of regularity allows us to simplify or to reduce sets of observations to their underlying rules and laws.” At the most basic level, patterns in the
environment consist of changes in energy (Jones 1976; 1985). Regularity in the formal structure of events conveys patterns in time, while regularity in their temporal structure conveys patterns of time (Handel, 1974). However, in order to detect the presence or absence of regularity, and to generate temporally precise predictions, the impression of regularity has to arise from an internal representation of temporal structure. This is where some dedicated temporal processing system may be required.

2. Temporal processing

Any naturalistic environment is neither entirely static nor entirely chaotic, and while continuously changing, the environment is neither the same nor completely different after some event occurs (Gibson, 1975). Early on, the interplay of “old objects”, and the incoming of “new objects” has been discussed in relation to memory and expectation, as well as the retrospective and prospective “sense of time” (James, 1890). While probably not as numerous as theories about abstract time, several partly overlapping and partly exclusive neuropsychological approaches to this “sense of time” emerged with the advent and the improvement of non-invasive neuroimaging methods such as electroencephalography (EEG), positron emission tomography (PET), magnetencephalography (MEG), or functional magnetic resonance imaging (fMRI; Meck and Malapani, 2004). Starting with EEG, these neuroimaging methods allow to complement existing theories, based for example on chemical, behavioral, or patient work, as well as to directly address the neuropsychological basis of temporal processing (Goody, 1958; Surwillo, 1966; Jueptner et al., 1995; Rao et al., 1997). Seminal models which take this aspect into consideration have been formulated in the latter half of the 20th century, including the pacemaker-accumulator model by Treisman (1963; Treisman et al., 1994) and the scalar expectancy theory proposed by Gibbon et al. (1984; Gibbon et al., 1997). Most important, however, by using these neuroimaging methods, it became possible to not only consider the individual as a factor in theories of time, but to observe the individual experience of temporal structure, i.e. to investigate the physiological basis of temporal processing experimentally. Thereby, the more or less abstract concept of the “internal clock” that is commonly used in
reference to this physiological component of temporal processing has lost much of its metaphorical meaning (Wearden, 2001).

However, in order to unravel the interplay of such a physiological component and an individual experience in the adaptation to temporal structure, it is necessary to further specify what exactly is meant by the terms “temporal processing” and “temporal structure”. This is especially true for any approach to temporal processing that builds on the processing of events, rather than abstract time. It is also critical in order to dissociate the role of different brain structures. For example, Fuster (1995) attributes a function related to the “processing in time”, i.e. time in relation to experience and behavior, rather than the “processing of time” to the prefrontal cortex. While this dissociation resembles the difference between patterns in time and patterns of time, it does not preclude a third alternative. This alternative view is promoted in the following.

The term “temporal processing” will be used with a connotation that is neither restricted to “processing in time” nor to the “processing of time”. In this context, “temporal processing” refers to the neuropsychological mechanisms that underlie the encoding and decoding of temporal structure, as well as the evaluation of the respective information. These mechanisms imply succession and duration on their own, thereby generating temporal structure, but they are also considered to deal explicitly with temporal structure and to generate a direct internal representation of it. In turn, the term “temporal structure” will refer exclusively to the organization of events and inter-event relations in terms of duration and succession, i.e. temporal structure is considered independent of formal structure in this respect. Such dissociation of the temporal and the formal aspect of events may seem ad-hoc at first glance. However, it owes to the notion that temporal structure across modalities provides but one kind of domain-independent information. This information, by its own virtue, may subsequently be used in complex cognitive operations, e.g. retrospective comparisons of durations, temporizing of successive actions, recognition of temporal patterns, as well as temporal predictions. These concrete operations may in turn be responsible for the persistent notion of abstract time as a likewise concrete entity.

The dissociation of formal and temporal structure leads to probably the most fundamental question with respect to temporal processing. This question concerns its exclusiveness, i.e. whether temporal processing is intrinsic to context- or sensory-specific processes, or whether it is performed by some dedicated context-independent temporal processing system (Ivry and Schlerf, 2008; Coull et al., 2011). In other words, do neuropsychological mechanisms actually
discriminate between formal and temporal structure? Even if one accepts this perspective, as it is the case for the above definitions of temporal processing and temporal structure, it remains an open issue whether one, several, or a distributed system engages in temporal processing (Ivry and Spencer, 2004; Ivry and Schlerf, 2008).

What neural structures represent candidates for such system? As Fuster (2001) emphasized, all adaptive behavior eventually involves circular processing of information between the organism and its environment. While this does not necessarily imply structural convergence, and even less so structural identity, there is by now compelling evidence, which suggests a role of classical motor areas of the brain not only in the production, but also in the perception of temporal structure. Early on, concepts of temporal processing incorporated speculations about the role of the cerebellum, the thalamus, or the basal ganglia (Gooddy, 1958). More recently, activation of the supplementary motor area (SMA), the cerebellum, and the basal ganglia is considered as one of the most consistent findings with respect to temporal processing (for reviews see Buhusi and Meck, 2005; Macar et al., 2006; Ivry and Schlerf, 2008; Coull et al., 2011). The role of the SMA in this specific context has been linked to invoking a time line against which temporal structure can be aligned and quantified (Coull et al., 2004). This function probably generalizes to the accumulation of a duration that is currently unfolding in time (Coull et al., 2008; Coull et al., 2011). The cerebellum is thought to be involved in automatic temporal processing, whereas the basal ganglia and associated cortico-striato-thalamo-cortical circuits presumably engage in attention-dependent temporal processing (Buhusi and Meck, 2005). Each of these structures probably provides a unique aspect to temporal processing. However, before any functional relation between these individual candidates for a dedicated neural basis of temporal processing can be established, several additional neuropsychological oppositions have to be considered, first and foremost the dissociation of different mechanisms for temporal processing on different timescales.

2.1 Short-range versus longer range temporal processing

Independent of the neuropsychological mechanisms involved, it is evident that humans process temporal structure across several timescales. These timescales comprise at least 10 orders of
magnitude, spanning levels from microseconds to circadian rhythms (Fig. 2; Mauk and Buonomano, 2004; Buhusi and Meck, 2005). However, it is most likely in the range from tens to hundreds of milliseconds, in which temporal processing is most sophisticated, and where it coincides with other complex processes such as speech recognition, motor coordination or music perception, whose temporal structure can be further differentiated (Shamma, 2003; Buonomano, 2007). It is also within the milliseconds range in which the experience of temporal structure emerges, as events start to be perceived as instantaneous or durable, simultaneous or successive (Fraisse, 1984). Temporal processing in the subsecond range should hence be dissociated from the suprasecond range in which memory intervenes with temporal processing (Fraisse, 1984). Accordingly, temporal processing in the milliseconds range has been distinguished from both, circadian rhythms on the one hand and interval processing in the seconds-to-minutes-to-hours range on the other hand (Buhusi and Meck, 2005).

Fig. 2. Temporal processing on different timescales. Circadian rhythms correspond roughly to successive 24-hour light-dark cycles, while interaural delays on the order of tens to hundreds of microseconds provide cues for the spatial localization of sound. In between, short-range millisecond processing has been dissociated from longer-range processing of intervals lasting seconds, minutes, or hours (Mauk and Buonomano, 2004; Buhusi and Meck, 2005; Buonomano, 2007).
However, the dissociation of subsecond and suprasecond temporal processing is but one of several neurofunctional dichotomies with others concerning, for example, issues of hemispheric lateralization or the opposition of perception and production (Coull and Nobre, 2008). Furthermore, the proposed boundary line at 1 s itself is most likely just an approximation of a more basic neuropsychological dissociation, owing to our familiarity with this specific unit of temporal measurement. Indeed, other values have been proposed. For example, Michon (1985) suggests that temporal processing below 500 ms is fast, parallel, and not accessible to cognitive control, whereas processing in between 500 ms and 20 s constitutes a variable temporal window, an “interface with reality” (Michon, 1985, p. 40), that is framed by the bounds of working memory. Neuropharmacological work supports the dissociation of different mechanisms, with processing of intervals shorter than 500 ms considered automatic, and outside of cognitive control, whereas intervals in the range of seconds engage working memory (Rammsayer, 1999). Otherwise concurring work suggests retaining a value closer to 1 s (Lewis and Miall, 2006).

These selective examples illustrate a considerable lack of clarification regarding this issue. One way to address the problem would be to assume not categorical, but partially overlapping ranges for short-range and longer-range temporal processing mechanisms. Such overlap of intrinsic mechanisms that are responsible for perception, on the one hand, and mechanisms responsible for estimation on the other hand has indeed been suggested for the range between 400 and 800 ms (Karmarkar and Buonomano, 2007). The proposed mechanism for intrinsic temporal processing, i.e. state dependent networks, may, however, be limited to intervals shorter that 300 ms (Spencer et al., 2009). Correspondingly, in dedicated temporal processing models, very short intervals are probably encoded directly, thereby blurring the distinction between intrinsic and dedicated temporal processing in this specific range, whereas longer intervals engage attention and working memory (Ivry and Schlerf, 2008). A slightly different, though compatible solution would be to assume parallel engagement of short-range and longer-range mechanisms (Buhusi and Meck, 2005; Coull et al., 2011), either isolated from each other, functionally connected (O’Reilly et al., 2008), or combined in an integrative dedicated subcortico-cortical temporal processing network (Kotz and Schwartze, 2010).

Apart from the fundamental dissociation of short-range and longer-range temporal processing, several landmarks have been identified for both, the sensory- and the sensorimotor
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domain, even within the subsecond range. At the lowest level, interaural differences in the microsecond range provide cues for sound localization. Further into the milliseconds range and beyond the thresholds for temporal fusion and temporal order (Pöppel, 1978); accurate discrimination and sensorimotor synchronization, i.e. the temporal coordination of an action with predictable external events, become possible starting with intervals of about 100 ms (London, 2002; Repp, 2005). Sensorimotor synchronization is most regular for intervals between 400 and 800 ms (Fraisse, 1982). Optimal tempo sensitivity is obtained with intervals from 300 to 900 ms (Drake and Botte, 1993), while intervals between 600 and 700 ms afford optimal pulse sensation (Parncutt, 1994). An interval between 500 and 700 ms, i.e. approximately 600 ms, does not only correspond to the most frequent assessment of the “indifference interval”, i.e. an interval that is neither under- nor overestimated (Vierordt, 1868; Woodrow, 1951), it is also most representative for measures of an unpaced spontaneous, “personal”, or “mental” tempo (Fraisse, 1982). Such spontaneous motor tempo develops across the life-span and it correlates with measures of preferred perceptual tempo, especially in adults, while children may also prefer faster and probably more “attention-getting” tempi (Drake et al., 2000; Baruch et al., 2004; McAuley et al., 2006). Although by no means exhaustive, the above examples illustrate that temporal processing in the milliseconds range is a rather complex phenomenon, probably engages different mechanisms, and is possibly most stable for intervals of about 600 ms. Regarding the latter, one may speculate that this special status is related to the convergence of different mechanisms around this specific tempo, i.e. an interval of 600 ms may fall within the processing range of both automatic and cognitively controlled temporal processing mechanisms (Fig. 3).
Adaptation to temporal structure

Fig. 3. Temporal processing in the milliseconds range. Short-range temporal processing up to several hundreds of milliseconds is considered automatic, while longer range processing from several hundreds of milliseconds onwards may fall under cognitive control. Processing in an intermediate range may be accurately performed by both mechanisms, either separately or in parallel. The special status of intervals in the intermediate range may be either a cause or a consequence of this overlap. In the former case, perception and production of intervals around 600 ms may shape the neural basis of temporal processing. In the latter case, the neural basis of temporal processing may shape the perception and production of intervals around 600 ms. Crucially, both mechanisms may lead to optimal temporal processing in this particular range.

Regarding the neural mechanisms involved in short-range and longer range temporal processing, it has been proposed that the cerebellum engages in the former, while the basal ganglia and associated cortico-striato-thalamo-cortical circuits are involved in the latter (Ivry, 1996; Buhusi and Meck, 2005). Neuroimaging studies which explicitly investigate this issue provide partial support for this view but report also considerable structural overlap between structures involved in short-range and longer-range processing (Lewis and Miall, 2003a; Jahanshahi et al., 2006). However, in addition, repetitive transcranial magnetic stimulation (rTMS) has been used to address this dissociation. If rTMS is applied to structures that are associated with either process, Lee et al. (2007) showed that rTMS over the right lateral or medial cerebellum interfered with performance in a subsequent temporal bisection task in the subsecond range (400-800 ms), but not in the suprasecond range (1000-2000 ms), while Jones et al. (2004) demonstrated that rTMS over the right dorso-lateral prefrontal cortex (DLPFC) produces a selective underestimation of long (2000 ms) intervals, while it has no effect on the estimation of short (500 ms) intervals. Likewise, Koch et al. (2007) report rTMS interference within the subsecond (400-600 ms) range.
if it is applied over the right or the left lateral cerebellum and within the suprasecond (1600-2400 ms) range if it is applied over the right DLPFC. Based on these observations, the role of the cerebellum can be linked to the quick estimation of brief intervals and the processing of temporal structure, which consists of precise salient events whereas the basal ganglia and its thalamo-cortical connections presumably play a role in the processing of suprasecond intervals and in association with other cognitive functions (Koch et al., 2009). However, most likely several additional parameters have to be considered. This leads to another functional dichotomy, which concerns the dissociation of event-based and interval-based temporal processing.

2.2 Event-based versus interval-based temporal processing

In addition to the proposed difference between short-range and longer-range temporal processing, there is evidence for another dissociation that is based on task characteristics. Spencer et al. (2003) suggest that the temporal control of discontinuous movements, e.g. finger tapping, as opposed to continuous movements, e.g. circle drawing, engages different neural systems. While discontinuities like onsets or offsets and also salient features instantiate an event structure, continuous movements lack this event structure (Ivry and Spencer, 2004). In the latter case, temporal structure is hypothesized to be an emergent property of other mechanisms such as motor control (Schlerf et al., 2007). Like short-range temporal processing, event-based temporal processing is assumed to involve the cerebellum as patients with cerebellar lesions are selectively impaired if the experimental task incorporates event-based temporal structure (Spencer et al., 2003). Complementary, the cortico-striato-thalamo-cortical system is assumed to be engaged in continuous-event or interval-based temporal processing, coinciding with its role in longer-range temporal processing (Buhusi and Meck, 2005).

Crucially, the concept of event-based processing is extendable beyond the motor domain. Across different contexts, the role of the cerebellum may relate to the precise encoding of the temporal relationship between successive events (Ivry and Spencer, 2004). Moreover, event-based temporal processing is not necessarily restricted to discrete information. If salient features of a signal embody an event-structure, it is important to specify what formal features convey changes that generate events, which in turn give rise to the experience of temporal structure. For
example, regarding speech one may draw upon work that illustrates why parts of a syllable may represent marked events on one timescale while they are embedded in an otherwise “continuous” signal, i.e. events on another timescale (Fig. 4).

Fig. 4. Adopted from Greenberg et al. (2003). The original figure legend reads: An illustration of a spectro-temporal profile (STeP) for a single word, “seven” taken from the OGI Numbers95 corpus. The step is derived from the energy contour across time and frequency associated with many hundreds of instances of “seven” spoken by as many different speakers. The spectrum was partitioned into 15 one-quarter-octave bands distributed between 300 and 3400 Hz (i.e., telephone bandwidth). The duration of each time frame is 10 ms. The amplitude was computed over a 25-ms window in terms of logarithmic (base e) units relative to the utterance mean. Each instance of a word was aligned with the other words at its arithmetic center. The mean duration of all instances of “seven” is shown by the red rectangle. The variance associated with the energy contour for each time-frequency cell is shown in greyscale in the figure, but is depicted in colour in the on-line version of this paper. In the on-line version a “cool” color such as blue, is associated with low variance, while a “hot” color, such as red, is associated with higher variance. The STeP has been labeled with respect to its segmental and syllabic components in order to indicate the relationship between onset, nucleus, coda and realizations within the syllable and their durational properties.
Sufficiently large and abrupt changes in the energy level of the speech signal may initiate event-based temporal processing, thereby adding a “when” aspect to the “where”, “how”, and “what” streams discussed in speech processing (Scott et al., 2009; Kotz and Schwartze, 2010). In the above example, the stressed nucleus, usually a vowel, may represent an event that is marked by sufficient contrasts in characteristics such as rise-time and sonority. The respective fluctuation in energy reaches a peak during maximum oral aperture, thus labeling accented syllables as “signposts” among other syllables (Greenberg et al., 2003; Greenberg, 2006). If the temporal structure that is conveyed by these events is perceived as regular, one could speak of a perceptual “beat” that occurs near the onset of vowels (Port, 2003). Contrasts in loudness distinguish between one syllable and adjacent syllables, thereby marking the “beat” of speech (Kochanski and Orphanidou, 2008). Moreover, perceived speaking rate slows down as inter-vowel-onset intervals increase (Kato et al., 2003). The special status of the accented syllable and the vocalic nucleus is also reflected at the neuronal level. Neurons in the cochlear nuclei are specifically sensitive to vowel sounds (Rupert et al., 1977) while phonetic dimensions such as the vocal tract opening are represented directly at the level of the auditory nerve (Delgutte and Kiang, 1984).

However, the underlying principle of events that are embedded in either discrete or quasi-continuous streams of information is universal and hence applies just as well to speech as it does to music, motion or to temporal structure in any other domain. Hence, comparable to short-range and longer-range temporal processing, parallel engagement of event-based and continuous-event, or interval-based temporal processing mechanisms, is probably the rule rather than an exception.

2.3 Automatic versus attention-dependent temporal processing

The final distinction made in this context is between automatic and attention-dependent temporal processing (Buhusi and Meck, 2005). Attention is a crucial factor in temporal processing. For example, attention to a stimulus prolongs its perceived duration, while less attention results in shorter and more variable perceived durations (for a review see Grondin, 2001). Hence, with respect to the relation of attention and temporal processing, at least two aspects need to be dissociated, the “orienting of attention to time” and the “orienting of attention in time”. The former requires some explicit temporal goal, e.g. established via task instructions and has been
shown to recruit the pre-SMA (Coull et al., 2004). The latter may involve implicit temporal processing (Coull and Nobre, 2008). However, the term “attention-dependent” does not explicitly differ between these categories. In the following, it is used to indicate a state, in which attention is directed towards temporal structure, albeit not necessarily in combination with a specific temporal goal. This state has been related to temporal processing in cortico-striato-thalamo-cortical circuits, thereby adding a further aspect to the proposed roles in longer-range and interval-based temporal processing, whereas automatic temporal processing has been suggested to engage the cerebellum (Buhusi and Meck, 2005). If the cerebellum is considered to be a dedicated short-range temporal processing system, it seems reasonable to assume that it functions independent of attention, i.e. automatic, or at least pre-attentively. However, as for the distinction of temporal processing systems based on temporal range or the opposition of event- and interval-based processing, the conditions under which temporal structure can indeed be perceived automatically need to be further specified (Grondin, 2001).

A conceptually related perspective on attention-dependent temporal processing is provided by the dynamic attending theory (DAT; Jones, 1976; Large and Jones, 1999; Barnes and Jones, 2000). Though not primarily a theory of temporal processing, DAT develops along the interplay of external temporal structure and an internal mechanism, i.e. the allocation of attention in time. DAT considers the allocation of attention as a dynamic, stimulus-driven process. This process is modeled as an internal adaptive oscillation that is capable of entrainment, i.e. locking-into or synchronizing with the temporal structure of external events (Fig. 5).

---

**Fig. 5.** Periodic oscillation. A phase-portrait (left) or a time-series (right) can be used to describe events that repeat with fixed inter-event temporal relations (the period of the oscillation). If an oscillation is periodic, or quasilinear, the phase portrait is a circle. Marked positions in either visualization describe the state of the oscillation at a given fraction of this period (the phase of the oscillation). Different oscillations get synchronized by adjusting their phase and period in order to oscillate with a common frequency.
Thus, synchronization, which can be defined as the adjustment of rhythms of oscillating objects (Pikovsky et al., 2003), provides a means to cope with temporal structure and “to stay geared to the course of events in the environment” (Michon, 1985, p. 46). This perspective rests on two fundamental principles: (1) organisms possess an intrinsic temporal organization manifest in perceptual rhythms, and (2) by means of synchronization, these perceptual rhythms tune to patterns in the environment (Jones, 1976). More specifically, the onsets of events, and probably also other salient events, define a series of nested time periods that attracts perceptual rhythms with similar periods (Jones, 1976). Adaptation to temporal structure via synchronization could be achieved on the basis of adjusting the internal oscillation by means of phase and period correction in response to relative phase discrepancies as a result of variations in temporal structure (McAuley and Miller, 2007).

One important consequence that arises from this conception is the assumption that the rate and the rhythm of events may facilitate the allocation of attention in time, while a loss of the ability to lock into temporal structure may lead to cognitive decline (McAuley et al., 2006). DAT resembles earlier concepts regarding a “wave of attention” (Woodrow, 1951) or the description of attention as “discontinuous and intermittent” that “manifests itself in a wave-like form” (Bolton, 1894, p. 155). This perspective can be summarized in one principle: “no one can possibly attend continuously to an object that does not change” (James, 1890, p. 420; Bolton 1894, p. 155). Likewise, temporal processing has been suggested to proceed in a discontinuous and intermittent fashion (Stroud, 1955; Fraisse, 1984). In other words: “whereas physical time is a continuous variable, psychological time is a discrete variable” (Stroud, 1967, p. 624). Originating from a discussion of the indifference interval and its multiples, James (1890) speculates about some periodic or rhythmic sharpening of the “time-sense”. One may speculate that attention-dependent temporal processing fuses two dynamic processes into one mechanism. Furthermore, the orienting of attention can be considered a change in the state of the individual, which in turn may be considered as an event. Regularity in temporal structure may hence well entail “sharpening” with respect to the allocation of attention, as well as subsequent prospective adaptation to temporal structure. DAT suggests that the attentional focus narrows with regular temporal structure and widens with irregular temporal structure (Jones et al., 2002). Furthermore, as the stimulus-driven synchronization of an internal and an external oscillation generates an internal representation of temporal structure, this mechanism may eventually provide a means to
optimize cognitive processing via adaptation to temporal structure and vice versa. Crucially, by integrating fluctuations of attention with temporal structure DAT provides a unifying framework for attention-dependent temporal processing.

Several attention oscillations in the sense of DAT constitute an “expectancy scheme”, defined as a set of oscillations with the ability to synchronize to different hierarchical levels of temporal structure (Drake et al., 2000). Such schemes, representing the activity of different oscillators, provide a link to larger scale neuronal oscillatory activity and allow for simultaneous tracking of different sources and nested temporal structure (Fig. 6). Even if temporal structure is irregular, a set of oscillations may track the sequence, although periodic expectancies become less precise (McAuley and Jones, 2003). However, it may also afford more efficient sampling of an input, e.g. the tracking of successive syllabic nuclei instead of only stressed ones. Likewise, it can explain how both, the duration of an event and the inter-onset intervals between successive events may be encoded simultaneously. This is critical, since efficient tracking of temporal structure most likely requires encoding the duration of an event, as well as the inter-event temporal relation and the inter-onset temporal relation of successive events.

**Fig. 6.** Two oscillations tracking temporal structure. The temporal structure of periodically occurring events with identical formal structure (black circles) as well as identical durations of the events (red) and inter-event relations (white circles, blue) can be tracked by different oscillations. In the above example, each circle corresponds to the period of an oscillation. One (A) entrains to the stimulus duration and continues to oscillate with the respective period, whereas the other (B) entrains to the inter-onset interval and continues to oscillate with that period.

Inherent to the method, oscillations have also been discussed with respect to EEG recordings. For example, synchronization across different frequency bands has been assumed to reflect different processes, including, for example, a clock-system (Gooddy, 1958), temporal binding
Adaptation to temporal structure

(Engel et al., 2001), time coupling between rhythmic sensory input and motor output (Will and Berg, 2007), directed attention and maintenance of working memory (Jensen et al., 2007), or attentional selection (Lakatos et al., 2008). Furthermore, on a much smaller scale and in an anatomically concrete manner, neuronal oscillations play a role in the modeling of attention-dependent temporal processing in cortico-striato-thalamo-cortical circuits. The influential striatal beat frequency (SBF) model develops around a set of cortical oscillations that provide input to the basal ganglia as an informational basis to store intervals (Miall, 1989; Matell and Meck, 2004; Buhusi and Meck, 2005). It stands to reason whether these different sets of oscillations, including DAT, stand in any relation to each other, i.e. whether stimulus-driven attending may gate temporal structure into an attention-dependent temporal processing system. Finally, in order to address this issue and to identify additional functional and structural links between different approaches to temporal processing, it deems necessary to integrate several of the characteristics discussed in this chapter into a coherent framework.
Chapter 2

A temporal processing network

3. Core components of a dedicated integrative temporal processing network

Despite the dissociation of different temporal processing mechanisms that may work in parallel, it has also been suggested that it is probably necessary to integrate several approaches in order to eventually reveal the neural mechanisms underlying temporal processing (Buhusi and Meck, 2005). Such an integrative approach would have to consider both, functional and structural connections between different, and probably specialized, subcomponents of a larger temporal processing network. Ivry (1996) remarks that the cerebellum and the basal ganglia may form an integrated circuit, with the functional role of these structures yet to be defined. In a similar vein, Meck (2005) suggests that cerebellar and fronto-striatal systems may interact across a range of durations, with fronto-striatal circuits providing the opportunity to rescale durations and to compensate for error differences generated by the cerebellum. However, what structural connections substantiate such speculations?

In order to address this issue it is necessary to assess temporal processing mechanisms from a broad connectionist perspective. Moreover, given that temporal processing recruits classical motor areas in production and perception, it is necessary to answer the key question as to how sensory information reaches these areas in the first place, and furthermore, what processing stages an internal representation of external temporal structure passes on its way there. Considering the flow of information from the sensory periphery to central levels, subcortical stages obviously have to precede cortical processing stages in perceptual temporal processing. In this regard, it seems plausible to start with some further assumptions. Mechanisms operating in the longer range presumably built upon short-range processing. Short-range processing probably depends on very precise internal representations of external temporal structure and should
therefore have access to information provided by early stages of sensory processing. If temporal processing engages a dedicated system, the mechanisms should also be applicable across domains. However, temporal processing is probably most crucial in the auditory domain, as sound essentially represents energy distributed over time. Two of the most sophisticated acoustic signals, music and speech, do not only represent hallmarks of cognitive evolution. At the same time they constitute two of the most demanding activities with respect to motor coordination. Moreover, music can be defined as the art of organizing events in time (Drake and Bertrand, 2003). As a starting point it thus seems justified to approach the neural basis of temporal processing from an auditory perspective and, where necessary, to transfer the specific findings to other domains. These aspects taken into account, it is possible to link the core components that are associated with temporal processing into a dedicated integrative temporal processing network. As indicated, such network needs to include at least the cerebellum, the SMA, the basal ganglia, and the thalamus. As the auditory modality was chosen as an example, it also has to include the temporal cortex. All of these areas are connected to the prefrontal cortex. Furthermore, anatomical data suggest dissociating between the two subareas of the SMA, the more rostral pre-SMA and the more caudal SMA-proper and their specific connections to the cerebellum as well as to prefrontal and motor cortices (Fig. 7).
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Fig. 7. Core components of a dedicated integrative temporal processing network. Sensory information reaches both thalamus and cerebellum from the earliest stages of sensory processing. In the auditory domain, this may include connections from the cochlea nucleus, where the cochlear nerve terminates to the cerebellum as well as to the inferior colliculus and from there to the thalamus. Via the thalamus, a representation of the input which preserves detailed linear formal and temporal structure (blue) reaches the temporal cortex where it initiates sensory and long-term memory processing. Automatically, the cerebellum conveys an event-based non-linear representation of temporal structure (red) to frontal cortices, most importantly, the pre-SMA. This non-linear representation mirrors salient features of the input, including signal onsets, offsets, as well as sufficiently large or abrupt changes in energy. This event-based representation of temporal structure attracts attention and guides the orienting, as well as the maintenance of attention. Attention is a prerequisite for attention-dependent temporal processing and the encoding and of temporal inter-event relations (intervals) in cortico-striato-thalamo-cortical circuits, which provides the basis of an evaluation of temporal structure, e.g. in order to recognize a pattern. The continuous evaluation of temporal structure necessitates working memory and recuits prefrontal cortex. Integration of temporal structure and memory content provided via fronto-temporal connections affords directing attention to the salient features of the input, whereas pattern recognition affords prospective adaptation to temporal structure.

In production, the decision to initiate action activates the prefrontal cortex. In order to implement this decision and to provide continuous temporal structure to successive actions, the pre-SMA and striato-thalamo-cortical connections act as a “pacemaker” that provides a temporal grid in order to sequence successive actions. Actions are implemented according to this temporal structure, with the cerebellum possibly involved in the short-range, context-dependent fine-tuning of stereotyped action plans. The actual implementation of successive actions then recruits the SMA-proper and its connections to premotor and to primary motor cortices.
We have outlined elsewhere how this temporal processing network may contribute to a specific audio-motor process, namely speech processing (Kotz and Schwartze, 2010). In the following, the network will be discussed from a more general auditory perspective. However, within this discussion, the main focus is on a novel interpretation regarding the role of the cerebellum in auditory temporal processing, as well as on its connections to frontal cortices via the thalamus, rather than the well-known ascending auditory pathway to the temporal cortex or fronto-temporal connections via white matter fiber tracts. This restriction reflects the proposed dissociation of temporal and formal structure, with dedicated temporal processing linked to the former, and the processing of formal structure associated with the latter pathway.

3.1 From the earliest stages of auditory processing to the cerebellum

As early as 1944, Snider and Stowell describe discrete surface potentials with short latencies in the cerebellum of cats in response to click stimulation. They conclude that the cerebellum comprises not only tactile and visual, but also auditory ‘receiving areas’. Correspondingly, an activation-likelihood-estimation meta-analysis identifies several consistently activated regions across the cerebellum, most prominently in the right anterior lateral portion (Petacchi et al., 2005). However, comparably few studies aimed directly at specifying the anatomical and functional implications that result from this observation (Parsons et al., 2009).

By now it is established that the cerebellum, via its connections to several cortical sites, is in the position to participate in motor as well as non-motor processes (Strick et al., 2009). It has been shown that the cerebellar dentate nucleus comprises separate motor and non-motor parts, which project via the thalamus to different cortical areas, including primary motor, prefrontal, and posterior parietal cortex (Dum and Strick, 2003; Taber et al., 2005; Akkal et al., 2007). The signal from the dentate to prefrontal areas is probably as important as its signal to motor areas (Strick et al., 2009). With respect to the proposed role of the cerebellum in short-range, automatic stages of temporal processing, one crucial question is whether the cerebellum receives input from the earliest stages of sensory processing, and more specifically, from early auditory processing. Such connection deems necessary if temporal structure is to be conveyed with
minimal lag and with maximal precision, i.e. without passing through thalamic and/or cortical processing levels, before it reaches the cerebellum.

Anatomical studies in different animal species indeed provide evidence for direct connections to the cerebellum (Aitkin and Boyd, 1975). For example, in rats, auditory information is conveyed faster to the cerebellum than to the cortex (Lorenzo et al., 1977). Snider and Stowell (1944) report negative results after destruction of the bilateral inferior colliculi, however, after tracer injections into cerebellar auditory areas of cats, Huang et al. (1982) observed retrograde labeling of cells in the cochlear nuclei bilaterally, but not in the superior olivary complex or in the inferior colliculus. This finding implies that the cochlear nucleus is structurally connected to the cerebellum. Zhang et al. (1990) report retrograde labeling of the cochlear nucleus and the superior olivary complex in bats after injections into the vermis. Transport of tracers has also been observed in the opposite direction. Injections into the basal turn of the scala media of chinchillas labeled regions of the cochlear nucleus and the cerebellar flocculus, but not of more central auditory nuclei (Morest et al., 1997). Using intracellular recordings in the cerebellar dentate of cats, Xi et al. (1994) obtained responses to click stimulation with latencies as short as 4-14 ms. The authors conclude that a group of dentate neurons should be considered as part of the primary auditory transmission system. Likewise, Wang et al. (1991) identified unit activity in the dentate of cats in response to click stimulation with a latency of 4-6 ms. They interpret this finding as evidence for the dentate nucleus functioning as a short-latency auditory relay for direct transmissions to the motor cortex. Besides the motor cortex, the rostral thalamus appears to be the target of the most rapid transmissions from the dentate (Woody et al., 1998).

Thus, while auditory input also recruits cortico-cerebello-thalamic circuits, including a descending pathway from the temporal cortex to the cerebellum via the pontine nuclei (Pastor, 2008), there may also be a direct ascending pathway to the cerebellum, which bypasses the “classical” auditory pathway that reaches the auditory cortex via the lateral lemniscus, the inferior colliculus, and the medial geniculate body of the thalamus. This pathway via the cerebellum is probably involved in primary, shortest latency, ascending auditory transmission (Wang et al., 1991; Woody et al., 1998). In order to speculate about the functional significance of this pathway, it is necessary to consider some limiting aspects first. Altman et al. (1976) report higher sensitivity in cats for interaural time and intensity differences than for frequency, intensity
or duration parameters per se. This finding, combined with a relatively small number of neurons that project from the cochlear nucleus to the cerebellum may rule out a detailed tonotopical organization of the cerebellar cortex, while it is probably convenient for sound localization (Huang et al., 1982). It has been speculated that the function of the cerebellar auditory neurons is related to target-localization, the localization of sound-making, and the subsequent regulation of tracking behavior (Huang and Liu, 1990). Thus, in combination with the motor aspect of cerebellar function, the cerebellum may be involved in the quick orientation of the head and the eyes towards sounds in the environment (Aitkin and Boyd, 1975). Such initial automatic orienting to an event may precede later stages of sustained attention to the temporal structure of successive events omitted by the same source and originating from the same location. Hence, if an analogous pathway exists in humans, it should provide the cerebellum with the opportunity to perform the initial steps of temporal processing fast and automatically, i.e. without mediation by cortical sites. From an evolutionary perspective, the pathway via the cerebellum, involved in orienting towards, and maintaining of attention to potentially threatening events in the environment may have extended its function to adopt a similar role with respect to increasingly complex auditory temporal structure as it is encountered in music and speech. In case of a threatening event, the ability to localize and evaluate temporal structure in order to predict the temporal locus of future events may be vital, whereas in the case of complex continuous stimuli it may entail facilitated processing due to prospective adaptation to temporal structure. Coming back to the above example, an approaching car generates temporal structure which may entail predictions based on an evaluation of temporal inter-event relations. Predictions regarding the temporal locus of the car relative to one’s own location may then be used to adapt behavior. Furthermore, continuous attention-dependent evaluation of temporal structure may play a role in the signaling of accelerations and decelerations, which in turn would require additional adaptation to temporal structure. A similar mechanism may in principle apply to other settings, e.g. a communicative situation. By speaking, an individual generates temporal structure which in turn may trigger the evaluation of temporal structure and predictive mechanisms in order to maintain attention and to eventually facilitate comprehension.

In this context, cerebellar temporal processing may be primarily related to the signaling of the presence, as well as to the temporally precise small scale or short-range processing of the input. While detecting the presence of a sound and sound localization are most likely located at
the lower end of this scale, its upper limits would have to be determined. This also raises the question as to how much temporal structure is needed in order to signal and to encode a salient change and to convey its presence as an event to the cortex. Several hundreds of milliseconds, as discussed earlier, are probably sufficient for a wide range of behaviorally relevant events, including events in the music and speech domain. In any case, the anatomical features of the cerebellum may provide a neural basis for the generation of an internal event-based representation of the temporal structure of an auditory signal. Regarding the dissociation of event-based and interval-based temporal processing, it is important to note that the temporally precise signaling of successive events inevitably also conveys temporally precise inter-event relations, i.e. intervals. The concept of duration pertains to this fact, as it applies to the interval between two successive events (Fraisse, 1984). However, whether auditory information reaches the cerebellum via the cortex or whether it is indeed conveyed via the cerebellum to the cortex, in either case, it is evident that the thalamus plays a central role in both routes and should therefore be discussed in more detail.

3.2 Towards the thalamus, and from the thalamus to the cortex

According to Sherman and Guillery (2002; 2006) all thalamic relay cells respond to input in either a “tonic” or a “burst” firing mode. While the tonic mode allows preserving linearity, the burst mode affords better detectability of the input and provides an improved signal-to-noise ratio (Sherman and Guillery, 2006). Bursts follow the temporal properties of stimulation, thereby enhancing sensory event detection (He and Hu, 2002), and they can signal saliency of the input because the effect of a burst on the postsynaptic neuron is stronger than the effect of a single spike (Izhikevich, 2004). Burst and tonic firing are characterized by inter-spike intervals of about 100, and 10-30 ms, respectively. Interestingly, there is a slowdown of temporal response rate along the ascending auditory pathway from the thalamus (10 ms) to the auditory cortex (30 ms), that is necessary to integrate rapid auditory information in the cerebral cortex (Wang et al., 2008). More specifically, neurons in primary auditory cortex integrate information on a “segment-by-segment” basis and treat information outside a 30 ms time window as discrete events (Wang et al., 2003). This may coincide with the concept of a “central processing unit” (Pöppel, 1978), i.e.
the fact that information within 30 ms is treated as co-temporal (Pöppel, 1997). This in turn relates to earlier notions concerning quantized temporal processing in a “discrete moment” or a “perceptual moment” (for discussions see Fraisse, 1984; Pöppel, 2009). One may speculate that part of the reason for such limit eventually reflects a physiological constraint in temporal resolution in which the thalamus, and possibly the two thalamic firing modes, play a role. At the level of the cortex, this may be reflected in the asymmetric sensitivity of the two hemispheres to auditory stimuli in general, and speech stimuli, in particular, as well as the range for acceptable temporal modifications of vowel segments in isolated words and in sentences (Kato et al, 1998; Hickok and Poeppel, 2000; Zatorre and Belin, 2001; Hickok and Poeppel, 2007). More specifically, the left hemisphere shows finer acuity in temporal resolution whereas the right hemisphere samples input in longer temporal windows of integration, with damage to the left hemisphere impairing the order discrimination for two brief events (Allard and Scott; 1975; Hammond, 1982). This difference may be rooted in the differentiated encoding of input characteristics already at the level of the thalamus and/or earlier processing stages such as the cerebellum. If, for example, sine wave grating is used as a visual stimulus, the thalamic bursts encode temporal characteristics of the stimulation (Sherman and Guillery, 2002). In this case, they occur approximately at phase zero of the underlying oscillation (Fig. 8). 
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It is hence tempting to speculate that burst firing is sensitive to salient changes, and more specifically to increases, in the energy level of the stimulus. This may also represent a mechanism that is capable of marking the “time tags” of events which define their position in a sequence (Pöppel, 1978). Essentially, these properties of the burst mode make it suitable to convey an event-based representation of temporal structure (“when”), to cortical levels of temporal processing, whereas tonic firing transmits a more detailed linear representation.
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(“what”), of the input in order to access memory representations. Individual neurons can encode different stimulus features into distinct spike patterns, with the timing of bursts being much more precise than the timing of single spikes (Kepes and Lisman, 2003). Hence, driving input from the cerebellum may be encoded primarily via burst firing in order to convey a precise representation of event-based temporal structure. In contrast, driving input via the classical auditory pathway to the medial geniculate body of the thalamus may be encoded primarily, though not exclusively, via tonic firing to preserve its linearity and to generate a sufficiently detailed representation of formal structure. In guinea pigs, it has been shown that the lemniscal part of the medial geniculate preserves stimulus characteristics and depends on a tonic mode of neuronal discharge, whereas nonlemniscal transmission is characterized by bursts and may be involved in other aspects of sensory processing (He and Hu, 2002). However, if the medial geniculate is capable of responding to input in the burst and the tonic mode, then what is the function of the proposed auditory pathway via the cerebellum?

In order to answer this question it is necessary to consider the targets of thalamic output, and more specifically, the medial geniculate body as well as the suprageniculate nucleus and its connections to temporal, but also to frontal cortices. For example, Bignall (1970) observed click evoked responses in the frontal cortex of monkeys after complete removal of the temporal lobe, the cerebellum, and the medial thalamus. This finding raises the possibility of direct projections to the dorsal frontal cortex from the medial geniculate. However, the medial geniculate is not the only thalamic nucleus that may project auditory information to the frontal cortex. Retrograde transport of tracers after injections into the prefrontal cortex of bats labeled cells in the auditory thalamus, thus identifying a pathway that may bypass auditory centers in the midbrain and cortex (Kobler et al., 1987). More specifically, Kurokawa et al. (1990) found anterograde labeling of cells in the medial agranular area of the frontal cortex as well as the auditory areas of the temporal cortex after injections into the suprageniculate of rats. Reciprocal labeling was found after injections into the suprageniculate and the cerebellar fastigial nucleus in cats, indicating a cerebello-thalamic connection (Katoh and Deura, 1993). The suprageniculate is connected to the superior colliculus (Tanaka et al., 1985; Katoh et al., 1995). It responds to auditory stimulation, has multisensory features, with fine spatial and temporal tuning of its neurons, and may play a role in motion perception in order to adjust motor behavior in response to environmental challenges (Benedek et al., 1997; Paróczy et al., 2006). It is also implicated in the combined
processing of visual and auditory information (De la Mothe et al., 2006; Hackett et al., 2007). Correspondingly, Bignall (1970) considers the target of the frontal projections to be a “polysensory” area. Kurokawa et al. (1990) conclude that the suprageniculate may mediate ascending auditory information to both premotor and temporal cortices. These connections consist of separate neuronal groups that are different in size and shape, with the target of the frontal projection being located in area Fr2, which corresponds to the SMA in monkeys (Kurokawa and Saito, 1995). Thus, in addition to input conveyed via the classical auditory pathway to the auditory cortex, an event-based internal representation of temporal structure, generated by the automatic cerebellar temporal processing system, may be relayed primarily via thalamic burst firing to the SMA.

Burst firing is assumed to signal changes in the environment, thereby providing a “wake-up call” which strongly activates cortical cells (Sherman, 2001). If directed at the SMA, such a call may have profound consequences for temporal processing. As indicated above, the pre-SMA has connections to both the prefrontal cortex and the basal ganglia. Hence, an intriguing possibility for a functional interpretation of the thalamic connections to the frontal cortex would be to assume a “wake-up call” for attention. In this context, an increase in the energy level of a stimulus, i.e. a “ramped” contour is most likely behaviorally more relevant than a similar decrease in energy, i.e., a “damped” contour. It may signal the appearance of an event while a decrease in energy may signal its disappearance. Experimental lesions to the cerebellum can lead to disturbances of the orienting response and in attention to auditory stimuli (Altman et al., 1976) These functions could be interpreted as subserving “tracking behavior” (Huang and Liu, 1990; Huang et al., 1991) in the most general sense, i.e. the orienting and maintaining of attention to events in the environment. Moreover, with successive events it becomes necessary to keep track of temporal structure in order to adapt behavior accordingly, which in turn may recruit temporal processing.

DAT suggests that in order to track an event in real time it is necessary to not only allocate attention to the right place but also at the right time (McAuley et al., 2006). In any case, attentive processing of temporal structure sets the stage for attention-dependent temporal processing, which has been associated with cortico-striato-thalamo-cortical circuits. The term “attention-dependent” entails no apriori differentiation of explicit and implicit temporal processing (Coull and Nobre, 2008). Rather, it is used to delimit temporal processing
mechanisms, which require attention from earlier automatic mechanisms (Buhusi and Meck, 2005). Besides top-down processes, i.e. the allocation of attention to time, “attention-dependent” comprises stimulus-driven bottom-up processes, i.e. the allocation of attention in time. Considering the latter, the proposed initial wake-up call for attention via the thalamus may be necessary to initiate temporal processing in cortico-striatal circuits. Once attention is directed towards a temporally structured input, successive events may serve as attractors to both, adaptive attention oscillations in the sense of DAT, and/or non-adaptive cortical oscillations that convey input to the basal ganglia, and more specifically, to striatal medium spiny neurons as suggested by the SBF model (Matell and Meck, 2004). In both cases, an incoming event may provoke phase resetting of the respective oscillators. However, whereas adaptive oscillations adjust their phase and period in order to track evolving temporal structure, the non-adaptive oscillations implemented in the SBF model start to oscillate at different frequencies, thereby generating a “time-code” for a specific interval. On this basis, successive events probably entail both, the opportunity to maintain and synchronize attention with temporal structure, as well as the opportunity to generate explicit or implicit predictions concerning future events. In either case, the inevitably encoded temporal inter-event relations may represent the computational basis for the subsequent evaluation of temporal structure and the recognition of a temporal pattern.

3.3 From frontal cortices to the basal ganglia – and back

Perhaps the most striking anatomical and functional feature of the basal ganglia system is its embedding into a “looped” architecture, which allows for repetitive processing of information in subcortico-cortical circuits (Alexander et al., 1986; Middleton and Strick, 2000). As indicated, this aspect is central to the influential SBF model of temporal processing. The SBF model suggests that temporal processing is based on the coincidental activation of the basal ganglia, and more specifically, striatal medium spiny neurons by ensembles of cortical neural oscillators (Buhusi and Meck, 2005; Meck et al., 2008). Each striatal medium spiny neuron receives input via 10,000 to 30,000 separate axons, thus raising the possibility that these neurons integrate large numbers of inputs coming from different areas of the cortex as a basis for interval-based temporal processing in cortico-striato-thalamo-cortical circuits (Matell and Meck, 2004; Fig. 9).
Fig. 9. Adopted from Matell and Meck (2004). The original figure legend reads: A graphic representation of an oscillatory-based timing circuit. The top of the figure shows three different frequency oscillating signals (cortical ensembles) and the unweighted summation of their output (striatal input) over time. As can be seen, the output periodicity is greater than that of the inputs, demonstrating the potential of this type of model to bridge the millisecond time scale of the brain to the second to minute time scale of interval timing. The lower half of the figure shows information flow through the cortico-striatal-thalamo-cortical loop. Arrows indicate the direction of information flow. Red arrows are GABAergic, green arrows are glutamatergic, blue arrows are dopaminergic. The dopaminergic input to the striatal neuron provides a reinforcement signal to selectively weight cortical and thalamic inputs. Different striatal neurons participate in direct and indirect pathways.

However, among these sources of input to the striatum via the prefrontal cortex the SMA is of particular interest. From a structural point of view, the SMA consists of at least two well distinguishable subareas, the rostral pre-SMA and the caudal SMA-proper (Picard and Strick, 2001; Klein et al.; 2007). The VCA line, a vertical line at the level of the anterior commissure, demarcates the pre-SMA from the SMA-proper (Picard and Strick, 2001; Lehéricy et al., 2004). These subareas differ in their connections to other structures of the brain, including the
cerebellum, prefrontal, premotor and primary motor cortices, as well as the basal ganglia. Connections to the pre-SMA originate in the non-motor part of the cerebellar dentate, whereas the SMA-proper is connected to its motor part (Akkal et al., 2007). Among other structures, the pre-SMA is connected to the prefrontal cortex, including superior and inferior frontal gyri, while the SMA-proper is connected to the corticospinal tract, the precentral gyrus, as well as to the primary motor cortex (Picard and Strick, 2001; Johansen-Berg, 2004). Both subareas are connected to the basal ganglia, with the connections maintaining a rostrocaudal organization (Postuma and Dagher 2006; Draganski et al., 2008).

One may speculate that the connections of the pre-SMA to prefrontal areas, in concert with its connections to the basal ganglia, play a crucial role in the “tagging of temporal attributes” (Pastor et al., 2006) and in the temporal sequencing of information retrieved from memory via connections to temporal cortices. This process essentially integrates formal and temporal structure, thereby adding an explicit temporal aspect to the sequencing of discrete events into motor and/or cognitive patterns (Graybiel, 1997). More specifically, the decision to act and to produce a sequence of successive events may recruit connections from prefrontal areas to the pre-SMA. The pre-SMA may then engage in the initiation and the temporal linking of actions and their effects, a function that in essence corresponds to a temporally specific predictive mechanism (Moore et al., 2010). Furthermore, in speech production it may be necessary to sequence information retrieved from memory, i.e. formal structure, according to a “pacemaker” signal generated by the interplay of pre-SMA and basal ganglia, a function that is probably comparable to the “initiation” map proposed by the DIVA model of speech production (Tourville and Guenther, 2011). In other words, recruitment of the SMA may be necessary in order to specify a point in time according to which an action is implemented (Fig. 10).
Temporal processing network

Fig. 10. Production versus perception of temporal structure. The decision to act, i.e. to produce a sequence of events (PFC) calls for memory representations of events (temporal cortex, TC) and/or the respective action plans (formal structure). It also recruits the pacemaker function inherent to the interplay of pre-SMA, basal ganglia (BG), and thalamus (THAL) in order to initiate action and to establish sequential relations among events (temporal structure). Implementation of a sequence of events recruits connections to SMA-proper and motor cortices. Exposure to a sequence of events in perception relays an event-based representation of temporal structure to the thalamus (THAL), which is “tagged” by the pre-SMA and calls for attention (PFC). If attention is oriented towards a sequence of events, the event-based representation initiates and/or provides attractors to dynamic attending and/or attention-dependent temporal processing oscillations. Attention-dependent temporal processing encodes temporal inter-event relations (intervals) and conveys this information to working memory (PFC). Information about the temporal structure of a sequence of events may then be stored and successive intervals may be compared in order to extract patterns. However, regular temporal structure not only allows extracting patterns and pattern-based predictions about temporal structure, it also facilitates the stimulus-driven maintenance of attention, thereby reducing the susceptibility of the whole system to errors and stabilizing the whole process.

Temporal fine-tuning of formal structure relative to this pacemaker signal and the control of the respective articulators may then recruit cerebello-frontal connections as well as connections to premotor and motor cortices. The result of this merging process, a unit comprising formal and temporal characteristics may then be realized in articulation. The whole process can be likened to the “translation from the spatial distribution of memory traces to temporal sequence” (Lashley, 1951, p. 128).

In perception, connections to premotor and primary motor cortices probably afford rapid reactions, reflecting a potentially vital bias to react to events in the environment. Thereby, the SMA may have an important function in linking cerebellar automatic, short-range, and event-based temporal processing to attention-dependent, longer-range, and interval-based temporal processing. Furthermore, following initial and sustained cerebellar wake-up calls, connections
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from the pre-SMA to the prefrontal cortex may contribute to both, the maintenance of attention and the evaluation of temporal structure, possibly by signaling temporal information into working memory. In addition to the direct stimulus-driven processing of regularity, this more indirect evaluation of temporal structure probably affords comparability of successive intervals in order to assess regularity in temporal structure. This process may also take advantage of the possibility of cyclic processing in cortico-striato-thalamo-cortical circuits. Indeed, it has been suggested that temporal processing and working memory may rely on the same prefrontal processing units (Lewis and Miall, 2006). In turn, these stages of temporal processing may represent precursors for the generation of predictions concerning temporal structure by inferring future events on the basis of an evaluation of past events, as well as for a subsequent long-term storage of temporal structure.

3.4 Some missing components

Although the core components of a dedicated integrative temporal processing network have been outlined in the preceding sections, the introduced network is by no means complete. Like other working models it is convenient but simplified to the extent that many open ends remain. Some of the most obvious omissions concern input to the basal ganglia from other cortical areas, including temporal cortex (Yeterian and Pandya, 1998; Budinger et al., 2000), direct cortico-cortical connections via white matter pathways such as the arcuate fasciculus (Rilling et al., 2008), the descending auditory pathway and connections from temporal cortex to the cerebellum via the pontine nuclei (Perales et al., 2006; Pastor et al., 2008), ascending projections from the cerebellum to temporal cortex (Heath and Harper, 1974), as well as direct subcortico-subcortical connections. For example, via the thalamus, the motor and non-motor domains of the cerebellar dentate are also connected directly to the striatum, and more specifically, the external segment of the globus pallidus (Hoshi et al., 2005). One may speculate that top-down connections from the cortex provide information to the cerebellum that is useful in the processing of formal structure in order to generate predictive models, whereas bottom-up connections to the earliest stages of sensory processing play a role in coding the precise timing of predictions (Ghajar and Ivry, 2009) by transmitting event-based “wake-up-calls” for attention, which serve as attractors for attention.
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oscillations and set the stage for attention-dependent temporal processing. In other words, the processing of formal structure in feed-forward and feed-back networks may afford predictions concerning *what* event happens next, whereas oscillations may generate predictions concerning *when* the next event occurs (Buzsaki and Draguhn, 2004).

There is also evidence for reciprocal connections between the cerebellum and the basal ganglia, which provide each structure with the opportunity to influence the other (Bostan and Strick, 2010; Bostan et al., 2010). Evidence for these structural connections substantiates speculations regarding functional connectivity between the cerebellum and the putamen in temporal processing (O’Reilly et al., 2008). Besides bidirectional connections, entirely subcortical loops involving the basal ganglia may also have to be considered (McHaffie et al., 2005). Another important issue concerns the relative weighting of output from and input to key structures of the network. For example, the thalamus receives most of its input not from subcortical structures but from the cortex (Sherman and Guillery, 2006), while the SMA receives considerably more input from the basal ganglia than from the cerebellum (Rouiller et al., 1994; Sakai et al., 1999; Akkal et al., 2007). These mere weightings probably reflect important functional specifications. Potentially, these weightings are compatible with the proposed network, in which a specific cerebellar output could be processed repeatedly in cortico-striato-thalamo-cortical circuits in order to evaluate its temporal structure. Eventually, it may turn out necessary to integrate some of these missing components into a more detailed account of dedicated temporal processing, however, at this stage such account is highly speculative and beyond the scope of this work.
III. Empirical Part
4. Empirical part - overview

The following empirical part consists of three individual articles. These articles provide a representative contribution to the outlined framework of a dedicated integrative temporal processing network introduced beforehand. While parts of this network have previously been discussed in relation to speech processing (Kotz et al., 2009; Kotz and Schwarte, 2010), these articles take a more general stance with respect to temporal processing. All articles appear unchanged in the form of the published manuscripts. Titles and numbering of the sections, as well as the original reference style is maintained throughout the articles, with individual references listed separately at the end of each article.

Taken together, the selected articles cover behavioral, neuroimaging, as well as meta-analytic methods. The first article describes a study that is concerned with adaptive sensorimotor synchronization in patients with focal basal ganglia lesions and healthy control participants. Article two discusses EEG data that was obtained by contrasting temporal regularity and temporal irregularity in both pre-attentive and attention-dependent experimental settings. Finally, the third article presents a meta-analysis of fMRI studies which dissociates the specific roles of pre-SMA and SMA-proper in temporal processing.
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The impact of basal ganglia lesions on sensorimotor synchronization, spontaneous motor tempo, and the detection of tempo changes

Michael Schwartze *, Peter E. Keller, Aniruddh D. Patel and Sonja A. Kotz

Max Planck Institute for Human Cognitive and Brain Sciences
Independent Research Group "Neurocognition of Rhythm in Communication", Leipzig, Germany

Max Planck Institute for Human Cognitive and Brain Sciences
Max Planck Research Group "Music Cognition and Action",
Leipzig, Germany

The Neurosciences Institute, San Diego, USA

18 text pages, 8 figures, 1 table

Corresponding author*:
Michael Schwartze
Max Planck Institute for Human Cognitive and Brain Sciences
Research Group “Neurocognition of Rhythm in Communication”
Stephanstrasse 1a, 04103 Leipzig, Germany
Tel: +49 341 99402473
Fax: +49 341 99402260
Email: schwartze@cbs.mpg.de
Abstract

The basal ganglia (BG) are part of extensive subcortico-cortical circuits that are involved in a variety of motor and non-motor cognitive functions. Accumulating evidence suggests that one specific function that engages the BG and associated cortico-striato-thalamo-cortical circuitry is temporal processing, i.e. the mechanisms that underlie the encoding, decoding and evaluation of temporal relations or temporal structure. In the current study we investigated the interplay of two processes that require precise representations of temporal structure, namely the perception of an auditory pacing signal and manual motor production by means of finger tapping in a sensorimotor synchronization task. Patients with focal lesions of the BG and healthy control participants were asked to align finger taps to tone sequences that either did or did not contain a tempo acceleration or tempo deceleration at a predefined position, and to continue tapping at the final tempo after the pacing sequence had ceased. Performance in this adaptive synchronization-continuation paradigm differed between the two groups. Selective damage to the BG affected the abilities to detect tempo changes and to perform attention-dependent error correction, particularly in response to tempo decelerations. An additional assessment of preferred spontaneous, i.e. unpaced but regular, production rates yielded more heterogeneous results in the patient group. Together these findings provide evidence for less efficient processing in the perception and the production of temporal structure in patients with focal BG lesions. The results also support the functional role of the BG system in attention-dependent temporal processing.

Keywords: basal ganglia, temporal processing, tapping, synchronization, lesion, tempo change, attention
1. Introduction

Individuals continuously adjust their behavior to environmental changes. The underlying adaptive process unfolds in time and involves the cyclic processing of motor and sensory information [1]. The question arises whether this cyclic processing is merely intrinsically temporal or to what extent temporal information is actually processed and used as a source of information in itself. Some internal representation of temporal structure is a prerequisite for efficient timing, which in turn bears the potential to optimize adaptive processes. Efficient timing of behavior implies temporally appropriate reactive and proactive actions. The latter depend on anticipation and predictions about the temporal structure of future changes or events as well as the ability to temporally align behavior with these events. Both aspects converge in sensorimotor synchronization (SMS).

SMS is a specific form of adaptive interaction with the environment. It is an extensively studied process that merges motor and non-motor components in a single setting. SMS can be characterized as the temporal coordination of a motor rhythm with an external rhythm [for reviews see 2, 3]. This temporal coordination can be conceived as synchronization. Synchronization denotes the “adjustment of rhythms of oscillating objects due to their weak interaction” [4]. An oscillation is defined by its phase, relative to another oscillation, and period, and provides a means to describe the temporal relation of the events that constitute a rhythm in terms of frequency, i.e. the repetition of similar events in a specific amount of time. Complex rhythmic activity and synchronization between different rhythms constitute central aspects of life. Physiological rhythms interact continuously with each other and the environment in order to mediate between internal and external events [5]. In cognition, this implies adaptation of internally-generated to external rhythms via unidirectional coupling which eventually leads to stimulus-driven synchronization of behavior.

Both SMS and temporal processing have been modeled on the basis of oscillations and the fundamental dissociation of automatic and controlled sub-processes. For example, temporal processing is hypothesized to rest on the coincidental activation of medium spiny neurons in the BG by ensembles of cortical neural oscillations [6, 7]. In SMS, the period of an adaptive oscillatory timekeeper is assumed to reflect the temporal structure of the pacing signal, thereby establishing a reference for the timing of successive motor commands [8]. In this context, the
current study investigates a combination of these aspects by providing BG patients and controls with an oscillatory perceptual input whose temporal structure needs to be exploited to generate oscillatory motor behavior. Error correction mechanisms adjust the phase and period of the internal timekeeper oscillation if it is confronted with a perturbation, i.e. a change in the temporal structure of the pacing signal. These error correction mechanisms are dissociable based on their dependence on attention, the intention to adapt, and awareness of a tempo change [9]. Whereas phase correction depends solely on the intention to maintain synchrony and can therefore be considered automatic, period correction depends also on attention and awareness of the tempo change.

A comparable dissociation between automatic and controlled mechanisms has been proposed with respect to temporal processing [10]. More specifically, the cerebellum (CE) performs automatic or pre-attentive, short-range, event-based temporal processing, while in parallel, the BG and cortico-striato-thalamo-cortical circuitry engage in attention-dependent, longer-range, interval-based temporal processing [7, 11, 12]. Attention or the ability to attentively detect a change in temporal structure may therefore not only decide upon the type of error correction, but also upon the primary temporal processing system. Temporal structure may thereby influence cognitive processes, e.g. as the basis for attentional set shifting and sequence coordination [13]. This view is consistent with Dynamic Attending Theory (DAT, 14), which proposes that attention can be modeled as a self-sustained oscillation capable of entrainment. Within the framework of DAT, the temporal structure of a stimulus guides the allocation of attentional resources thereby evoking stimulus-driven attending [15]. On this basis, attentive adaptation to tempo change in SMS would depend on the parallel engagement of pre-attentive and attention-dependent temporal processing systems, as well as phase and period correction to adjust internal timekeeper and/or attention oscillations.

The role of the BG in temporal processing and in SMS has been investigated primarily in patients with Parkinson’s Disease (PD), albeit with mixed results [16, 17, 18]. Studies involving PD patients also suggest difficulties in beat extraction and the comparison of rhythmic sequences [19]. However, PD is a progressive neurodegenerative disease, and besides medication and different PD subgroups [20] some of the heterogeneity of the respective results may be due to the variable extent of cortical damage in this population, which can be minimal or absent in patients with BG lesions [21, 22]. Studies on SMS involving patients with focal lesions of the BG are
scarce. Aparico et al. [23] used a synchronization-continuation paradigm and found no evidence for impaired temporal processing performance in this group. Different tasks, stimulus characteristics, and cognitive sets add further complexity to the identification of specific BG and cerebellar temporal processing functions [24].

Besides attention, temporal range seems to be an important factor, as temporal processing evolves across different timescales that may map onto different physiological and psychological mechanisms [10, 24, 25]. A well-defined boundary between short-range and longer-range temporal processing remains elusive, although values around 500 ms [26] and close to 1000 ms [27] have been suggested. Fraisse [28] emphasizes that synchronization is most stable for tempi between 400 and 800 ms, while the intermediary tempo of 600 ms is most representative for unpaced, spontaneous motor activity. This has been confirmed in more recent studies [29] that also found a correlation between individual spontaneous motor tempo (SMT) and a preferred perceptual tempo [30]. It corresponds to the “indifference interval” or “indifference zone” that is neither systematically overestimated nor underestimated [28, 31]. A tempo of 600 ms is within the range for optimal pulse sensation [32] and tempo sensitivity [33, for a review see 34]. Although originating from a different perspective, Karmarkar and Buonomano [35] hypothesize that temporal processing between 400 and 800 ms may be accurately performed by mechanisms underlying both time perception and time estimation. Hence, the SMS task in the current study incorporated a base tempo of 600 ms and tempo changes that induced shifts relative to this base tempo. This procedure should perturb the synchronization of internal timekeeper and/or attention oscillations. We expected that damage to the cortico-striato-thalamo-cortical attention-dependent temporal processing system due to BG lesions should lead to difficulties in the evaluation of temporal structure and consequently in maintaining attentive synchrony. These difficulties should compromise the ability to detect and to assess a tempo change which should in turn lead to a lesser degree of attention-dependent period correction during SMS in the patient group, while automatic phase correction should be preserved.

We assessed SMT before and after the main SMS task to explore whether the SMT of patients with BG lesions differs from that of healthy controls and whether it would be influenced by the intervening SMS task. For example, stronger reliance on the unimpaired cerebellar short-range system in the patient group may be reflected by a preference for faster SMT rates. SMT is not constrained by simple biomechanical mechanisms [28] and in the absence of an external
pacemaker it has to rely on internally generated temporal structure and simultaneous monitoring of temporal regularity. We hypothesized that faster SMT rates in the patient group could reflect stronger reliance on the unaffected cerebellar short range temporal processing system. BG lesions should compromise both the consistency of internally generated temporal structure and the monitoring process, which in turn should lead to increased tapping variability in the patient group. In general, a better understanding of these fundamental mechanisms and the way they are altered in this specific patient group is not only important for modeling the mechanisms underlying the adaptive interaction with the environment but may also be helpful in optimizing the temporal structure of compensatory strategies used in therapeutic settings.

2. Materials and Methods

2.1 Participants

10 patients with focal lesions of the BG due to stroke (mean 6.2 years post lesion onset, SD = 2.5) and 10 healthy controls (one woman per group) participated in the current study. None had prior experience with finger tapping in an experimental setting. The group comprised eight patients with partial middle central artery infarction and two patients with intracerebral hemorrhage. Lesions were left-lateralized in eight, and right-lateralized in two patients. In seven patients lesions affected anterior and posterior parts of the striatum. In two patients lesions were focused in the posterior striatum, and in one patient in the anterior striatum, respectively. A structural overlay of the lesions is depicted in Fig 1. Ages ranged from 30 to 68 years and mean age was 46.7 years (SD = 13.3). Healthy controls were recruited via the database of the Max-Planck Institute for Human Cognitive and Brain Sciences and matched the patients in terms of age, education (in years), gender and handedness. All participants received a compensatory fee and gave their informed consent before they were tested. The study was approved by the local medical ethics committee at the University of Leipzig.
2.2 Spontaneous motor tempo task

To assess the SMT of patients and controls we applied a similar procedure as McAuley and colleagues [29]. Participants were asked to tap regularly at their most comfortable rate for a short period of time. A single tone sounded after 31 taps (30 inter-tap intervals (ITI)) were recorded. No auditory feedback was given. This task was carried out before and after the main SMS task in order to test for the potential influence of this task on SMT rates.

2.3 Sensorimotor synchronization task

All participants used the index finger to tap on an electronic percussion pad (Roland SPD-6) placed on a table in front of them. The pad was connected to a Windows PC via a MIDI interface. A quiet “thud” sound with intensity proportional to tapping force was produced upon impact with the rubber surface of the pad. This sound was further attenuated by the use of headphones. However, no digital sound output was provided. The manual mode of the pad was selected (as opposed to drumstick mode). Prior to the SMT and SMS tasks, all participants were allowed to
familiarize themselves with the setting, and to test different styles of tapping in order to find the most comfortable tapping position. Some participants decided to tap while holding their forearm above the pad, but most preferred to rest their hand on the pad. All patients tapped with their less affected ipsilesional hand in order to reduce possible confounds of impaired motor control. Some patients reported that they had used this hand more frequently in the average 6.2 years since lesion onset. Control participants tapped with their dominant right hand. The adaptive timing task applied in this study was the same as the one used by Repp and Keller [9] with the exception that the current base tempo was 600 ms instead of 500 ms.

Stimulus presentation and tap recording was controlled by a program written in MAX (http://www.cycling74) running on a Windows PC. Stimuli were presented via headphones (Sennheiser HD 202) at a comfortable intensity. A total of 100 pseudo-randomized synchronization-continuation trials were processed in 10 blocks of 10 trials each. 10 identical high-pitched piano tones (C8; 4176 Hz) were used as pacing stimuli during the synchronization phase of each trial. In eight trials per block the initial inter-onset interval (IOI) of 600 ms was presented six times and was then followed by tempo accelerations or decelerations with a magnitude of 30, 45, 60 or 75 ms for the three remaining IOIs. Two trials per block did not contain a tempo change and served as control sequences. Thus, if the trial contained a tempo change, it occurred between the 7th and 8th tone of the pacing sequence. Participants were instructed to start tapping with the third tone of the pacing sequence. An additional single tone of lower pitch (E7) marked the end of the continuation phase and served as a signal to stop tapping. Awareness of the tempo change was assessed by means of a perceptual judgment. At the end of each trial, participants reported orally whether they had perceived a deceleration, acceleration or no tempo change within the pacing sequence. Presentation of the next trial started two seconds after the experimenter recorded the decision via key press. All data were acquired during a single session of approximately 60 minutes.

Missing taps and taps that either followed the target position by more than 130 ms or preceded it by more than 150 ms were excluded from the analysis and are referred to as errors. For the control sequences, mean asynchrony (MA) between taps and pacing sequence tones, variability of asynchronies, mean ITI during synchronization and continuation, and variability for ITIs produced during synchronization and continuation were calculated. Adaptation to tempo changes was assessed in terms of mean ITIs, error correction and perceptual sensitivity to tempo changes.
changes on five positions of interest (s0, s1, s2, s3, c). Position s0 corresponds to the ITI terminated by the tap that coincided approximately with the first tone at the new sequence tempo. This is followed by positions s1, s2 and s3. Position s3 thus corresponds to the ITI initiated by the tap coinciding approximately with the last sequence tone. Finally, c represents the average ITI during the whole continuation phase [9].

3. Results

3.1 Spontaneous motor tempo

Mean SMT in the patient group was 551 ms (SD 105 ms) before, and 541 ms (SD 58 ms) after the SMS task. For the control group the corresponding values were 536 ms (SD 30 ms) before, and 552 ms (SD 26 ms) after the SMS task (Fig. 2). Distribution of SMT rates differed between the two groups. Levene’s test of equality of error variances revealed that the patient group was more heterogeneous than the control group before, $F(1.18) = 5.94, p < .03$, and after the SMS task, $F(1.18) = 7.64, p < .02$. However, contrary to our prediction there was no unitary trend towards either shorter or longer ITIs. Instead, patients demonstrated both fast and slow SMT rates, while controls’ SMT rates clustered around 550 ms.
Fig. 2. Distribution of spontaneous motor tempo for patients with basal ganglia lesions and healthy controls before and after the adaptive timing task. ITI = intertap interval.

SMT variability was assessed by the coefficient of variation (CV) that was computed by dividing the standard deviation of individual ITIs within a trial by the mean ITI. Tapping variability was higher in patients than in controls (Fig. 3). Furthermore, variability was generally lower after the adaptive timing task than before it. This was the case both in patients and in controls. In this case, Levene’s test of equality of error variances was not significant. A 2 x 2 ANOVA with factors group (patients vs. controls) and test time (before vs. after the adaptive timing task) yielded significant differences for group $F(1.18) = 6.74, p < .02$ and test time $F(1.18) = 6.45, p < .03$; but no significant interaction, group x test time $F(1.18) = 3.44, p = .08$. These results imply more variable generation of temporal structure in the patient group.

Due to erratic performance during the subsequent SMS task one patient and the respective control had to be excluded from all further analyses except for the detection task. Exclusion of these participants changed the results of the preceding ANOVA to group $F(1.16) = 7.78, p < .02$; test time $F(1.16) = 4.84, p < .05$; and group x test time $F(1.16) = 3.84, p = .07$. 
3.2 Adaptive timing task

For the full sample of participants, the percentage of errors was 4.5% for patients and 1.4% for controls, $t(18) = 1.90, p = .07$. However, one patient and the respective control were excluded from all further analyses. This patient tapped at a tempo independent of the pacing sequence tempo. Mean ITI was 497 ms for synchronization and 496 ms for continuation. The tapping was quite stable during synchronization (CV = .053) and highly stable during continuation (CV = .036). It is tempting to speculate that the tempo of the pacing sequence distracted the patient from tapping at a preferred rate (SMT before = 437 ms and SMT after = 482 ms). For the remaining participants, percentage of errors was 3.4% for patients and 1.5% for controls, $t(16) = 1.34, p = .16$. Results for the control sequences without a tempo change are provided in Tab. 1. The negative values for MA indicate that the taps preceded the pacing stimulus, which is a typical finding for SMS in inexperienced tappers [36].
While the groups did not differ with respect to MA, $t(16) = .34, p = .74$, the CV for asynchronies was higher for patients $t(16) = 2.36, p < .04$. Mean ITIs, and CVs for synchronization and continuation were analyzed in separate 2 x 2 ANOVAs to test for the effects of phase (synchronization vs. continuation) and group (patients vs. controls). The ANOVA on mean ITIs revealed no significant differences, phase $F(1.16) = .75, p = .40$; group $F(1.16) = .17, p = .69$; phase x group $F(1.16) = .02, p = .90$. However, the ANOVA on CV of ITIs yielded a significant effect for phase $F(1.16) = 19.25, p < .01$, but not for group $F(1.16) = .70, p = .42$, and no significant interaction phase x group $F(1.16) = .055, p = .82$, indicating less variability during the paced synchronization phase. Together, these results demonstrate that the patients could principally synchronize their motor behavior with the auditory pacing sequences.

To examine the adaptive response to the tempo changes, mean ITIs were plotted as a function of final sequence tempo separately for all sequences, including the control sequences, for patients and controls for each sequence position of interest ($s_0, s_1, s_2, s_3, c$) (Fig. 4).

{| | Mean Asynchrony | CV Asynchrony | Mean ITI Synchronization | Mean ITI Continuation | CV ITI Synchronization | CV ITI Continuation |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td>-31</td>
<td>0.048</td>
<td>596</td>
<td>595</td>
<td>0.057</td>
<td>0.061</td>
</tr>
<tr>
<td>Controls</td>
<td>-26</td>
<td>0.034</td>
<td>600</td>
<td>598</td>
<td>0.041</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Tab. 1. Mean Asynchrony, mean intertap interval (ITI), and coefficient of variation (CV) of ITIs for patients and controls during synchronization and continuation.
Fig. 4. Mean intertap intervals (ITI) for basal ganglia patients and healthy controls as a function of the final sequence inter-onset interval (IOI).

Regression lines were fitted to the slopes of these ITI functions and were used as adaptation indices (Fig. 5). A value of 1 represents perfect adaptation, values less than 1 indicate undercorrection and values greater than 1 overcorrection. Adaptation indices were computed separately for tempo increases (i.e., faster tempi with final sequence IOIs < 600 ms) and tempo decreases (slower tempi with final sequence IOIs > 600 ms).
A 2 x 2 x 4 ANOVA was conducted to examine the effects of group (patients vs. controls), tempo (faster vs. slower), and position (s1, s2, s3, c) on adaptation indices. The observed adaptation indices differed between the groups $F(1.16) = 5.43, p < .04$ and between positions $F(3.48) = 9.32, p < .01$. Adaptation indices were generally higher in controls than in patients, and decreased across sequence positions in both groups. However, there were no significant interactions between group x tempo $F(1.16) = 2.97, p = .10$ or position x group $F(1.16) = .33, p = .57$. Error correction was partitioned into phase correction and period correction according to the two-process model of error correction [8]. These types of error correction were estimated by determining the values of the parameters that led to the best fit between predictions based on the two-process model of error correction (implemented in MATLAB) and the observed adaptation.
indices [9]. Average phase and period correction estimates for tempo increases and decreases are shown separately in Fig. 6 for patients and controls. The fact that these values are higher than those observed by Repp and Keller [9] may be attributed to the participants’ relative inexperience with finger tapping (Repp and Keller tested highly trained tappers) and/or the slower base tempo employed in the current study (600 ms vs. 500 ms).

![Fig. 6. Phase and period correction estimates for basal ganglia patients and healthy controls for tempo accelerations (faster) and decelerations (slower).](image)

Separate 2 x 2 ANOVAs, with independent variables group (patients vs. controls) and tempo (faster vs. slower), were conducted for phase and period correction. The results indicated that period correction was generally more effective at faster tempi, Tempo $F(1.16) = 8.14, p < .02$. However, the effects of tempo on period correction were different for patients and controls,
group x tempo $F(1.16) = 9.625, p < .01$. Patients engaged in less effective period correction at slower tempi than at faster tempi, $F(1.8) = 14.52, p < .01$, whereas such effects of tempo on period correction were absent in controls, $F(1.8) = .40, p = .85$.

### 3.3 Detection task

At the conclusion of each synchronization-continuation trial, participants were required to indicate orally whether the pacing sequence tempo had become faster, slower, or had remained constant. Average responses are shown for both groups in Fig. 7.
The responses of all participants were converted into $d'$ scores in order to take potential response biases into account (Fig. 8). These scores were computed by subtracting $z$-transformed false alarm rates (i.e., the proportion of “slower” or “no change” responses for tempo increases, and “faster” or “no change” responses for tempo decreases) from hit rates (“faster” responses for tempo increases, and “slower” responses for tempo decreases). In accordance with our hypotheses, patients seemed to be more accurate for tempo accelerations while their performance for decelerations reached a plateau at +45 ms. A $2 \times 2 \times 4$ ANOVA on these scores tested for the effects of group (patients vs. controls), tempo (faster vs. slower), and magnitude (+/− 30, 45, 60, 75 ms). This ANOVA was computed for the whole sample of participants as the perceptual judgment did not involve any motor component.

A main effect of group was significant, $F(1.18) = 5.01, p < .04$, which confirms that patients were generally less sensitive to the tempo changes than controls. The effect of
magnitude was significant, $F(3.48) = 8.02, p < .01$ and greater for accelerations than for decelerations, tempo x magnitude $F(3.48) = 21.64, p < .01$. There was no significant three-way interaction. Only an additional post-hoc 2 x 2 ANOVA restricted to the perceptually most salient changes (+/- 75 ms) that should easily draw attention yielded an interaction for group x tempo, $F(1.18) = 5.45, p < .03$.

![Detection Accuracy Graph]

**Fig. 8.** Accuracy in the detection of tempo change for basal ganglia patients and healthy controls.

### 4. Discussion

The current study explored spontaneous motor tempo and sensorimotor synchronization in patients with focal BG lesions by means of two finger tapping tasks. Damage to the BG was associated with a more heterogeneous distribution of individual rates as well as more variable tapping during the SMT task. These results confirm that BG lesions have an effect on SMT in that they affect the ability to execute a steady sequence of periodic actions. Given the role of the
BG in attention-dependent temporal processing, higher variability may be caused by imprecise representations of temporal structure. Alternatively, it could be simply due to noisy motor implementation. However, it seems unlikely that this is also the reason for the more heterogeneous distribution of SMT rates. In general, patients performed well in both tapping tasks and did not report difficulties with tapping per se. This suggests, that the freely chosen SMT rates reflect a different process. In the absence of external cues, SMT has to rely on internally generated, temporally regular pacing information. Such internal pacemaker function most likely engages the pre-supplementary motor area (pre-SMA) and its connections to the BG. The pre-SMA contributes to the planning and initiation of simple and complex action sequences, including those required during speech production [37]. Pre-SMA recruitment is strongest when actions are freely chosen and are not guided by external signals [38, 39], with increased activation in early PD patients [40]. However, the pre-SMA is also involved in perceptual temporal processing [41, 42], indicating a function in production and perception. Hence, heterogeneous SMT rates and higher variability can be explained on a structural level by impaired processing of temporal structure in connections from the pre-SMA to the anterior striatum [43, 44], the site affected in most patients.

Patients demonstrated good overall performance during SMS, however, they tapped with relatively high variability and their error correction was affected. More specifically, attention-dependent period correction was less efficient in response to tempo decelerations. Again, higher variability may be due to noisy motor implementation, whereas the difference in error correction hints at another process. While any specific value such as the 600 ms tempo used in the current study is certainly too precise to dissociate short-range from longer-range temporal processing, tempo changes relative to this base tempo were sufficient to induce a distinct impairment in the patient group. The fact that period correction was affected supports the notion of specific attention-dependent mechanisms underlying SMS and temporal processing. This process may be modeled as entrainment of the timekeeper and/or attention oscillation by a pulse train [4]. Whereas phase correction would be sufficient to compensate for subliminal perturbations encoded by the pre-attentive temporal processing system, additional period correction would be needed to adapt if the period of the internal timekeeper has to be adjusted. In the absence of subdivisions, that is, in the context of 1:1 tapping [45], phase correction is assumed to reflect a lower-level process and to rest on times of occurrence or reference points, whereas period
correction is assumed to rest on intervals and to involve some form of memory for at least one preceding event. Based on EEG data, Praamstra et al. [46] localized period correction in the supplementary motor area (SMA). The finding of impaired period correction is thus in line with the proposed role of the BG in interval-based, longer range temporal processing and an ongoing evaluation of temporal structure in cortico-striato-thalamo-cortical circuits involving the pre-SMA.

The periodically spaced events of the pacing sequence promote stimulus-driven synchronization. However, if attention-dependent temporal processing is necessary to recognize temporal regularity, BG lesions could be responsible for an erratic evaluation of temporal structure and inaccurate predictions about upcoming events. In line with DAT, this should affect the ability to focus attention in time and to detect a tempo change. In other words, while the temporal structure of successive pacing events conveys regular temporal structure that is precisely encoded by the pre-attentive temporal processing system, its potentially facilitatory effect on synchronization is weakened by inefficient attention-dependent temporal processing. This relates to the difficulties of PD patients in processing rhythms with a beat structure [19] and evidence for difficulties in temporal preparation in contrast to intact encoding of temporal intervals [47]. Damage to the BG may affect the ability to evaluate the temporal relations between successive events, thereby compromising the use of this information to compare rhythms, to align motor behavior, or to allocate attention. The detection of a subsequent event may then be affected by both imprecise representation and evaluation of temporal structure on the one hand and inefficient allocation of attention in time on the other hand. This in turn may explain the difficulties that patients displayed in detecting the tempo changes embedded at a predictable position in the pacing sequences.

The results of the present study speak in favor of a function of the BG in SMS that is not restricted to motor control, but that extends to attention-dependent temporal processing. Temporal processing and the recognition of temporal regularity are crucial for anticipation, which in turn is necessary to temporally align actions to events in the environment. The additional finding of reduced perceptual sensitivity to tempo changes in BG patients points to a temporal processing network that is engaged in both production and perception. Together, attention-dependent temporal processing and resulting difficulties to exploit temporal structure in
stimulus-driven attending and adaptive motor control offer an explanation for the observed differences between patients with BG lesions and healthy controls.
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Abstract

Temporal regularity allows predicting the temporal locus of future information thereby potentially facilitating cognitive processing. We applied event-related brain potentials (ERPs) to investigate how temporal regularity impacts pre-attentive and attentive processing of deviance in the auditory modality. Participants listened to sequences of sinusoidal tones differing exclusively in pitch. The inter-stimulus interval (ISI) in these sequences was manipulated to convey either isochronous or random temporal structure. In the pre-attentive session, deviance processing was unaffected by the regularity manipulation as evidenced in three event-related-potentials (ERPs): mismatch negativity (MMN), P3a, and reorienting negativity (RON). In the attentive session, the P3b component was smaller for deviant tones embedded in irregular temporal structure, while the N2b component remained unaffected. These findings confirm that temporal regularity can reinforce cognitive mechanisms associated with the attentive processing of deviance. Furthermore, they provide evidence for the dynamic allocation of attention in time and dissociable pre-attentive and attention-dependent temporal processing mechanisms.
1. Introduction

Continuous change is a fundamental characteristic of life. Changes generate temporal structure or events in time, with effective behavior depending in part on the temporal coherence of cognition, action, and these events. The key to temporal coherence is adequate timing, i.e., the ability to be in the right place at the right time. Timing and temporal organization are not only crucial in overt behavior but also in cognitive processes and the allocation of cognitive resources (Fuster, 2001). How do neurocognitive processes cope with the temporal structure of the environment to achieve adequate timing in cognition and action? Adequate timing implies some internal representation of temporal structure. It is unclear though whether temporal structure is processed implicitly, or whether an explicit representation of temporal structure is generated by dedicated temporal processing systems (Buonomano, 2007; Ivy and Schlerf 2008). Some neurofunctional models suggest that dedicated temporal processing is a function of classical motor systems of which the cerebellum is involved in pre-attentive, short-range, event-based temporal processing, and the basal ganglia are engaged in attention-dependent, longer-range, interval-based temporal processing (Ivry, 1996; Lewis and Miall, 2003; Spencer et al., 2003; Buhusi and Meck, 2005). A benefit that may arise from the explicit processing and the evaluation of temporal structure is to recognize and prospectively use temporal regularity. This would allow to predict the temporal locus of future events and to allocate attention towards important aspects of information. Expectations and prior knowledge about upcoming information should entail optimized timing in cognition and action even if the use of temporal structure is subconscious and unintentional, i.e., if temporal processing is exogeneous (Nobre et al., 2007; Coull and Nobre, 2008).

The proposed dissociation of pre-attentive and attention-dependent temporal processing systems offers a starting point to further characterize the underlying processes. In this context, important issues concern (1) the moment at which attention affects temporal processing, (2) whether temporal structure can be processed without adopting strategies for estimating time (Grondin, 2001), and (3) how attention is allocated and maintained in the presence of acoustic, and hence inherently temporal, signals. Early on, Bolton (1894) emphasized that attention appears discontinuous and intermittent, and that it manifests in a wave-like form or a series of pulses. Consequently, some form of adaptation deems necessary to align the internal fluctuation
of the attentional focus with the temporal structure of external events. With respect to the auditory domain, one important aspect in this interplay could be the bias of the auditory system to search for regularities in sensory input (Winkler et al., 2009). Although continuously changing, the temporal structure of the environment is not arbitrary. Any perceived regularity in temporal structure can indicate a pattern. Temporal patterns emerge in both the environment and in the allocation of attention (Jones and Boltz, 1989). This transient temporal stability in combination with predictive processing is fundamental for optimal anticipatory timing in cognition and action. This notion is expressed in Dynamic Attending Theory (DAT; Jones and Boltz 1989; Large and Jones, 1999). DAT proposes that internal attending rhythms synchronize with external event structure. This mechanism may be relevant to dissociate pre-attentive from attention-dependent temporal processing mechanisms. Ongoing processing of relatively stable temporal relations instantiates a repetitive process which can be conceived of as an instance of oscillatory activity. Oscillatory activity and interactions between different oscillations caused by appropriate external or internal stimulation constitute another fundamental characteristic of life (Glass, 2001). Their interplay represents an inherent property of both, living things and the activity of attending (Jones and Boltz, 1989). As such, oscillatory mechanisms provide a realistic computational basis to model the “adaptation to change by anticipation” (Fraisse, 1963, pp. 18). DAT proposes that one or more attention oscillations entrain to the rate and rhythm of external events (Large and Jones, 1999), i.e., adaptive oscillations lock into the temporal structure of the stimulation, thereby establishing synchronized processing. If confronted with a change in temporal structure, the oscillations adjust their phase and period in order to maintain or to reestablish synchronization. The result of this process is stimulus-driven attending (Barnes and Jones, 2000). DAT provides a framework capable of explaining how temporal structure guides attention on a moment-to-moment basis and temporal dependencies within a pattern, i.e. the possible influence of preceding temporal structure on subsequent temporal processing, and the influence of global temporal context (McAuley and Miller, 2007).

In the current study we used ERPs to investigate the impact of regular and irregular temporal structure on the pre-attentive and attentive processing of change by means of auditory oddball sequences. An oddball sequence consists of more (standard) and less (deviant) frequent events, with the deviant event violating some rule established by the standard. Pre-attentive and attentive processing of this deviation is associated with distinct sets of endogenous ERPs. With
respect to the former we focus on mismatch negativity (MMN), P3a, and reorienting negativity (RON), and with respect to the latter on N2b and P3b.

In combination, MMN, P3a, and RON form the “distraction potential” (Escera and Corral, 2007). The MMN has a fronto-central scalp distribution and is elicited in response to a discriminable change in auditory stimulation compared to a repetitive aspect of preceding stimuli retained in short-term memory (Näätänen et al., 1978; Näätänen, 2007; Garrido et al., 2009). Usually the MMN peaks around 100 to 200 ms after the presentation of the deviant event. It reflects pre-attentive processing of sensory information as events in time, including auditory duration discrimination (Näätänen et al., 2004; Näätänen, 2007). The term MMN has largely replaced the classification of this component as a subcomponent of the N2 under the N2a label (Folstein and van Petten, 2008). The P3a is a fronto-centrally distributed positive deflection evoked by task-irrelevant salient events (Linden, 2005), whereas the later fronto-central RON reflects restoration of the task-optimal selective attention set following distraction by task-irrelevant events (Schröger and Wolff, 1998). However, although these components are related to the processing of deviant changes in the environment they can be elicited independent of each other (Horváth et al., 2008).

With respect to attention-dependent processing we concentrate on another fronto-central N2 subcomponent, the N2b, associated with the attentive detection of a deviant event, and the P3b, which typically peaks around 300 ms after the presentation of a deviant event. Like the P3a, the more centro-parietal P3b is part of the P300 complex (Polich and Criado, 2006; Volpe et al., 2007). However, each P3a is accompanied by a smaller P3b and vice versa (Linden, 2005). The P3b is commonly related to a task-relevant alteration of a mental model of the environment, a stimulus-driven attention mechanism, and memory processing (Linden, 2005; Polich, 2007). The goal of the current study was to investigate how the contrast between regular, and therefore highly predictable temporal structure, and irregular temporal structure would modulate the aforementioned ERP components associated with various aspects of the processing of deviance. In line with DAT, regular temporal structure was expected to narrow the attentional focus and to promote synchronization, whereas irregular structure should widen the attentional focus and promote reactive attending (Jones et al., 2002). We consider the ERP modulation as an index for the quality of stimulus-driven synchronization, the dynamic allocation of attention, and the quality of cognitive processes associated with the processing of deviant events. Specifically, we
hypothesize that attention-dependent recognition of temporal regularity and the subsequent use of this information to predict upcoming events results in an enhanced amplitude of the N2b and P3b components in response to deviants embedded in regular temporal structure relative to those embedded in irregular temporal structure. This enhancement should be similar for the pre-attentive processing of change, and the distraction potential, i.e., MMN, P3a, and RON, only if the underlying mechanism is also sensitive to temporal regularity. Alternatively, if attention-dependent temporal processing is necessary to exploit regularity, pre-attentive temporal processing should not benefit from temporal regularity. In this case the distraction potential should be resistant against the manipulation.

2. Materials and Methods

2.1 Participants

Twenty-four right-handed volunteers (12 females) participated in the study. Ages ranged from 19 to 30 years (mean: 24.4; SD: 2.8 years). All participants were students at the University of Leipzig and were recruited via the database of the Max-Planck Institute for Human Cognitive and Brain Sciences in Leipzig. None of the participants reported any neurological dysfunction or a hearing deficit at the time of testing. All participants gave their written informed consent and received a compensatory fee. The study was approved by the ethics committee of the University of Leipzig.

2.2 Stimulus presentation, EEG recording, and ERP analysis

The stimulus material consisted of two equidurational (300 ms; 10 ms rise and fall) sinusoidal tones. The tones were used to generate a temporally regular, i.e. isochronous, and a temporally irregular, i.e. random, auditory oddball sequence. The latter was created by varying the duration
of the inter-stimulus-interval (ISI) between individual tones. Whereas the ISI was 600 ms in the isochronous sequence, it was randomly assigned from a range between 200 and 1000 ms (normally distributed around an average 600 ms) in the random sequence. These specific parameters were chosen in order to take into consideration the privileged status of simple integer ratios and intervals lasting about 600 ms (Fraisse, 1982; Essens, 1986; Martin et al., 2007). An average SOA of 900 ms is still within the range of optimal tempo sensitivity (Drake and Botte, 1993), as well as the synchronization range (Fraisse, 1982). Thus, stimulus, ISI, and SOA intervals ranged from 300 to 1000 ms. The boundary between short-range and attention-dependent longer-range temporal processing mechanisms is commonly associated with values close to 1000 ms (Buhusi and Meck, 2005; Lewis and Miall, 2006). However, the mechanism underlying attention-dependent temporal processing is probably sensitive to intervals ranging from hundreds of milliseconds to seconds (Meck et al., 2008).

The two tones differed in frequency (600 Hz for standards, and 660 Hz for deviants (Fig 1)). Each oddball sequence comprised 512 standard and 128 deviant tones, corresponding to a total of 640 tones and a standard-to-deviant ratio of 4:1.

Presentation 12.0 (Neurobehavioral Systems) running on a Windows PC was used to create the pseudorandomized oddball sequence and to present the stimuli via two loudspeakers. Pseudorandomization ensured that no more than two deviant events could appear in a row. The 600 ms ISI in the isochronous sequence resulted in a 1:2 ratio for the duration of the filled stimulus intervals and the empty ISI intervals. The order of these sequences was pseudo-
randomized across participants. After the presentation of the first sequence, participants were given a 5 min. break. The experiment was split into two sessions on two consecutive days. All participants started with the pre-attentive session followed by the attentive session to preclude familiarity effects.

The EEG procedure was identical in both sessions. During the EEG recording participants sat in a sound-attenuated booth in front of a monitor. Ag/AgCl electrodes mounted in an elastic cap according to the 10-20 International system were used to record the EEG from 59 scalp sites with a sampling rate of 500 Hz. An anti-aliasing filter of 135 Hz was applied. Online reference was placed on the left mastoid and the sternum served as ground. Besides the EEG, horizontal and vertical electrooculography were recorded. Electrode impedance was kept below 5 kΩ. EEP 3.2 (Max-Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany) was used to process the data. All data were re-referenced offline to averaged mastoids. Prior to subsequent analyses, EEG epochs lasting from 100 ms pre-stimulus onset to 450 ms post-stimulus onset were scanned by an automatic algorithm to reject eye movements, blinks, muscle artifacts, and electrode drifting. Trials exceeding 30 µV (eye channels) or 40 µV (CZ) were rejected. An additional manual rejection of trials containing artifacts or electrode drifting was performed after visual inspection. All epochs of events corresponding to the presentation of a standard after a deviant as well as a deviant following another deviant were generally rejected. Remaining epochs were averaged for each participant and for the whole group.

Statistical analyses were performed using SAS 8.20.20 (SAS Institute Inc., Cary, USA) for subsets of electrodes in six regions of interest. These regions included left-anterior (AF7, AF3, F9, F7, F5, F3), left-central (T7, C5, C3, TP7, CP5, CP3), left-posterior (P7, P5, P3, PO7, PO3, O1), right-anterior (AF8, AF4, F10, F8, F6, F4), right-central (T8, C6, C4, TP8, CP6, CP4), and right-posterior (P8, P6, P4, PO8, PO4, O2) electrode sites. Based on visual inspection and preparatory timeline analyses on mean amplitudes for consecutive windows of 25 ms from stimulus onset up to 450 ms post-stimulus onset, 100 – 200 ms MMN, 225 – 325 ms P3a, and 325 – 450 ms RON windows were selected for the subsequent statistical main analyses for the pre-attentive session, while 125 – 225 ms N2b and 250 – 450 ms P3b windows were selected for the attentive session. Timeline analyses consisted of separate 2 x 2 x 2 x 3 ANOVAs with factors type (isochronous vs. random), condition (standard vs. deviant), hemisphere (left vs. right) and region (anterior vs. central vs. parietal) for each 25 ms window.
2.3 Tasks

In the pre-attentive session, participants were asked to watch a silent video clip (Deep Blue, 2003) and to fill out a short questionnaire about the video after the session. Prior to testing, participants were told that they should concentrate on the video and to ignore any auditory input. In contrast, participants were asked to concentrate on the tonal sequences and to silently count the deviants embedded in each sequence while fixating an asterisk displayed on the monitor during the attentive session. Participants reported the result of counting after each sequence. Thus, while the sequences themselves were attended to, explicit attention to temporal structure was not task-relevant. Rather, temporal structure served as an implicit attractor for attention-dependent temporal processing. An additional sequence of eight tones, including five deviants, was appended to each random sequence in order to avoid identical numbers of deviants in each sequence. These additional tone sequences were excluded from all ERP analyses.

3. Results

3.1 Pre-attentive session

The percentage of correct answers given in the questionnaire after the pre-attentive session was 84.38 (SD 16.17), indicating that participants did indeed pay attention to the content of the video clip. Both isochronous and random oddball sequences evoked reliable MMN, P3a, and RON ERPs (Fig. 2 A and B).
To ensure that each sequence elicited the desired components, all ERPs of interest were analyzed in separate 2 x 2 x 3 ANOVAs with the factors condition (standard vs. deviant), hemisphere (left vs. right), and region (anterior vs. central vs. posterior). Where required, Greenhouse-Geisser correction was applied to the results reported in the following. In the isochronous sequences, there was a main effect of condition in the MMN (F (1,23) = 53.51, p < .01), the P3a (F (1,23) = 10.20, p < .01), and the RON (F (1,23) = 6.12, p < .03) time-window. In the MMN time-window we observed a significant two-way interaction of condition and region (F (2,46) = 14.22, p < .01), indicating that the condition effect was strongest at anterior sites (F (1,23) = 60.76, p < .01 ). In the random sequences we observed a similar pattern for condition in the MMN (F (1,23) = 55.52, p < .01), the P3a (F (1,23) = 6.34, p < .02), and the RON (F (1,23) = 13.19, p < .01) time-window. Again, there was a significant interaction in the MMN window of condition and region.
(F (2,46) = 14.22, \( p < .01 \)), revealing that the effect was strongest at anterior sites (F (1,23) = 49.40, \( p < .01 \)).

For the direct comparison of the effects obtained with isochronous and random temporal structure, we calculated difference waves by subtracting standard from deviant ERP responses. All subsequent analyses were performed on these difference waves. In contrast to random temporal structure, visual inspection suggested slightly more negative and positive effects as a function of isochronous temporal structure for the MMN and the P3a, respectively (Fig. 2 C). However, contrasting the effects by means of 2 x 2 x 2 ANOVAs with factors type (isochronous vs. random), hemisphere (left vs. right), and region (anterior vs. central vs. posterior) only confirmed an effect of region (F (2,46) = 15.23, \( p < .01 \)), but not of type (F (1,23) = .31, \( p = .58 \)) and no significant interaction. To further validate this finding, we narrowed the critical time window down to 50 ms and centered it in the optimal range (125 – 175 ms). However, this procedure did not change the initial result, type (F (1,23) = 1.37, \( p = .25 \)). The same type of ANOVA was conducted for the P3a and the RON time-window, none of which yielded significant results. Narrowing the critical range for the P3a time-window to 250 – 300 ms did not change this outcome. Thus, we did not observe a significant influence of temporal regularity on the cognitive mechanisms underlying the pre-attentive processing of the deviant events.

### 3.2 Attentive session

One-sample t-tests yielded no significant differences between the individual values reported by the participants in the counting task and the actual number of deviants embedded in the isochronous (actual number: 128; mean result: 128.21, SD: 4.35; t (1,23) = .23, \( p = .81 \)) and in the random (actual number: 133; mean result: 133.25, SD: 4.48; t (1,23) = .27, \( p = .79 \)) sequence. These results confirmed that participants indeed paid attention to the tonal sequences. The same type of 2 x 2 x 3 ANOVA as for the pre-attentive session was conducted to test for the presence of the ERPs of interest in the attentive session (Fig. 3 A and B).
Both the isochronous and the random oddball sequence elicited significant N2b and P3b components. In the N2b time-window we obtained significant effects of condition in the isochronous (F (1,23) = 4.29, p < .05) and in the random (F (1,23) = 6.32, p < .02) sequence. In both sequence types interactions of condition and region (F (2,46) = 14.90, p < .01; F (2,46) = 13.14, p < .01) indicated that the effect was present at anterior (F (1,23) = 7.17, p < .02; F (1,23) = 8.75, p < .01) and at central sites (F (1,23) = 8.80, p < .01; F (1,23) = 12.26, p < .01). The effect of condition emerged also in the P3b window in isochronous (F (1,23) = 58.14, p < .01) and random sequences (F (1,23) = 42.77, p < .01). An interaction of the factors condition and region in both sequences (F (2,46) = 79.10, p < .01; F (2,46) = 63.48, p < .01) indicated that the effect of condition was present at central sites (F (1,23) = 78.77, p < .01; F (1,23) = 48.35, p < .01), but that it was stronger at posterior sites for isochronous (F (1,23) = 98.07, p < .01) and random sequences (F (1,23) = 67.17, p < .01).
Again, difference waves were calculated for the subsequent comparison of the isochronous and the random sequence. In the N2b time-window, direct comparison of the ERP effects obtained with isochronous and random stimulation (Fig. 3 C) yielded neither a significant effect of type (F (1,23) = .38, p = .55) nor a significant interaction involving this factor. Narrowing the critical window to 175 – 225 ms did not change this result, type (F (1,23) = .08, p = .78).

While the main effect of type was not significant in the P3b time-window (F (1,23) = 1.92, p = .18), there was a significant interaction of type and region (F (2,46) = 7.94, p < .01). Type approached significance at central sites (F (1,23) = 3.99, p = .058), but was significant at posterior sites (F (1,23) = 4.76, p < .04) confirming a larger P3b effect in isochronous than in random sequences.

4. Discussion

In the current study we investigated the impact of temporal regularity on ERPs associated with pre-attentive and attentive processing of auditory deviant events. The applied experimental paradigms reliably elicited MMN, P3a, RON, N2b, and P3b components. Regular temporal structure resulted in a larger attention-dependent P3b effect relative to irregular temporal structure. The results support the dissociation of pre-attentive and attention-dependent temporal processing mechanisms. Furthermore, they confirm concepts of a dynamic allocation of attention put forward in DAT (Large and Jones, 1999).

In the pre-attentive session, we did not observe a substantial impact of temporal regularity on three ERP components reflecting different aspects of deviant event processing. Unlike previous studies which used a limited number of SOAs (two or three) and report an effect of temporal regularity on MMN amplitude (Imada et al., 1993; Takegata and Morotomi, 1999; Moberg et al., 2008), the current study used online randomization, i.e. no predefined set of SOAs, to generate irregular temporal structure. Takegata and Morotomi (1999) conclude that increasing the number of SOAs in a sequence, not irregular timing, is the reason for the observed influence, as different SOAs may strengthen different memory traces. This hints at a qualitative difference between previous studies and the current study. Whereas continuous presentation of many stimulus repetitions with a limited number of predefined and well distinguishable SOAs
may evoke different, albeit weaker, memory traces, online randomization in the current study was only limited by temporal range, which in turn may prove temporal structure unreliable and dispensable. Crucially, in this latter case successive stimuli may still strengthen the same memory trace. However, even the random sequence conveys some regularity, as the sequential presentation of similar events in a specific time-window constitutes a form of regularity in itself. Thus, the question arises, how repetitive presentation of predefined temporal structure (“the SOA is either short or long”) compares to relative temporal structure (“the SOA is 900 ms on average”) in generating a random sequence, and how this difference affects deviance processing. With independently varied ISIs and SOAs, Takegata et al. (2001) found a larger MMN for constant temporal structure in comparison to either constant ISI, constant SOA, or neither constant conditions, but no difference between the latter. However, deviant events in this study were tones being presented “too early”, thereby merging temporal structure and deviance levels. By using frequency deviants we separated deviance from temporal structure. Nevertheless, for the MMN and the P3a, but not the RON, visual inspection suggested slightly more pronounced effects for deviants embedded in the isochronous sequence. However, this difference was not statistically significant. Morphological differences and the presence of a significant RON for regular and irregular contexts may indicate short episodes of attention-dependent temporal processing in the pre-attentive session following distraction by a task-irrelevant deviant event. Correspondingly, one can not completely rule out episodes of divided attention between the tonal stimuli and the silent video clip. Yet, processing of the deviant events in the pre-attentive session was neither significantly facilitated nor hindered by the temporal manipulation employed in this study. When contrasted with the results from the attentive session, this indifference bears implications for temporal processing and the allocation of attentional resources. When task instructions required to not attend to the auditory stimuli, an internal representation of temporal structure may still be encoded via pre-attentive temporal processing. Correspondingly, we did not find an indication of stimulus-driven synchronization in the pre-attentive session. Decoding of such internal representation of temporal structure and the recognition of temporal regularity likely require additional attention-dependent temporal processing routines such as duration discrimination of successive intervals (Meck et al., 2008). Once a pattern has been recognized, subsequent processing should be facilitated as it allows predicting the temporal locus of future events, to focus attention on specific information, and to initiate behavior anticipatorily.
During the early stages of auditory processing it is probably more relevant to rapidly detect events and to generate precise internal representations of temporal structure. This may be necessary to encode temporal detail before this information becomes erratic due to long neural transmission lines and numerous synapses (Adams, 2006). This function may involve the cerebellar temporal processing system and its connections to the earliest stages of auditory processing (Petacchi et al., 2005). The auditory cortex may keep reference to the immediate auditory past and future (Näätänen et al., 2001), probably processing temporal regularity without depending on it. This would explain the robustness of the pre-attentive ERPs against the temporal manipulation. Furthermore, given that temporal irregularity or deviation from a temporal pattern may represent important information in itself, the initial processing should be comparable, independent of whether the input indeed conveys regularity or whether it is irregular. In contrast, we observed an influence of temporal regularity in the attentive session. Whereas the earlier N2b effect remained unaffected, the later P3b effect was significantly larger for deviant events embedded in isochronous context. In line with DAT, this may reflect stimulus-driven synchronization of attention that leads to facilitation in cognitive processing. Furthermore, this dissociation hints at a difference in the time-course of the underlying processes. With respect to the moment at which attention affects temporal processing, these results speak for an impact of attention on later mechanisms relative to those represented in the earlier N2b. The influence of attention-dependent temporal processing is hence not reflected in the detection of deviant events. It becomes apparent in subsequent memory processing and model updating, possibly referring to successful memory storage in order to facilitate retrieval and recognition (Polich, 2007). These processes may involve the ongoing evaluation of an interval-based representation of temporal inter-event relations in order to track regularity. Interestingly, the cortical generators of the P3b include the temporo-parietal junction and the inferior parietal lobe (Linden, 2005), an area that is also associated with implicit temporal processing (Coull and Nobre, 2008; Wiener et al., 2010). Furthermore, at this stage, temporal and memory processing may draw upon the same prefrontal capacities (Lustig et al., 2005; Lewis and Miall, 2006).

The observed influence of temporal regularity in the attentive session was independent of explicit attention to time or an explicit estimation of time. As long as attention was directed towards the auditory stimuli, temporal structure was processed and exploited without estimating time. The current results thereby offer an example for the interplay of top-down, task-specific
attention and stimulus-driven attending in order to guide attention along a sequential stimulation. In line with previous findings (Schmidt-Kassow et al., 2009) the P3b should hence be considered as an index for the quality of stimulus-driven synchronization. The specific pattern of results suggests that the attentive detection of a deviant event functions independent of temporal regularity, whereas subsequent processes benefit from temporal predictability of the stimulus sequence. We were able to show that temporally regular stimulus presentation (the “when” aspect of sensory input) supports the attentive processing of formal stimulus characteristics (the “what” aspect of sensory input). Although the current experiment restricted the formal aspect to a single difference in pitch, we expect this principle to be effective in other modalities and in complex settings such as music and speech processing (Kotz and Schwartz, 2010). This in turn may hint at a predisposition for constant attempts to synchronize cognition and action to perceived regularity in the succession of changes in the environment.
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Abstract

The ability to assess temporal structure is crucial in order to adapt to an ever-changing environment. Increasing evidence suggests that the supplementary motor area (SMA) is involved in both sensory and sensorimotor processing of temporal structure. However, it is not entirely clear whether the structural differentiation of the SMA translates into functional specialization, and how the SMA relates to other systems that engage in temporal processing, namely the cerebellum and cortico-striatal circuits. Anatomically, the SMA comprises at least two subareas, the rostral pre-SMA and the caudal SMA-proper. Each displays a characteristic pattern of connections to motor and non-motor structures. Crucially, these connections establish a potential hub among cerebellar and cortico-striatal systems, possibly forming a dedicated subcortico-cortical temporal processing network. To further explore the functional role of each SMA subarea, we performed a meta-analysis of functional neuroimaging studies by contrasting activations according to whether they linked with either sensory, sensorimotor, sequential, non-sequential, explicit, non-explicit, subsecond, or suprasecond temporal processing. This procedure yielded a set of functional differences, which mirror the rostro-caudal anatomical dimension. Activations associated with sensory, non-sequential, and suprasecond temporal processing tend to locate to the rostral SMA, while the opposite is true for the caudal SMA. These findings confirm a functional dissociation of pre-SMA and SMA-proper in temporal processing.

Keywords: meta-analysis, fMRI, pre-SMA, SMA-proper, temporal processing, timing
1. Introduction

The functional concept of classical motor structures, including the cerebellum, the basal ganglia, and the supplementary motor area (SMA), has changed substantially to consider their participation in non-motor, presumably more cognitive, processes (Strick et al., 2009). One such process that has been attributed to the cerebellum, the basal ganglia, and the SMA alike, is temporal processing, i.e. the mechanisms that underlie the encoding, decoding, and evaluation of temporal structure (for a recent review see Coull et al., 2011).

The SMA is a part of Brodmann area 6 in the medial frontal lobe that is associated with the programming, the generation, and the control of action sequences (Goldberg, 1985; Tanji 1996). Early on, it has been demonstrated that these rather complex functions incorporate a number of temporal characteristics, e.g. the slowing of actions, rhythmic movements, as well as speech motor behavior comprising rhythmic, repetitive, stereotypic, and sustained vocalizations, (Brickner, 1939; Penfield, 1950). More recent neuroanatomical accounts further report structural differences and suggest a dissociation of the SMA along the “VAC line” (a vertical line intersecting the anterior comissure) into the more rostral pre-SMA and the more caudal SMA-proper (Matsuzaka et al., 1992; Picard and Strick, 2001; Lehéricy et al., 2004). Correspondingly, “SMA” is used as a generic term, while “pre-SMA” and “SMA-proper” are used as subordinate terms. Remarkably sparse connections between these subareas and specific connections to prefrontal areas and to the non-motor part of the cerebellar dentate nucleus in the case of the pre-SMA, as well as connections to primary motor cortex and to the motor part of the dentate in the case of the SMA-proper, further substantiate the proposed structural heterogeneity of this area (Dum and Strick, 2003; Johansen-Berg et al., 2004; Akkal et al., 2007; Strick et al., 2009). This development towards a more detailed structural description of the SMA is paralleled by an increasingly detailed dissociation within the functional domain (Nachev et al., 2008). For example, considering motor behavior, the pre-SMA engages in the initiation and updating of non-automatized, internally generated movements, as opposed to the SMA-proper, which plays a role in externally generated movements (Kennerley et al., 2004; Passingham et al., 2009). Furthermore, in speech production, activations due to lexical selection, linear sequence encoding, and the control of motor output group along a rostro-caudal gradient from pre-SMA to SMA-proper (Alario et al., 2006). Sequentially organized behavior, as in the above examples, depends
in part on coherent temporal order and may therefore exploit to some extent the temporal coding and temporal processing capacity of the pre-SMA and SMA-proper as integral parts of a dedicated temporal processing network (Macar et al., 2002; Mita et al., 2009). Moreover, the ability to code temporal relations may be necessary in order to establish a temporal link between actions and effects, a function which relies on the pre-SMA (Moore et al., 2010).

Research on temporal processing develops along a number of fundamental dichotomies (Coull and Nobre, 2008), perhaps most importantly the distinction of intrinsic and dedicated models of temporal processing (Ivry and Schlerf, 2008). Intrinsic models assume that temporal processing is inherent to neural dynamics, whereas dedicated models refer to some specialized neural architecture, e.g. the cerebellum or cortico-striatal circuits (Buhusi and Meck, 2005). More specifically, the cerebellum is associated with event-based, automatic temporal processing in the milliseconds range, whereas cortico-striatal circuits engage in attention-dependent temporal processing in the hundreds-of-milliseconds-to-minutes range (Spencer et al., 2003; Ivry and Schlerf, 2008; Meck et al., 2008). Crucially, while these dedicated temporal processing systems may work in parallel, they have been modeled relatively independent of each other. Yet, the SMA connects to both systems, and it has been associated with the “tagging” of temporal attributes and the online timing of stimulus durations (Pastor et al., 2006; Coull et al., 2011). These characteristics make the SMA not only a prime neural substrate of a temporal accumulator (Casini and Vidal, 2011), they also introduce an anatomical basis for interactions between different temporal processing systems across a wide range of durations (Allman and Meck, 2011).

Principally, the temporal processing function pertains to both, the pre-SMA and the SMA-proper, and is not restricted to motor behavior. Both SMA subareas instead participate in a wide range of temporal processing tasks, including also sensory temporal processing (Macar et al., 2002; Lewis and Miall, 2003). In line with this proposal, a recent meta-analysis of temporal processing studies reports consistent activation likelihood for the bilateral SMA across different temporal ranges and tasks, albeit without explicitly dissociating between its subareas (Wiener et al., 2010). However, pre-SMA and SMA-proper have been implicated in different aspects of temporal processing (Macar et al., 2006), e.g. attentional allocation to time in the sensory domain, and skillful control of time in the sensorimotor domain, engage pre-SMA and SMA-proper, respectively (Coull et al., 2004; Macar et al., 2006). In order to further specify the role of pre-SMA and SMA-proper in temporal processing, we thus used the contrast between sensory and
sensorimotor temporal processing as a starting point to identify functional differences that may mirror the anatomical dissociation of SMA subareas by means of a meta-analysis of functional neuroimaging studies.

On the one hand, meta-analyses have a number of limitations, mainly due to a need in simplification and generalization. On the other hand, they provide the opportunity to identify commonalities across different studies, as well as trends beyond the scope of individual studies. Furthermore, it is important to note that the focus on SMA function constitutes a fundamental constraint in itself, as studies that do not report activation of the SMA were not considered. However, this procedure is justified to the extent that the right inferior frontal gyrus and the bilateral SMA are in fact the only regions of the brain that are consistently activated across different temporal ranges and task requirements (Wiener et al., 2010). In line with the proposal of the SMA as a hub within a dedicated, integrative subcortico-cortical temporal processing network, we expected to find dissociable clusters of fMRI peak activations for sensory and sensorimotor processing of temporal structure along a rostro-caudal axis propagating from the pre-SMA to the SMA-proper. Besides this primary contrast, we used the same set of studies to explore additional domain-general factors that also do not pertain to a specific task or modality by comparing sequential and non-sequential, explicit and non-explicit, as well as subsecond and (mixed-) suprasecond temporal processing in secondary contrasts. These secondary contrasts were included in order to address some of the issues associated with dedicated temporal processing, i.e. the recruitment of different mechanisms based on temporal range or with attention being explicitly directed towards time.

2. Materials and Methods

For the meta-analysis we compiled a pool of 42 fMRI studies that report data from a total of 604 individual subjects, as well as SMA, pre-SMA, or SMA-proper activation that could be associated with either sensory or sensorimotor processing of temporal structure in healthy human participants. In order to identify eligible studies, we used cross-references, as well as different combinations of relevant keywords (e.g. fMRI, SMA, pre-SMA, SMA-proper, timing, tempo, temporal processing, rate, rhythm, sequence, synchronization) in order to search two online
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databases (PubMed, www.ncbi.nlm.nih.gov/pubmed; ISI Web of Knowledge, www.isiknowledge.com) for respective entries. In this specific context, the term “temporal structure” refers broadly to events that generate subdivisions of time, or intervals, e.g. clicks, tones, flashes, syllables, or finger-taps. Two of the selected studies incorporated both sensory and sensorimotor processing and were thus split accordingly and treated as separate studies. Although they used partly divergent terminology, most studies made some explicit reference to time, temporal processing, or temporal characteristics in the title, experimental design, or discussion. In accordance with our criterion for a primary contrast, 23 studies qualified as “sensory studies”, i.e. the employed task typically involved some form of estimation, discrimination, or passive exposure to temporal structure and did not require any movement besides a single response button press. The remaining 21 studies qualified as “sensorimotor studies”, indicating that temporal structure was defined by some form of movement, typically via finger-tapping or repetitive syllable production. In a second step, the same studies were then classified as “sequential”, if temporal structure was established over three or more successive events, as “explicit”, if some reference to time or tempo was part of the task instruction or was mentioned to the participants, and as “subsecond”, if temporal structure was defined by intervals shorter than 1000 ms. For each of these secondary contrasts, the remaining studies were then classified as “non-sequential”, “non-explicit”, and “suprasecond”, accordingly. Studies incorporating complex music or speech stimuli, e.g. pieces of music or phrases as well as patient studies were principally not considered. From these studies we extracted coordinates in stereotactic space (Talairach and Tournoux or Montreal Neurological Institute, MNI) for 109 peak activations (50 for sensory temporal processing, 59 for sensorimotor temporal processing) labeled as being located in the SMA, pre-SMA, or SMA-proper (Tab 1.).

<table>
<thead>
<tr>
<th>Study</th>
<th>part</th>
<th>sen</th>
<th>seq</th>
<th>exp</th>
<th>sub</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Comparison / condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bengtsson et al., 2009; Cortex (MNI)</td>
<td>17</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>-3</td>
<td>12</td>
<td>54</td>
<td>rhythm sequence vs random</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>rhythm sequence vs random</td>
</tr>
<tr>
<td>Bidet-Caulet et al., 2005; Neuroimage (MNI)</td>
<td>10</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>-4</td>
<td>7</td>
<td>57</td>
<td>footstep perception vs resting state</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>isochronous vs metric &amp; non-metric</td>
</tr>
<tr>
<td>Chen et al., 2008; Cereb Cortex (MNI)</td>
<td>12</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>-8</td>
<td>-4</td>
<td>64</td>
<td>listen with anticipation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>passive listening</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study</th>
<th>Design Parameters</th>
<th>Contrast</th>
<th>t</th>
<th>MNI</th>
<th>p</th>
<th>Prec. Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coull et al., 2000; Neuropsychologia (MNI)</td>
<td>6 x - x -</td>
<td>-2 0 62</td>
<td>listen with anticipation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coull et al., 2004; Science (MNI)</td>
<td>9 18 54</td>
<td>all trials</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coull et al., 2008; J Cogn Neurosci (MNI)</td>
<td>12 x - x s 6 3 54</td>
<td>attention to time vs attention to color</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coull et al., 2004; Science (MNI)</td>
<td>6 6 57</td>
<td>all trials</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferrandez et al., 2003; Neuroimage (TT)</td>
<td>11 x - x x -3 9 63</td>
<td>duration vs intensity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grahn and Brett, 2007; J Cogn Neurosci (MNI)</td>
<td>27 x x - -9 6 60</td>
<td>rhythms vs rest</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grahn and McAuley, 2009; Neuroimage (MNI)</td>
<td>35 x x x - -4 68</td>
<td>stimuli vs rest</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harrington et al., 2004; Cogn Brain Res (TT)</td>
<td>24 x - x s 7 11 55</td>
<td>encoding phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harrington et al., 2010; Cereb Cortex (TT)</td>
<td>20 x - x - -5 2 54</td>
<td>time discrimination vs sensorimotor control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lewis and Miall, 2003a; Neuropsychologia (MNI)</td>
<td>8 x - x x 0 15 54</td>
<td>time vs length</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Livesey et al., 2007; Neuropsychologia (TT)</td>
<td>10 x - x - 3 27 48</td>
<td>time vs length</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pastor et al., 2006; Neuroimage (MNI)</td>
<td>14 x - - x 12 16 58</td>
<td>auditory temporal discrimination vs spatial</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poultas et al., 2005; Hum Brain Mapp (MNI)</td>
<td>6 x - x - 3 6 60</td>
<td>estimation vs control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rao et al., 1997 (TT)</td>
<td>13 x x - - -1 7 50</td>
<td>pitch discrimination</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rao et al., 2001; Nature Neuroscience (TT)</td>
<td>17 x - x s -3 6 58</td>
<td>time vs control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schubotz et al., 2000; Neuroimage (TT)</td>
<td>20 x x x - -3 13 50</td>
<td>rhythm monitoring vs control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schubotz and von Cramon, 2001; Cereb Cortex (TT)</td>
<td>12 x x x - 1 12 45</td>
<td>sequencing task vs control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 1 50</td>
<td>sequencing vs control</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>N</td>
<td>ROI</td>
<td>Task</td>
<td>Condition</td>
<td>Brain Area</td>
<td>Contrast Description</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---</td>
<td>-----</td>
<td>-------------------------------</td>
<td>-----------</td>
<td>------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Schubotz et al., 2003; Neuroimage (TT)</td>
<td>16</td>
<td>x</td>
<td>-</td>
<td>-5</td>
<td>9</td>
<td>sequencing vs control</td>
</tr>
<tr>
<td>Shih et al., 2009; Neuroreport (MNI)</td>
<td>17</td>
<td>x</td>
<td>x</td>
<td>-8</td>
<td>2</td>
<td>auditory duration discrimination</td>
</tr>
<tr>
<td>Smith et al., 2003; Neuroimage (TT)</td>
<td>20</td>
<td>x</td>
<td>x</td>
<td>6</td>
<td>12</td>
<td>timing vs order</td>
</tr>
<tr>
<td>Tregellas et al., 2006; Neuroimage (MNI)</td>
<td>20</td>
<td>x</td>
<td>x</td>
<td>-9</td>
<td>15</td>
<td>temporal processing</td>
</tr>
<tr>
<td>Bengtsson et al., 2005; Eur J Neurosci (MNI)</td>
<td>7</td>
<td>-</td>
<td>x</td>
<td>-8</td>
<td>-4</td>
<td>sequence vs rest</td>
</tr>
<tr>
<td>Bije terbosch et al., 2011; J Cogn Neurosci (MNI)</td>
<td>16</td>
<td>-</td>
<td>x</td>
<td>-4</td>
<td>-4</td>
<td>isochronous vs rest</td>
</tr>
<tr>
<td>Bohland and Guenther, 2006; Neuroimage (MNI)</td>
<td>13</td>
<td>-</td>
<td>x</td>
<td>-2</td>
<td>-2</td>
<td>supraliminal vs rest</td>
</tr>
<tr>
<td>Brendel et al., 2010; Neuroimage (MNI)</td>
<td>16</td>
<td>-</td>
<td>x</td>
<td>6</td>
<td>3</td>
<td>long isochronous click train vs baseline</td>
</tr>
<tr>
<td>Buetti et al., 2008; J Cogn Neurosci (MNI)</td>
<td>14</td>
<td>-</td>
<td>x</td>
<td>12</td>
<td>0</td>
<td>action vs control vs action</td>
</tr>
<tr>
<td>Ceresa et al., 2005; Neurosci Lett (MNI)</td>
<td>12</td>
<td>-</td>
<td>x</td>
<td>-2</td>
<td>-8</td>
<td>visually cued motor synchronization vs conventional baseline</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study</th>
<th>Coordinates</th>
<th>Type of Movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al., 2008; Cereb Cortex (MNI)</td>
<td>12 - x - - -4 -8 60</td>
<td>tapping</td>
</tr>
<tr>
<td>Cunningham et al., 2002; Neuroimage (MNI)</td>
<td>12 - x x - 0 -6 50</td>
<td>externally triggered movements</td>
</tr>
<tr>
<td>Jänecke et al., 2000; Cogn Brain Res (MNI)</td>
<td>8 - x x x -4 -4 52</td>
<td>auditory synchronization and continuation</td>
</tr>
<tr>
<td>Jantzen et al., 2005; Neuroimage (TT)</td>
<td>12 - x x x -3 -3 57</td>
<td>auditory synchronize, pacing vs rest</td>
</tr>
<tr>
<td>Jantzen et al., 2007; Neuropsychologia (TT)</td>
<td>9 - x x x 8 6 55</td>
<td>syncopate vs synchronize</td>
</tr>
<tr>
<td>Karabanov et al., 2009; Neuroimage (MNI)</td>
<td>12 - x - - -8 0 54</td>
<td>active conditions</td>
</tr>
<tr>
<td>Kawashima et al., 2000; J Neurophysiol (TT)</td>
<td>8 - x x s 6 2 56</td>
<td>memory timed vs rest</td>
</tr>
<tr>
<td>Macar et al., 2004; Cogn Brain Res (MNI)</td>
<td>13 - - x s 0 -6 57</td>
<td>time</td>
</tr>
<tr>
<td>Pope et al., 2005; Neuroimage (MNI)</td>
<td>13 - x x x -4 -6 72</td>
<td>equal interval and force</td>
</tr>
<tr>
<td>*Rao et al., 1997; J Neurosci (TT)</td>
<td>13 - x x x -1 -4 54</td>
<td>continuation</td>
</tr>
<tr>
<td>Riecker et al., 2003;</td>
<td>8 - x - - x 3 3 54</td>
<td>movements of index</td>
</tr>
</tbody>
</table>
The software package GingerAle (www.brainmap.org/ale/index.html) was then used to transform coordinates provided in MNI space into Talairach space via the “MNI to Talairach (SPM)” algorithm (Lancaster et al., 2007). In order to determine which algorithm to use, we used a hypothetical coordinate in MNI space (x = 0, y = 4, z = 55), which was obtained by manually locating the level of the VAC line in MNI space by means of an MNI compatible anatomical underlay (colin27_T1_seg_MNI). This coordinate was then transformed into Talairach space via the “MNI (SPM) to Talairach” algorithm (Lancaster et al., 2007; result: x = -1, y = -3, z = 54), and via the “Brett: MNI to Talairach” algorithm (Brett et al., 2002; result: x = 1, y = 7, z = 50). The results for the y-coordinates (i.e., the absolute values for y-coordinates relative to the level of the VAC line at y = 0 in Talairach space) prompted us to use the former algorithm within the specific context of this meta-analysis. However, it is important to note that the transformation
may introduce a bias towards more negative values for y-coordinates relative to the expected location at $y = 0$. Solely for the purpose of visualization (Fig. 1), we then used GingerAle to generate cluster overlays from the individual coordinate sets and plotted these overlays onto a Talairach compatible anatomical underlay (colin1.1; Kochunov et al., 2002) by means of the Mango (http://ric.uthscsa.edu/mango/) software package, which was also used to generate the surface views depicted in Fig. 1.

**Fig. 1.** Visualizations of coordinate groupings on the basis of cluster overlays generated by GingerAle for (A) sensory (blue) vs. sensorimotor (red), (B) sequential (blue) vs. non-sequential (red), (C) explicit (blue) vs. non-explicit (red), (D) subsecond (blue) vs. suprasecond (red) temporal processing with the crosshair being located at $x = 0, y = 0, z = 55$. 
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3. Results

Although we were primarily interested in investigating the rostro-caudal dimension of temporal processing within the SMA, we also conducted statistic analyses for the dorso-ventral and lateral dimensions of each dataset and report significant results. However, it is important to note that any difference in the dorso-ventral dimension may reflect both, functional differentiation and/or macroanatomical constraints posed by the medial wall and the outer contour of the brain.

The same statistical procedure was applied for all analyses (using IBM SPSS 19). In a first step, separate Shapiro-Wilks’ W tests for normality were conducted for each individual set of x- y- and z-coordinates in Talairach space. If these tests turned out non-significant for the datasets of interest within a specific comparison, e.g. y-coordinates for sensory and sensorimotor temporal processing, an independent samples t-test was conducted to compare the individual datasets. If one or both of the Shapiro-Wilks’ W tests turned out significant, we instead used the non-parametric independent samples Mann-Whitney U test to compare the datasets.

3.1 Primary contrast: Sensory versus sensorimotor temporal processing

Visual inspection of the cluster overlays suggested more caudal clustering for sensorimotor (number of foci / number of experiments in each cluster (F/E) = 59/21) temporal processing relative to a more rostro-caudal clustering for sensory (F/E = 50/23) temporal processing, with an area of overlap located anteriorly and posteriorly of the VAC line. This impression was confirmed by separately plotting the individual y-coordinates from each dataset.
There was a significant difference regarding the y-coordinates in the respective datasets ($t(107) = 5.38, p < .001$). However, Levene’s test for equality of error variances was significant ($F(1.107) = 11.69, p < .001$). Equal variances not assumed, the result was also significant ($t(80.13) = 5.19, p < .001$). Exclusion of outliers (defined as the five highest and lowest extreme values in each dataset) did not change this outcome either ($t(66.77) = 6.65, p < .001$).

Cluster centers provided by GingerAle were located at $x = -2$, $y = 2$, $z = 55$ for sensory and at $x = -1$, $y = -6$, $z = 57$ for sensorimotor temporal processing with extrema for both located in the left cerebrum, frontal lobe, superior frontal gyrus, BA 6. If the VAC line is taken as a criterion for dissociating pre-SMA and SMA-proper, these results confirm that the primary classification into sensory and sensorimotor temporal processing is adequate in obtaining a difference in rostro-caudal distribution, even if one considers the potential negative shift introduced by the coordinate transformation from MNI into Talairach space. However, further differentiation is necessary in order to account for the results obtained with the secondary contrasts.
3.2 Secondary contrast: Sequential versus non-sequential temporal processing

For the contrast between sequential (F/E = 75/28) and non-sequential (F/E = 34/16) temporal processing, the initial Shapiro-Wilks’ W test for normality provided a significant result for the z-coordinates (< .05) of the sequential dataset. However, only the contrast for the y-coordinates yielded a significant result (t(107) = -5.12, p < .001). Again, Levene’s test was significant (F(1.107) = 8.32, p < .01), with equal variances not assumed changing the result to (t(47.92) = -4.48, p < .001). As for the primary contrast between sensory and sensorimotor studies, this result suggests that a classification according to whether the studies incorporated sequential or non-sequential temporal processing mirrors the rostro-caudal anatomical dimension.

3.3 Secondary contrast: Explicit versus non-explicit temporal processing

Regarding the contrast between explicit (F/E = 79/31) and non-explicit (F/E = 30/13) temporal processing, the initial Shapiro-Wilks’ W test was significant for the y- (< .01) and the z-coordinates (< .03) in the explicit dataset. However, none of the subsequent statistical tests yielded any significant result. The y-coordinates from the two datasets confirmed a trend towards a correlation (r = .34, p = .067), indicating that the classification probably did not result in two sufficiently different datasets. This probably explains why the datasets were also inconclusive with respect to a dissociation of pre-SMA and SMA-proper.
3.4 Secondary contrast: Subsecond versus (mixed-)suprasecond temporal processing

The final contrast was between subsecond (F/E = 53/19) and suprasecond temporal processing. However, as several studies incorporated a mixture of subsecond and suprasecond intervals, we decided to compare subsecond temporal processing to both, suprasecond (F/E = 15/9), and mixed-suprasecond (F/E = 56/26) temporal processing, with the former comprising only studies which incorporate intervals with a duration of at least 975 ms. Shapiro-Wilks’ W test for normality was significant for the mixed-suprasecond y-coordinates (< .02). However, the subsequent analyses yielded significant differences only for the contrast between subsecond and suprasecond temporal processing for x- (t(66) = -2.84, p < .01), y- , (t(66) = -3.04, p < .01) and z-coordinates (t(66) = 3.75, p < .001). Again, these results confirm that the classification was successful in obtaining a difference in rostro-caudal distribution. Averaged x-coordinates from the respective datasets (subsecond: -2; suprasecond: 2) additionally confirm lateralization to the right hemisphere for suprasecond temporal processing.

3.5 Post-hoc contrasts

The primary contrast for sensory and sensorimotor temporal processing yielded a significant result, as did the secondary contrasts for sequential and non-sequential and, subsecond and suprasecond temporal processing. While these findings are in line with the proposed rostro-caudal differentiation of SMA function, the secondary contrasts require further evaluation as the (re-)classification of the original datasets may lead to confounds. More specifically, there was a considerable overlap between some of the datasets, i.e. most sequential studies also classify as sensorimotor (19 out of 28), while most non-sequential studies are at the same time sensory (14 out of 16). This reflects the fact that temporal discrimination is a typical sensory task whereas synchronization to sequential temporal structure is typical for sensorimotor paradigms. The same is true for the subsecond (7 sensory vs. 12 sensorimotor) and suprasecond (6 sensory vs. 3 sensorimotor) datasets. This may lead to classifications that differ in their labels, while the
respective datasets lack a corresponding potential for differentiation due to overlaps between the respective entries. Hence, to test for similarities among the datasets, we conducted correlation analyses for y-coordinates from all datasets. There was neither a significant correlation regarding the y-coordinates from the sensorimotor and sequential datasets, nor for sensory and non-sequential datasets. Only subsecond and sequential datasets were correlated \( (r = .403, p = .003) \). However, in order to validate the previous findings, we performed a number of additional analyses in which we contrasted datasets within specific classifications.

First we compared sensory-sequential (F/S = 20/9) to sensorimotor-sequential (F/S = 55/19) studies, thereby eliminating the sequential aspect as a confounding parameter. Shapiro-Wilks’ W tests did not provide any significant result, while the subsequent t-tests yielded a significant difference for the y-coordinates \( (t(73) = 2.47, p < .02) \). Levene’s test was significant \( (F(1.73) = 4.79, p < .04) \). Equal variances not assumed the result was still significant \( (t(26.36) = 2.11, p < .05) \). Only two studies investigated sensorimotor-non-sequential temporal processing thus rendering a comparison with sensory-non-sequential studies inept.

The same procedure was applied for sensory-subsecond (F/S = 15/7) and sensorimotor-subsecond (F/S = 38/12) studies, thereby eliminating the subsecond aspect. Again, there was a difference regarding the y-coordinates \( (t(51) = 4.72, p < .001) \), with Levene’s test significant \( (F(1.51) = 5.06, p < .03) \), and the difference still significant for equal variances not assumed \( (t(18.2) = 3.83, p < .01) \). We then compared sensory-suprasecond (F/S = 8/6) and sensorimotor-suprasecond (F/S = 7/3 ) studies in order to eliminate the suprasecond aspect. This time the difference in the y-coordinates only approached significance \( (t(13) = 2.01, p = .059) \). However, these results suggest that the difference observed for the primary contrast between sensory and sensorimotor temporal processing indeed reflects a functional difference between pre-SMA and SMA-proper.

Finally, identical analyses were conducted for sensory-sequential (F/S = 20/9) and sensory-non-sequential (F/S = 30/14) studies, thereby eliminating the sensory aspect in that contrast. Again, Shapiro-Wilks’ W tests yielded no significant result. There was still a significant difference for y-coordinates \( (t(48) = 2.45, p < .02) \), indicating that the difference between sequential and non-sequential temporal processing is also valid within the sensory domain. Taken together, the results of the primary, the secondary, and the post-hoc contrasts allow for a more concise interpretation of the role of the pre-SMA and SMA-proper in temporal processing.
that is in line with the proposed rostro-caudal functional differentiation. In order to illustrate this finding, we plotted 5% trimmed means (i.e. excluding outliers) for y-coordinates of all datasets according to their rostro-caudal distribution (Fig. 3).

Fig. 3. Trimmed means for y-coordinates for all datasets used in the statistical analyses. Note that the values for each dataset are plotted according to their relative rostro-caudal distribution after conversion from MNI to Talairach space, i.e. including a potential shift towards more negative values, i.e. towards more caudal locations, introduced by the transformation into Talairach space. Despite this fact, activation associated with suprasecond, sensory, and non-sequential temporal processing, as well as combinations of the latter consistently locate to the pre-SMA.

4. Discussion

The current meta-analysis of functional imaging studies identified a set of distributional differences of fMRI activations along a rostro-caudal axis in the SMA that can be associated
with different types of temporal processing. The procedure of pooling data from different sources necessarily introduces a degree of abstraction, which, in the worst case scenario, may contradict some detail observed in an individual data set. Moreover, as the primary criterion for the inclusion in the meta-analysis was the activation of either SMA, pre-SMA, or SMA-proper, we exclusively focused on studies that indeed reported activation of these structures. Nevertheless, it is evident that the performed grouping was adequate in obtaining the expected rostro-caudal clustering of temporal processing mechanisms that is compatible with the dissociation of pre-SMA and SMA-proper. Activation that tended to locate to the pre-SMA was observed in sensory, non-sequential, and suprasecond temporal processing, while activation that tended to locate to the SMA-proper was observed in sensorimotor, sequential, and subsecond temporal processing. Furthermore, suprasecond temporal processing was lateralized to the right hemisphere. This additional finding is compatible with concepts of asymmetric temporal sampling as well as the role of the right dorsolateral prefrontal cortex in suprasecond temporal processing (e.g., Pöppel, 2003; Koch et al., 2007).

The dissociation of SMA function in temporal processing complements the results of the activation likelihood estimation meta-analysis conducted by Wiener et al. (2010), as well as a recent review which links temporal processing in the SMA to externally specified durations (Coull et al., 2011). The latter is the most common setting across temporal processing tasks, which was also the case for the studies included in the current meta-analysis. However, the overlap in an intermediate area indicated by the visualizations of the datasets and the heterogeneous picture resulting from a contrast of “motor timing” and “perceptual timing” (Coull et al., 2011) suggests, that a combination of several factors is required to obtain a more fine grained differentiation of temporal processing functions and detailed anatomical accounts. For example, in the Wiener et al. (2010) meta-analysis a relative criterion was used for the dissociation of subsecond and suprasecond temporal processing, i.e. the respective studies were classified according to whether they incorporated “more” or “less” subsecond or suprasecond intervals. In the current meta-analysis, we only obtained a significant difference for the absolute criterion, i.e. when the datasets employed subsecond or suprasecond intervals only. Nevertheless, the specific pattern of results is in line the proposed role of pre-SMA and SMA-proper as potential hubs among automatic cerebellar and attention-dependent cortico-striato temporal processing systems.
The main purpose of the cerebellar system in this context may be to encode precise event-based representations of temporal structure, possibly via connections to early stages of sensory processing (Petacchi et al., 2005), and to relay this information to the pre-SMA, via the thalamus, potentially involving thalamic burst-firing in order to initiate a “wake-up call” for the cortex and subsequent attention-dependent temporal processing in cortico-striatal circuits (Sherman, 2001; Sherman and Guillery, 2002). Via its connections to the SMA-proper the cerebellum may likewise engage in the temporally precise shaping of motor output, e.g. during speech production (Ackermann et al., 2007). The encoding and evaluation of temporal inter-event relations, i.e. intervals, initiated by a dopaminergic burst at trial onsets (Buhusi and Meck, 2005), may then take advantage of the circular architecture of cortico-striato-thalamo-cortical connections in order to encode and compare temporal relations retrospectively and repetitively, which in turn may provide a basis for temporal prediction based on temporal regularity (Kotz and Schwartzze, 2010).

Not only pre-SMA and SMA-proper and their connections, but also their target, the basal ganglia, have a rostro-caudal organization (Lehéricy et al., 2004; Postuma and Dagher, 2006; Draganski et al., 2008). This structural congruity probably explains observations of parallel increases in activation within the pre-SMA and the caudate nucleus for sensory temporal processing in the suprasecond range (Pouthas et al., 2005). Connections from the SMA to the basal ganglia potentially play a role in the heterogeneous temporal processing performance observed in patients with Parkinson’s disease (Merchant et al., 2008). More specifically, a selective loss of pyramidal cells in the pre-SMA (McDonald and Halliday, 2002) could contribute to the temporal processing deficits observed in these patients, especially in longer temporal ranges (Smith et al., 2007; Koch et al., 2008). During the early stages of the disease, pre-SMA dysfunction may still be compensated for via the recruitment of surrounding areas or via an increase of activity in cerebello-thalamo-cortical connections (Eckert et al., 2006; Cerasa et al., 2006). This in turn may qualify the SMA as a possible target for the treatment of Parkinson’s disease (Hamada et al., 2008). However, progress of the disease probably affects the attention-dependent evaluation of temporal relations, thereby possibly also affecting the ability for beat-based rhythm discrimination (Grahn and Brett, 2009).

As temporal processing is indeed crucial to adapt to an ever-changing environment, the underlying connections and the resulting dedicated temporal processing network may represent a
common ground for the perception and production of temporal structure across different modalities in simple and complex dynamic processes such as music or speech processing. This perspective on SMA function may explain earlier reports which, on the one hand, suggested a role of the SMA in the reproduction of sequences requiring a precise timing plan (Halsband et al., 1993), and, on the other hand, report dysfluent speech characterized by preservations, repetitions, and “slowliness” as a consequence of SMA lesions (Jonas, 1981; Ziegler et al., 1997).

Taken together, the results of the current meta-analysis confirm a rostro-caudal gradient in the SMA with respect to temporal processing. This supports the functional interpretation of the SMA based on the specific connections of its subareas to other structures implicated in temporal processing. Thus, the function of pre-SMA and SMA-proper can in part be explained by their structural embedding in a dedicated subcortico-cortical temporal processing network.
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IV. Conclusions and future perspectives
Conclusions and future directions

Adaptation to temporal structure via temporal processing is one key to efficient behavior and hence a fundamental aspect of life. The preceding chapters discuss this phenomenon from both theoretical and empirical points of view. Each article of the empirical part refers to specific aspects of the dedicated integrative temporal processing network outlined in the theoretical part. What has become clear in this context is the fact that adaptation to temporal structure and temporal processing are perfect examples for comparably simple concepts that are difficult to explore. This is mostly due to the profound mismatch between a strong intuition on the one hand, and a lack of evidence regarding “time” on the other hand. Inseparably coupled to changes that generate perceivable events, the “sense of time” has so far neither been satisfactorily falsified nor verified. Hence, it is reasonable to consider a compromise and to take a position that originates in the processing of events and inter-event relations, but that stands outside the opposition between processing in time and the processing of time.

Somewhat independent of this discussion, there are many open questions regarding temporal information and its role in the optimization of behavior. Evidently, temporal structure conveys information about the rate and the rhythm of events. Adaptation of the organism to the rate and the rhythm of events in the environment not only necessitates adequate timing, it also affords adequate timing. As discussed in the previous chapters, in order to refine their timing, individuals need not only consider past events but predict the temporal locus of future events. One way to do this better than at chance level is to exploit temporal patterns, implicitly or explicitly, based on physically real or perceived regularity in temporal structure. Different mechanisms may perform this operation with dedicated temporal processing offering but one explanation among different alternatives. However, while the question regarding the relation of intrinsic and dedicated temporal processing systems cannot yet be resolved conclusively, accumulating evidence suggests that temporal processing engages several brain areas that have traditionally been linked to the control of action.

The role of evolutionary ancient motor areas such as the cerebellum and the basal ganglia in the perception and production of temporal structure may derive from their primordial function in the sequential organization of successive actions. Extending the scope of their function and their interaction with other cortical areas such as the SMA and the DLPFC, these subcortical areas may represent the basis of a dedicated integrative temporal processing network. Starting
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with the organization of successive actions, via the quick orienting to potentially threatening events, to the predictive adaptation to temporal structure, such dedicated temporal processing network provides a means to optimize motor skills and cognitive performance alike. In contrast, a dysfunctional temporal processing system may not only impair the ability to perceive and to exploit temporal regularity, it may also lead to profound difficulties regarding timely action as well as in the orienting and tracking of events in the environment. Eventually, this may lead to cognitive decline (McAuley et al., 2006). In this context, the systematic manipulation of temporal structure towards regularity may have different consequences. It may either lead to facilitation on top of unimpaired processing, or lead to compensation in the case of a dysfunctional temporal processing system. This opportunity most likely has implications for various therapeutic applications, including existing approaches, e.g. regarding the treatment of patients with Parkinson’s disease (Thaut et al., 2001). However, in order to increase the explanatory power of the introduced framework and to maximize the therapeutic effectiveness, it is certainly necessary to acquire a more detailed picture regarding the contributions of the respective subcortical and cortical areas and their connections. The studies presented in the empirical part of this work represent merely a starting point in this endeavor. Nevertheless, while they address several crucial questions they also provide a basis for further investigations as well as links to current work.

One important open question that needs to be addressed in future studies concerns the issue of “granularity”, i.e. the role of events on different timescales. This issue has been hinted at in the definition of event-based temporal processing. However, the dissociation of an event-based representation that is embedded in a more continuous stream of events is but a simplification of the actual problem. Such a dissociation implies differences in temporal resolution and hence also in terms of explicit representations of temporal structure. Furthermore, it suggests that not every event that can principally be distinguished also calls for dedicated temporal processing just as not every event may be relevant in order to optimize behavior. Again, this may be illustrated using the example of speech. In the speech signal prosodic characteristics can be distinguished on at least three levels (Tillmann, 1980; Fig. 11).
Fig. 11. ABC prosody. Sound characteristics vary with the rate of modulation. Slow modulation rates convey a continuous impression (A), while the signal loses this continuous quality at intermediate rates and is perceived as a succession of rhythmic pulses (B). Fast modulations again convey a continuous impression. A corresponds to the melodic contour of an utterance, B represents the rhythmic succession of syllables, and C pertains to intrinsic characteristics of speech sounds.

The speech signal conveys information on all three levels simultaneously and in order to recognize the temporal order of events, these events must be distinctive and labeled differently (Pöppel, 1978). Hence, it is probably information on one level (B) that conveys temporal structure which activates dedicated temporal processing mechanisms. While the A-level originates in slow, and the C-level in fast movements, the B-level originates in the mandibular cycle, i.e. opening and closing movements of the mouth (MacNeilage and Davis, 2001; Greenberg et al., 2003; Greenberg, 2006).

It stands to reason whether these characteristics relate, for example, to the differentiation of the thalamic firing modes and/or the asymmetric sampling of auditory information by the two hemispheres. Moreover, whereas the function of an event-based representation of temporal structure has been linked to the orienting and maintenance of attention and attention-dependent temporal processing, the linear representation is assumed to play a role in accessing memory representations. Linear information affords discrimination of formal structure and may be necessary to both store and recall detailed representations of a signal, possibly in some form of an exemplar memory, i.e. representations which retain information about, for example, speaker characteristics (Palmeri et al., 1993; Johnson and Mullenix, 1997; Goldinger, 1998; Port, 2007). Dedicated temporal processing of an event-based representation of temporal structure adds to this process the opportunity to exploit temporal regularity and to attune cognitive processes accordingly.
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An obvious way to extend the results regarding sensorimotor synchronization in patients with focal basal ganglia lesions is to investigate patients with cerebellar lesions using the same paradigm (Schwartze et al., 2009). Group-specific findings and a comparison of the two patient groups potentially reveals additional, anatomically specific, properties of the structural network. Furthermore, as attention is the decisive factor in dissocitating the contribution of the cerebellum and the basal ganglia to temporal processing, ERPs obtained in attention-dependent settings could prove useful in order to further differentiate between cerebellar and basal ganglia patient groups (Schwartze and Kotz, 2010). However, in addition to the testing of different patient populations, the effects of controlled manipulations of temporal structure, e.g. via grouping of events, requires further investigation, as does its potentially facilitatory and compensatory function (Schwartze et al., 2009a). From a methodological point of view one may also consider a combination of EEG recordings and adaptive sensorimotor synchronization in a single setting (Schwartze et al., 2011b). Another important issue concerns the adaptation of the existing paradigms to additional imaging methods, either with high spatial resolution such as fMRI or good spatial combined with high temporal resolution such as MEG. Together with additional lesion studies such integrative approach deems necessary in order to address both, functional and anatomical aspects, especially within the milliseconds range. In a similar vein, the proposed framework integrates data and hypotheses from a broad range of domains. On the one hand this approach establishes links between different fields of research, while on the other hand it inevitably introduces the risk of neglect to detail. Thus, some components of the network may eventually prove incompatible or may have to be adapted in some specific points, while the general concept of a dedicated integrative temporal processing network itself is still valid.

Temporal processing as a basis for the predictive adaptation to temporal structure provides a means to not only cope with the ever-changing environment but to use the temporal structure of the corresponding events to optimize behavior. In that regard it is crucial to reflect upon the particular benefit of synchronization. Once achieved, the state of being synchronized may establish ideal processing conditions, i.e. a harmonic relation between stimulus-driven bottom-up and top-down processes. In this synchronized state, temporal prediction may complement formal prediction in an optimal way. For example in speech, temporal prediction may converge with predictions on the basis of syntactic, pragmatic, or semantic regularities or “rules” in order to maximally stabilize processing and to facilitate comprehension. Thereby,
temporal structure probably affects all levels of processing, from the orienting of attention towards a speaker or a speech signal, via the extraction of regularity, and up to syntactic levels of processing, with syntax defined as a set of principles which govern the combination of events into sequences (Patel, 2003). Moreover, the facilitatory effect of synchronization may persist, leading to the perceptual imposing of regularity onto temporal structure even if it does not consist of perfect integer ratios, i.e. if perceived regularity does not conform to physical regularity (Gasser et al., 1999). Regarding speech processing, this may lead to retaining a synchronized processing mode even if there is no isochronous temporal structure in the auditory signal, thereby shifting the search for temporal indifference from the signal level to the perceptual level.

The following final remark concerns a speculation rather than an open question. More specifically, the continuous need for adaptation to temporal structure, in combination with continuous attempts to synchronize with temporal structure whenever it is possible may leave an imprint on the individual. In other words, over the life-span, the temporal structure of the environment may exert an influence on the neuropsychological basis of temporal processing and vice versa. This process may affect basic measures such as spontaneous motor tempo or preferred perceptual tempo which in turn reflect different rhythmic properties of the individual (Iwanaga, 1995; Dosseville et al., 2002), as well as age-related processes (Vanneste et al., 2001; Baudouin et al., 2004). Indifference in perceptual temporal processing and preferred production rates may hence reflect a global “average”, shaped by long-term experience with temporal structure. Thus, via structural and functional adaptation to temporal structure the organism is not only able to constantly update his individual point of reference in order to navigate through an ever-changing environment - but is part of this ever-changing environment.
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