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Highlights  9 

¶ High resolution multi-energy model (electricity, heat, gas) for domestic dwellings 10 

¶ Space heating, domestic hot water, cooking, and electrical appliances sub-models 11 

¶ Accurate assessment of heating system and dwelling thermal inertia  12 

¶ Various market/network relevant model applications demonstrated 13 

Abstract  14 

Increasing interest in low carbon electro-thermal heating technologies, such as electric heat pumps and 15 

combined heat and power units, may in the near future significantly change the character of domestic 16 

electricity and gas demand profiles. To understand the impact of adoption of such technologies it is necessary 17 

to appreciate fully the multi-energy aspects of such technologies, and indeed of any other domestic energy 18 

service demands. Such holistic treatment is necessary to fully capture the effects of coincidence in various 19 

energy service demands within and across dwellings. To that end this paper introduces and details a high 20 

resolution domestic multi-energy model comprised of physically based space heating, domestic hot water 21 

(DHW), cooking and electrical appliance models. Given the potential for thermal storage in the heating system 22 

and building elements particular attention is given to the space heating model, which includes building, heat 23 

emitter, buffer tank and heating unit models, capturing the relevant inter-temporal dependencies, heat 24 

transfer rates and system inertia. The power and interest of the presented model is demonstrated through 25 

exploration of a selection of various possible applications, including amongst others: effect of input 26 

energy/heating technology substitution on consumption profiles of different energy vectors, effect of thermal 27 

inertia, and investigation of dwelling diversity. Additionally the importance of high granularity modelling is 28 

demonstrated. The presented model can be utilised by many actors involved in energy systems for various 29 

purposes. For example electricity distribution network operators for modelling of network peak demand, 30 

demand aggregators for estimation of potential demand side flexibility, government agencies for assessing 31 

incentive scheme costs, electricity retailers for understanding the impact of electro-thermal technology 32 

adoption upon their demand portfolio or potential heat network operators for understanding the demand for 33 

heat in an area. 34 
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Abbreviations  38 

ASHP Air Source Heat Pump 39 

CHP Combined Heat and Power 40 

COP  Coefficient of Performance 41 

DHW Domestic Hot Water 42 

DR Demand Response 43 

EHP Electric Heat Pump 44 

ETT Electro-Thermal Technology 45 

GSHP Ground Source Heat Pump 46 

NEED National Energy Efficiency Database 47 

WSHP Water Source Heat Pump 48 

Notation  49 

ὃ set of electrical appliances 50 

ὧ  specific heat of water (kJ/kg°C) 51 

ὅ set of cooking appliances 52 

ὅ thermal capacitance of the storage heater core (kJ/°C) 53 

ὅ  thermal capacitance of the outer portion of the external wall (kJ/°C) 54 

ὅ  thermal capacitance of the inner portion of the external wall (kJ/°C) 55 

ὅ thermal capacitance of floor (kJ/°C) 56 

ὅ  thermal capacitance of heat emitter (kJ/°C) 57 

ὅ thermal capacitance of the inside zone of the building (including furnishings) (kJ/°C) 58 

ὅ  thermal capacitance of the internal wall (kJ/°C) 59 

ὅ thermal capacitance of the pipework (kJ/°C) 60 

ὅὕὖȟ  EHP coefficient of performance, given source and heating system temperatures 61 

Ὀ set of DHW consuming appliances 62 

Ὁ  CHP electricity generation (kW) 63 

Ὁ Electrical appliance electricity consumption (kW) 64 

Ὂ fuel consumption of gas boiler (kW) 65 

&  fuel consumption of CHP (kW) 66 

&  fuel consumption of EHP (kW) 67 

Ὄ  DHW thermal demand (kW) 68 

Ὄ  cooking thermal demand (kW)  69 

Ὄ  heat generation, gas boiler (kW) 70 

Ὄ  heat generation, CHP (kW) 71 

Ὄ  heat generation, EHP (kW) 72 

Ὄ  heating system net heat transfer(kW) 73 

Ὅ cooking heat gain (kW) 74 

Ὅ   energy flux from the heating element (kW) 75 

Ὅ metabolic heat gain (kW) 76 

Ὅ  solar gain on external building elements (kW) 77 

Ὅ solar gain on internal building elements (through glazing) (kW) 78 

Ὅ heat exchange through ventilation (with external environment) (kW) 79 
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ά  appliance DHW consumption (kg/s) 80 

ά heating system water mass flow rate (kg/s) 81 

– ȟ
 thermal efficiency of CHP 82 

– ȟ electrical efficiency of CHP  83 

–  efficiency of gas boiler 84 

ὴ electrical appliance consumption (kW) 85 

ὴ cooking appliance consumption (kW) 86 

ὶ appliance radiation factor 87 

ὙǪ  combined thermal resistance of ceiling and the floor (°C/kW) 88 

Ὑ  thermal resistance of the natural heat transfer path between the core and indoor environment 89 

(°C/kW) 90 

Ὑ  thermal resistance of the forced heat transfer path between the core and indoor environment 91 

(°C/kW) 92 

Ὑ  half of the thermal resistance of the inner portion of the external wall (°C/kW) 93 

Ὑ  half of the thermal resistance of the outer portion of the external wall (°C/kW) 94 

Ὑ  thermal resistance between the floor and indoor environment (°C/kW) 95 

ὙǪ  combined thermal resistance of glazing and doors (°C/kW) 96 

Ὑ  thermal resistance between heat emitter and indoor environment (°C/kW) 97 

Ὑ  half of the thermal resistance of the internal wall (°C/kW) 98 

Ὑ  thermal resistance between the pipe and the floor (°C/kW) 99 

Ὑ  external surface resistance (°C/kW) 100 

Ὑ  internal surface thermal resistance-external wall (°C/kW) 101 

Ὑ  internal surface thermal resistance-internal wall (°C/kW) 102 

Ὓ  external switch 103 

ὛέὲέὪὪ
Ὥ

 internal switch 104 

Ὕ  delivery temperature of DHW (°C) 105 

Ὕ  heating system flow temperature (°C) 106 

Ὕ  maximum flow temperature of heating system water (°C) 107 

Ὕ external temperature evolution (°C) 108 

Ὕ  dwelling water intake temperature (°C) 109 

Ὕ  heating system return temperature (°C) 110 

Ὕ heat source temperature (°C) 111 

Ὕ  heating system water temperature (°C) 112 

όȟ operating state of electrical appliance 113 

όȟ operating state of cooking appliance 114 

όȟ operating state of DHW appliance 115 

ὼὧ temperature of storage heater core node (°C) 116 

ὼὩύέ temperature of outer portion of the external wall (°C) 117 

ὼὩύὭ temperature of inner portion of the external wall (°C) 118 

ὼ temperature of floor node (°C) 119 

ὼ  temperature of heat emitter node (°C) 120 

ὼὭ temperature of indoor environment (including furnishings) (°C) 121 

ὼὭύ temperature of the internal wall (°C) 122 

ὼ temperature of the pipework node (°C) 123 
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1 Introduction  124 

Climate change, increasing energy costs and concerns regarding energy security are encouraging interest in 125 

new low-carbon energy technologies. In this context, besides the efforts to decarbonise electricity through 126 

renewable electricity sources, more and more emphasis is recently being put onto decarbonisation of the 127 

heating sector, through the shifting of primary energy usage away from fossil fuel based heating systems or 128 

through more efficient use of such fossil resources. The domestic sector, in particular, is seen as one of the 129 

main targets for heating sector decarbonisation, particularly in the UK where domestic heating accounts for 130 

57% of heat usage [1]. Various strategies have been proposed for decarbonisation of heating [2], and all of 131 

them somehow involve a closer interaction of electricity and heat. Hence, it is expected that household-level 132 

electro-thermal technologies (ETT - as any technology which links electricity and heat may be termed) will be 133 

increasingly important components of the low carbon energy technology mixes of the future. ETT that are 134 

likely to become more and more relevant include electric heat pumps (EHP), including air source, water source 135 

and ground source versions (ASHP, WSHP and GSHP, respectively), and combined heat and power (CHP) units. 136 

Additionally, electric boilers and electric storage heater based heating systems and, with regards to process 137 

heat, electric cooking may, given the expected substantial decarbonisation of the electricity grid, also become 138 

more pertinent.  139 

Increased penetration of such ETT may have significant implications for the relevant energy businesses and 140 

networks. In particular, significant changes are expected to happen for both the gas (currently most of 141 

domestic heat is produced in the UK through gas boilers) and the electricity sectors from multiple perspectives 142 

of the businesses, for instance in terms of the volume of gas and electricity to be traded in long term and short 143 

term energy markets. In addition, relevant to “fast” electricity balancing markets (with a rolling horizon of 30 144 

minutes or even shorter in some cases), whose importance is rising with the penetration of variable renewable 145 

sources in the system, ETT are being more and more investigated in terms of potential to provide Demand 146 

Response (DR) [3]–[5], particularly thanks to the intrinsic thermal storage that is often available in buildings (in 147 

“physical” stores such as hot water tanks or “virtual” stores such as building fabric). DR modelling and changes 148 

in energy market engender a need for modelling energy demand profiles when different ETT are applied in 149 

much greater detail than done so far. In addition, this more detailed modelling will also be more and more 150 

relevant for local distribution network impact and in particular for the electrical network [6]. In fact, ETT units 151 

may be characterized by substantial electrical power rating (whether for generation, as for CHP, or 152 

consumption, as for EHP, for instance) and are prone to coincidence across dwellings, which could cause 153 

substantial changes in the electrical network loading (increase in the case of EHP and decrease in the case of 154 

CHP, potentially). On the other hand, the gas network will also be affected in a somehow complementary way 155 

(loading increase in the case of CHP and decrease in the case of EHP).  156 

All the potential issues mentioned above that might arise with different types of ETT need to be quantified 157 

with a suitable time resolution and a powerful methodology, being capable to model and quantify not only 158 

energy consumption in individual dwellings, but also across a range of them, particularly for network impact 159 

purposes besides market trading aspects. Hence, there is a clear scope to develop a new domestic multi-160 

energy model with several key features that, to the authors’ knowledge, are not found together in any 161 

previously presented model. More specifically, key features of the proposed model are as follows: 162 

1. Separation of multi-energy services from multi-energy inputs (with respect to the building envelope, 163 

which means modelling of inputs from relevant networks and markets) – To model the effect of 164 

adoption of various ETT on energy input flows, it is necessary to understand the demand for the 165 

energy service that the ETT is to serve. The creation of a clear separation between service and inputs 166 

(in a multi-energy context) creates clarity of dwelling energy demands and consumptions and enables 167 

the effect of switching energy services between input energy vectors to be studied. Such distinctions 168 

have been employed at the city and country level, at annual resolution for the purposes of policy level 169 

study [7], [8] but not at a resolution useful to deal with the above challenges, distribution network 170 
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and “fast” market analysis in particular, as also mentioned below. In addition, the proposed model 171 

automatically captures the correlation between electricity and heat consumption while taking into 172 

account the activity profiles, while other models usually focus on electricity or heat consumption only 173 

[9]–[11]  174 

2. Accurate representation of system energy storage – Representation of thermal storage associated 175 

with ETT is crucial as the inertia created by such storage is likely to be material when considering 176 

thermal demand at high resolution and this feature is critical for DR modelling purposes. Whilst 177 

thermal storage in the form of hot water tanks [4], [12] and in building fabric [13]–[16] has previously 178 

been considered, there is no approach which considers the possibly considerable impact of heat 179 

storage in heat emitters (together with heat storage in hot water tanks, building fabric, buffer tanks 180 

and the interactions of such components). 181 

3. Representation of diversity – For network impact, new energy market, and DR studies, accurate 182 

modelling of diversity of dwellings (including behavioural aspects, which can have significant effect 183 

[17]) is necessary, as the diversity of the energy demand of an aggregation of dwellings can have 184 

significant impact on network peak demands [18]. Additionally such understanding may be useful for 185 

aggregators seeking a diverse aggregation to mitigate the challenge of demand forecasting. Thus the 186 

ability to model several dwellings, and correctly capture the effect of diversity and, in case, 187 

coincidence, is necessary, particularly when considering a multi-energy view (for instance, electricity 188 

and heat may have different diversity and peak characteristics as resulting from different drivers, 189 

which need to be opportunely modelled). Capturing at the requisite detail, for multiple energy 190 

vectors, both diversity across dwellings and coincidence within dwellings is difficult given amount of 191 

information and the size of the modelling task. Previous approaches either focus on creating large 192 

scale datasets using distributions of appliance ownership and use, for electricity only [19], [20] or for 193 

multiple energy vectors [7], which capture diversity but, due to the problem size, not coincidence of 194 

demand within dwellings; or “archetype” dwellings are created, such as in [21] (electricity only) and 195 

[22] (multiple energy vectors), which reduce the number of individual dwellings, allowing 196 

computational power to be utilised in modelling coincidence of energy demands/appliances rather 197 

than in modelling a large number of dwellings. As opposed to the above works this work captures 198 

both diversity and coincidence, for multiple energy vectors. In addition, the proposed model has 199 

intrinsic flexibility to implement different control strategies and quantify the outcomes in a diversified 200 

fashion and at a very high time resolution for different buildings, which is again crucial to estimate 201 

collective building behaviour in network impact and demand response studies. 202 

4. High granularity – A model which is capable of operating at one minute time steps may be considered 203 

necessary for network impact studies [6] and provision of DR services and “fast” market interaction 204 

[23], given the potentially large effect of model resolution on results [24]. Whilst there does exist a 205 

comprehensive electricity model at this resolution [20] this does not separate energy service from 206 

input energy vectors, and thus does not facilitate a multi-energy perspective, and is thus inadequate, 207 

in particular, for the study of ETT penetration and in general to assess the energy system changes due 208 

to alternative ETT options. 209 

Whilst some efforts have been made to develop models which address some of these key features [9]–[11], 210 

[20], [25]–[29], these models fail to qualify as truly multi-energy as they are either technology specific with 211 

respect to the ETT considered, for example considering only heat pumps [10], [25] or only CHP plant [9], [26], 212 

[27], do not include all energy demands (e.g. cooking) [9], [10], [25]–[27],  or fail to consider all possible energy 213 

inputs [11], [20]. As mentioned above, the ability to easily and realistically represent diversity and coincidence 214 

of various energy demands across many dwellings, if required, is another key advantage with respect to 215 

established building simulation tools, such as for instance [28], [29]. In fact, such tools are able to produce 216 

relevant demand profiles for a single building for appliances that affect the thermal balance of a building; 217 

however, these tools cannot easily capture diversity/coincidence of energy demands across and within 218 

dwellings, nor generate demand and fuel profiles for multiple dwellings (in fact such tasks would be very 219 



6 
 

laborious in such tools) or generate demand profiles for electrical appliances that do not affect the thermal 220 

balance of a building. Conversely the presented model is designed to realistically model diversity and 221 

coincidence of various energy demand profiles (including electrical appliances) within and across many 222 

dwellings, with ease.  223 

On the above premises, this paper presents a novel high-resolution domestic multi-energy model that can be 224 

adopted to deal with the aforementioned challenges in the context of sustainable and “smarter” energy 225 

systems which feature high penetration of distributed energy resources. More specifically, in Section 2 we 226 

detail a series of interacting domestic energy use models which address the four significant energy uses at 227 

domestic level (DHW, space heating, cooking, and electrical appliances, the latter also including lighting). 228 

These models produce profiles of end use energy demand (thermal energy in the case of space heating, DHW 229 

and cooking; electrical for electrical appliances) which can then be mapped to the appropriate input energy 230 

vector dependent on the technology selection. Interactions and commonalities between the models (such as 231 

heat gain from cooking, which affect the demand for space heating, and occupant activity profiles, which drive 232 

demand for multiple energy services) are opportunely captured to ensure realistic coincidence of energy 233 

demands. In Section 3, some of the key features of the model (separation of energy services from input energy 234 

vector, representation of storage, representation of diversity, and high granularity) and their impacts are 235 

demonstrated. Section 4 contains the concluding remarks of the paper and bridges to future works. 236 

2 Model description  237 

The domestic energy model described in this paper is comprised of DHW, space heating, cooking and electrical 238 

appliance models. Dependent on the ETT used for the provision of the DHW, space heating and cooking energy 239 

services the energy profiles of the models will map to either gas
1
 or electricity as the input energy vectors to 240 

the dwelling (see Figure 1).  241 

 242 

Figure 1: Domestic energy models to energy profile mapping 243 

The constituent models detailed above are described subsequently, with particular focus on the space heating 244 

model which is more complex given the heat storage in building and heating system components. All 245 

presented models share a common basis in active occupancy and occupant activity profiles, which describe 246 

when occupants are present and awake and when they are employed in various household activities (washing, 247 

cooking, watching TV etc.). These profiles are generated following pseudo-random processes as required 248 

(allowing the capture of dwelling diversity). Additionally the space heating model and electrical appliance 249 

model share a common basis in solar irradiance profiles. These common bases are crucial as they ensure 250 

realistic representation of the coincidence in the energy demand profiles which characterise domestic energy 251 

                                                                 
1
 It is important to highlight that here natural gas is assumed to be the input energy vectors in terms of fossil 

“fuel” and relevant network. However, the modelling approach is general enough to be easily adapted to other 

types of fuels such as, for instance, biofuels. 
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use and can have a substantial impact on energy demand profiles at the levels of individual dwellings as well as 252 

aggregations. 253 

2.1 DHW model  254 

The fundamental bases of the DHW model, as described by Figure 2, are fourfold. The first basis is a set of 255 

DHW using appliances present within the dwelling, including bath and/or shower units. This list enables the 256 

mapping of DHW related activity profiles, which constitute the second basis, to DHW usage. These activity 257 

profiles describe, for the dwelling in question, all the activities of all occupants which are potentially DHW 258 

using (cooking, laundry, washing). Taking into account the list of appliances present these activities can then 259 

be mapped to appliance operation profiles, for each appliance. Subsequently the third basis, a set of 260 

parameters related to the specific (in terms of time) DHW consumption of each appliance, can be applied to 261 

translate appliance operation profiles (per appliance) to DHW volume profiles (per appliance). These are then 262 

aggregated to produce the dwelling level DHW volume profile. Finally the fourth basis, the temperature 263 

differential between water that is brought into the dwelling and the water that is delivered as DHW, is applied 264 

to translate the DHW volume profile to a DHW thermal demand profile.  265 

 266 

Figure 2: DHW model 267 

The DHW model can be represented, given the set of DHW consuming appliances (Ὀ), appliance operating 268 

profiles (όȟ , appliance DHW consumption (ά ) and the temperature of DHW delivery (Ὕ ) and intake 269 

(Ὕ ), as shown in equation (1) below: 270 

 
Ὄ  Ὕ Ὕ ὧ όȟά  (1) 

 271 

2.1.1 DHW model calibr ation  272 

Calibration of the DHW model was performed using data from a study conducted by the UK Energy Savings 273 

Trust [30]. The study measured DHW consumption by volume at 112 properties. To create a comparable 274 

dataset for the calibration 100 DHW profiles were created using activity profiles and DHW appliance presence 275 

statistics from the CREST model [20] (with the distribution of occupant number per dwelling set according to 276 

[31]), appliance DHW consumption statistics from [32] and intake water and DHW delivery  temperatures from 277 

[30]. The DHW model average daily consumption per dwelling was calibrated by varying the bath/shower 278 

water volume, whilst the shape of the daily consumption profile was calibrated by varying the split of morning 279 

to evening showers/baths. The overall average daily consumption of the calibration data set (123 litres) 280 

compares very well with the equivalent measure from [30] (122 litres), as does the consumption distribution 281 

profile. 282 
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2.2 Space heating model 283 

The space heating model is constituted of a building sub-model and a heating system sub-model, linked 284 

through the heating system heat emitter which transfers heat from the heating system to the building. The 285 

space heating model is structured and connected as shown in Figure 3.  286 

 287 

Figure 3: Space heating model composition 288 

The building model represents the building structure and the heat emitter (radiator, under-floor system, 289 

storage heater) as a series of nodes. Those nodes are characterised by their thermal capacity and the paths 290 

between them by their thermal resistance. Disturbances to the system, in the form of the temperature 291 

evolution of connected nodes (such as the external air node and heating system water node), solar radiation 292 

(applied to the building internal wall and building external wall) and internal gains (related to occupant 293 

metabolism, cooking and building ventilation) are also represented and applied. The building model can be 294 

described using the electrical analogue approach, through extension of  this approach,  which has been often 295 

applied in the field of building modelling [13], [14], [16], [33], [34], to include the heat emitter system [35]. 296 

The second sub-model of the space heating model is the heating system sub-model. This sub-model is an 297 

energy transfer model which describes the generation, storage and distribution of heat. For hydronic (water 298 

based) systems it is linked to the building model through the heat emitter node. The temperature of the heat 299 

emitter node is dictated by the energy transfer from the heating unit/buffer. For both hydronic and storage 300 

heater systems the heating system model describes the generation, storage and provision of DHW. 301 

Below the building sub-model is described through detailing the component electrical analogues and their 302 

state-space equation systems. Subsequently the heating system sub-model is described through detailing the 303 

interaction of the system elements, the various possible heating unit models and the heating system controls. 304 

2.2.1 Building  model  305 

The exact form of the building model varies dependent on the type of heat emitter (radiator, under-floor 306 

system or storage heater) and the state of the heat distribution system (on or off). The form varies by emitter 307 

type to accurately reflect the differing composition of the modelled heat emitters and the differing heat 308 

transfer paths. The form also varies by the state of the heat distribution system to reflect the dual role of 309 

heating system; as a medium for the distribution of heat when the heat distribution is active, and as additional 310 

thermal capacitance in the system when the heating system is inactive. Below (Figure 4) the building electrical 311 

analogue model is described and subsequently the various heat emitter electrical analogue models are also 312 

described. The heat emitter models are accompanied by the relevant sets of state-space equations which 313 

formalise the relationship between the building system nodes and the relevant temperature evolutions and 314 

energy fluxes. The state-space equation systems are discretised using the Crank-Nicolson method [36], a 315 

numerically stable finite difference method. 316 

The building model employed is made up of four nodes, which are characterised by node thermal 317 

capacitances. The paths between these nodes are characterised by their thermal resistances. There are two 318 

nodes for the outer wall (outer leaf and inner leaf), one for the indoor environment and one for the internal 319 

wall. This form is deemed appropriate as it allows the possibility to accurately represent buildings with cavity 320 

wall construction (given the two nodes for the outer wall) which are common in temperate climates, such as in 321 
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England where 66% of domestic buildings have cavity wall construction [37]. The system is perturbed by the 322 

temperature evolution of the external environment (Te) and by energy fluxes related to solar radiation (Ise, Isi), 323 

cooking (Ic), occupant metabolism (Im) and ventilation (Iv). The building model is described in Figure 4  324 

 325 

Figure 4: Building model electrical analogue 326 

The thermal resistance of the paths between the nodes are determined by the physical properties of the nodes 327 

(building components), as are the various thermal capacitances. The system disturbances, external 328 

temperature evolution and energy fluxes, are user defined inputs or, such as for metabolic heat gain, a 329 

function of a user defined input (in this case dwelling occupancy). 330 

Given the building electrical analogue model the complete building model can be described fully by appending 331 

the appropriate heat emitter electrical analogue. As previously described the form of the heat emitter model 332 

varies by heat emitter and system state. Five options are possible. Each is described below with its associated 333 

state-space equation system. 334 

2.2.1.1 Radiator systems 335 

Heat transfer between the radiator and the indoor environment is modelled through defining the resistance of 336 

the heat transfer path (Rhe-i). When the heating system is in an active state the temperature evolution of the 337 

heating system water (Tw) is dictated by the heating system energy transfer model (see 2.2.2). When the 338 

radiator heating system is not operating (i.e. the water of the heating system is not circulating and hence is not 339 

acting as the heat distribution medium) the heating system is considered inactive. In the inactive state the 340 

thermal capacity of the water of the emitter (Che) becomes relevant (thermal capacity of the structure of the 341 

radiator, typically steel, is small and considered negligible). The active and inactive radiator sub-models are 342 

shown in Figure 5. 343 

 344 

Figure 5: Active (left) and inactive (right) radiator electrical analogues 345 

The building system described by the appending of either radiator sub-models (Figure 5) onto the building sub-346 

model (Figure 4) can be formalised by a state-space equation system. The state-space equation system for the 347 

active radiator system are shown in (2), with the equivalent system for the inactive radiator system shown in 348 
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(3). ὃ, ὄ, ὅ and Ὀ are the matrices of the state-space systems. The non-trivial elements of matrices ὃ, ὄ, ὅ 349 

and Ὀ can be found in Appendix A. 350 
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In (2) and (3) ὃ and ὅ dictate the relationship between each system node according to the heat transfer paths 351 

illustrated in Figure 4 and Figure 5. ὄ and Ὀ define the effect of the external system disturbances, that is 352 

temperature evolutions and energy fluxes, on the system nodes. Note that, in the inactive state, the radiator 353 

heat emitter becomes another system node, interacting with other nodes as defined by ὅ whilst the 354 

Ὕ temperature evolution does not exist. 355 

2.2.1.2 Under -floor heating system 356 

The design of under-floor heating systems necessitates a different model to that of radiator systems. Under-357 

floor heating systems consist of pipework, carrying the heating system water, underneath a floor structure 358 

which acts as the heat emitter. The floor structure may have significant thermal capacity. This necessitates the 359 

structure shown in Figure 6, which specifies heat transfer paths between the pipework and the floor (Rp-f) and 360 

between the floor and the indoor environment (Rf-i). Also acknowledged is the thermal capacity of the floor 361 

node (Cf) and, when in the inactive state, the thermal capacity of the water in the pipework (Cp). 362 

 363 

Figure 6: Active (left) and inactive (right) under-floor system electrical analogues 364 

Again the state-space equations of the system are described (4) and (5) for the active and inactive states 365 

respectively. In comparison to (2) and (3) the equations have in addition the floor node (ὼ). The non-trivial 366 

elements of matrices Ὁ, Ὂ, Ὃ and Ὄ are given in Appendix A. 367 
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2.2.1.3 Storage heater 369 

The structure of the storage heater sub-model (Figure 7) varies from that of the hydronic systems described 370 

above as the system does not feature a heat distribution medium. Heat is generated in situ by an electric 371 

resistance heater. When operated (by switch Ὓ ) the heater produces an energy flux which acts on the 372 

storage heater core, which has significant heat capacity due to the presence of ceramic bricks (for that 373 

purpose). The core stores heat which is transferred to the environment through natural heat loss and forced 374 

heat loss. Natural heat loss occurs at all times whilst forced heat loss occurs when enacted (by switch Ὓ ) 375 

by forcing air over the core and into the indoor environment. The natural heat transfer is characterised by the 376 

thermal resistance of the storage heater envelope (Rc-in). The forced heat transfer is characterised an 377 

equivalent thermal resistance value (Rc-if). The thermal capacity of the store is characterised by Cc; Ihe 378 

represents the energy flux from the electric resistance heater. The state-space equations for the storage 379 

heater system are given in equation (6). Again the non-trivial elements of the coefficient matrices Ὅ and ὐ are 380 

given in Appendix A. 381 

 382 

Figure 7: Storage heater electrical analogue (based on [38]) 383 
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2.2.2 Heating system model  384 

The heating system model is linked to the building model through the heat emitter for hydronic systems. In the 385 

general case the heating system consists of four components, linked together by flows of hot water and 386 

complementary return flows of cooled water. The components are: the heating unit(s) (constituted of a 387 

primary heater and possibly an auxiliary heater), the buffer tank, the emitter and the DHW tank (see Figure 8). 388 

The basic layout of the system is based on descriptions of systems which incorporate all the detailed elements 389 

[39]. For hydronic heating systems the system may reduce through removal of the buffer tank or DHW tank, 390 

which are not compulsory features. For storage heater based systems the heating system will reduce to a 391 

maximum of two nodes (heating unit and DHW tank), and in case one node (heating unit) as space heating is 392 

modelled through the storage heater electrical analogue (Figure 7).  393 

 394 

Figure 8: General heating system layout 395 
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The heating system model is based on net heat transfer between nodes, see Figure 8. Each transfer is based on 396 

water flow rate (ά), water flow temperature (Ὕ ), water return temperature (Ὕ ) and the specific heat 397 

of water (ὧ ), see (7). 398 

 Ὄ Ὕ Ὕ ὧ ά (7) 

2.2.2.1 Heating unit models  399 

The heat transfers from the heating units are dependent on the rated heating power of the heating unit and 400 

the remaining heat capacity of the return heating system water. The model for each type of unit is defined 401 

below. The exception is the storage heater. Given the storage heater’s role as a heat emitter and heat store as 402 

well as a heating unit it is modelled as part of the building model, see 2.2.1.3.  403 

2.2.2.1.1 Gas boiler 404 

For the gas boiler, heat generation is set according to the gas boiler gas consumption (Ὂ, set either to 405 

maximum or according to dwelling heating load if variable heat transfer is considered, see 0), the boiler 406 

efficiency (– , which varies by operating level) and the heat capacity of the heating system water. The heat 407 

capacity is determined by the specific heat capacity of the heating system water (ὧ ), the maximum flow 408 

temperature (Ὕ ), the return temperature (Ὕ ) and the heating system flow rate (ά) (8). This definition 409 

ensures that the heating system water is not heated beyond its upper temperature limit. 410 

 Ὄ ÍÉÎὊ– ȟὝ Ὕ ὧ ά  (8) 

2.2.2.1.2 Combined heat and power system 411 

Heat generation by the CHP unit is defined similarly to that of the gas boiler (9). Electrical generation of the 412 

CHP is also defined in (9) given the defined CHP electrical efficiency (– ȟ, which again varies by unit 413 

operating level). 414 

 Ὄ
Ὁ

ÍÉÎ& – ȟȟὝ Ὕ ὧ ά

& – ȟ   (9) 

Additionally there may be periods of unit start-up/shut-down of the CHP during which there is electrical 415 

consumption and no heat production. 416 

2.2.2.1.3 Electric heat pump 417 

Heat generation by an EHP (ASHP, GSHP or WSHP) is defined by the unit’s relevant coefficient of performance 418 

(ὅὕὖȟ , which varies according to the source temperature, Ὕ, and heating system water temperature, Ὕ , 419 

according to a performance map that the user can input which should capture the changes in efficiency with 420 

the mentioned temperature characteristics, for instance based on information from EHP manufacturers), the 421 

EHP unit’s consumption (Ὂ , again, set either to maximum or according to dwelling heating load, see 0) and 422 

the heat capacity of the heating system water, as shown in (10). 423 

 Ὄ άὭὲὊ ὅὕὖȟ ȟὝ Ὕ ὧ ά  (10) 

In addition if the source temperature of the EHP is lower than the activation requirement of defrost cycle, then 424 

the EHP will run at full power during defrost cycles, delivering no useful heat (as the heat is directed to 425 

defrosting the heat exchanger). Duration and frequency of defrost cycles are model inputs. 426 

It should be noted that EHP starting inrush current [40], which can produce power spikes for several seconds, 427 

has not been considered here. The effects of such spikes are transient and can be considered an issue of 428 

power quality and as such out of scope for the present work. 429 
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2.2.2.2 Heating system controls  430 

In the above described heating system models the heat transfers illustrated are subject to controls which 431 

dictate the system behaviour. For each energy transfer the relevant control is described below. 432 

2.2.2.2.1 Heating unit(s)-DHW tank/buffer tank/heat emitter  433 

Given the dual purpose of the heating unit(s) to supply heat to the DHW tank and the space heating system 434 

(buffer tank or heat emitter) there is necessarily a control to dictate how heat is supplied in the event of 435 

coincident demand (i.e. priority for DHW or priority for space heating). 436 

2.2.2.2.2 Heating unit(s)-DHW tank 437 

The charging of the DHW tank is subject to a number of threshold controls designed to ensure that heat is 438 

supplied at an acceptable temperature and that operating limits of the storage tank are not breached (see 439 

right of Figure 9). These threshold controls dictate that if the DHW tank falls below the ‘primary unit on’ 440 

threshold then the primary heating unit turns on until the ‘primary unit off’ temperature is reached. If, despite 441 

the primary unit being activated, the DHW tank falls below the ‘auxiliary unit on’ threshold then the auxiliary 442 

unit turns on until the ‘auxiliary unit off’ temperature is reached. This control system favours heat production 443 

by the primary unit whilst making additional heat available when the lower temperature limit (which relates to 444 

the minimum desirable DHW temperature) is approached. 445 

2.2.2.2.3 DHW tank-DHW demand 446 

Discharging of the DHW tank is subject to DHW demand, with heat delivered dependent on the DHW demand 447 

profile produced by the DHW demand model. 448 

2.2.2.2.4 Heating unit(s)-buffer tank 449 

The charging of the buffer tank is, like the DHW tank, subject to a number of threshold controls (again see 450 

right of Figure 9). Once again the primary heating unit turns on when the ‘primary unit on’ threshold is 451 

crossed, staying on until the ‘primary unit off’ threshold is reached. If, despite the primary unit being activated 452 

the temperature falls below the ‘auxiliary unit on’ threshold (dictated by the desired heat emitter 453 

temperature) then the auxiliary unit is also activated until the ‘auxiliary unit off’ threshold is reached. 454 

 455 

Figure 9: DHW/buffer tank thresholds for control 456 

2.2.2.2.5 Buffer tank/heating unit (s)-Heat emitter 457 

The buffer tank/heating unit(s)-heat emitter controls are numerous and operate in a hierarchy, with each 458 

subsequent control only becoming relevant if the previous control is positive. All the controls which involve 459 

set-point controls are accompanied by a hysteresis value. This means that when the relevant system metric 460 

crosses the boundary of the hysteresis zone (for example set-point-(hysteresis value/2)) the control becomes 461 

positive until the opposing hysteresis zone boundary is crossed (set-point+(hysteresis value/2)). Those controls 462 

are: 463 
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1. Set-point control on the outdoor temperature
2
. If the outdoor temperature falls below the lower 464 

bound the control is positive until the upper bound is surpassed. 465 

2. Set-point control on the indoor temperature. If the indoor temperature falls below the lower bound 466 

the control is positive until the upper bound is surpassed. 467 

3. Set-point control on the heat emitter temperature. If the heat emitter temperature falls below the 468 

lower bound the control is positive until the upper bound is surpassed. 469 

In addition, if the heating unit is capable of part-load running (to reduce unit cycling) or if a buffer tank is 470 

present, a fourth control is relevant: 471 

4. Variable heat transfer control: when the heat emitter temperature is at the set-point of control 3 472 

above, the heating unit or buffer tank output is set to the emitter-indoor environment heat transfer 473 

of the last time step. This ensures a more consistent indoor temperature and, if no buffer tank is 474 

present, reduces heating unit cycling. 475 

2.2.2.2.6 Storage heater system controls 476 

For storage heater systems the controls which dictate the actuation of the internal and external switches (see 477 

Figure 7) must be described. The internal switch, which controls the storage heater charging, actuates 478 

according to a user defined profile. Typically storage heaters are charged during electricity system off-peak 479 

periods. The external switch is governed by the first two controls detailed in 0. 480 

2.2.3 Space heating model calibration  481 

Space heating model calibration was conducted using comprehensive survey data on English and Welsh 482 

domestic gas usage from National Energy Efficiency Data (NEED) framework [41]. NEED data gives the average 483 

annual gas consumption (for properties with gas consumption between 100 and 50,000kWh) for a sample of 484 

2.9 million properties (2011) in England and Wales, disaggregated by dwelling type age. Given the known 485 

predominance of gas boiler/radiator systems in the UK, the model (with gas boiler heating unit and radiator 486 

heat emitters) may be calibrated against this data by adjusting the most uncertain (due to the uncaptured 487 

possibility of insulation improvements) and influential parameters, the building resistance and ventilation 488 

parameters. Initial thermal resistance and ventilation, along with thermal capacitance values were taken from 489 

[42]. Other physical parameters were derived from technical brochures and practical literature (for heat 490 

emitter and storage parameters) [43]–[50]. For the gas boiler heating units the capacity parameters were set 491 

to 12/18/24/30kWthermal for flats/terraced/semi-detached/detached dwellings respectively (to reflect a high 492 

degree of boiler oversizing which exists in reality [51]) and boiler efficiency was set to 75% (to reflect the 493 

average efficiency of the population of currently installed gas boilers [52]). Outdoor temperature and radiation 494 

profiles, for south and north England, from [53] were used for the calibration (calibration data was an average 495 

of north and south consumption, weighted by the regional split in [41]). The behavioural parameters required 496 

were the dwelling set temperatures and the dwelling number of occupants (necessary for DHW consumption 497 

and for generating active occupancy profiles). Values for these parameters were derived from [31], [54]. 498 

Additionally the assumption was made that heating is operated whenever there is an active occupant, as 499 

indicated in [54]. For the control parameters, the hysteresis values for the outdoor temperature, indoor 500 

temperature and heat emitter temperature set points were set to 1°C, 1°C and 14°C respectively. 501 

The calibration resulted in a discrepancy between the model and NEED annual consumption figures (using 502 

seasonal representative days to estimate model annual consumption) of less than 5% for each dwelling 503 

type/age combination. 504 

                                                                 
2
 Although the control may be considered unnecessary, as comfort can be ensured without such a control, 

evidence as shown the existence of such a set-point (15.5°C in the UK) [55] 
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2.3 Cooking model  505 

The cooking model is applicable to cooking appliances (hob/oven) which may switch between energy vectors 506 

(gas/electricity). As with the DHW and electrical appliance model, the cooking model has as a fundamental 507 

basis an occupant activity profile, as in [20]. This profile describes when a dwelling occupant is engaged in 508 

hob/oven cooking. This profile, together with cooking appliance type (whether an electric/gas hob/oven is 509 

present in the dwelling) and consumption parameters, generates a cooking energy profile.  Given the material 510 

effect incidental heat gains from cooking can have on space heating demand the model also produces a 511 

cooking heat gain profile, for integration with the space heating model. This is achieved by applying a cooking 512 

radiation factor to the cooking energy profile. The architecture of the cooking model is described in Figure 10. 513 

 514 

Figure 10: Cooking model 515 

The two outputs of the cooking model can be represented mathematically by equations (11) and (12) below, 516 

which give the cooking thermal energy demand and the cooking incidental heat gain, dependent on the 517 

cooking appliance power (ὴ), the appliance operating state (όȟ) and the appliance radiation factor (ὶ). 518 

 
Ὄ  ὴόȟ (11) 

 
Ὅ  ὴόȟὶ (12) 

2.4 Electrical appliance model  519 

The electrical appliance model (defined here as including lighting) is based on that presented by Richardson et 520 

al. [20], with several adjustments in order for the electrical appliance model to serve to model only those 521 

appliances for which substitution by non-electrical (e.g. gas) powered appliances is not realistic. Hence the 522 

architecture of the electrical appliance model is altered from that presented in [20], given consideration of the 523 

‘cooking’ activity profile in the above described cooking model. Additionally all electro-thermal appliances, 524 

such as storage heater, water heater, cooking hobs/oven (but with the exception of small cooking appliances 525 

such as microwave, kettle, toaster etc.) are excluded from the list of electricity using appliances, as their 526 

energy usage is captured by the above described models.  The adjusted architecture is presented in Figure 11. 527 

 528 

Figure 11: Electrical appliance model, derived from [20] 529 
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Mathematical representation of the electrical appliance model is as below, with the electrical appliance 530 

electricity demand as a function of the electrical appliance power (ὴ) and the appliance operating state (όȟ): 531 

 
Ὁ  ὴόȟ (13) 

3 Demonstration of model features  532 

The presented model has a number of features which offer important contributions to the field of domestic 533 

energy modelling which will be especially relevant for application in future low carbon energy systems. To 534 

demonstrate those features a number of tests have been undertaken. Firstly the model’s ability to separate 535 

the various energy services from the energy inputs which provide those services, as mentioned in the 536 

Introduction, is demonstrated. This shows the possibility of mapping one set of energy service demand profiles 537 

to numerous input energy vector consumption profiles for exploration of the effect of heating unit substitution 538 

when considering different ETT with respect to a “base case” gas boiler. Secondly the impact of the presence 539 

and type of heat emitter on the system thermal inertia is studied, showing how increased heat emitter mass 540 

affects thermal behaviour of a dwelling’s indoor environment. Thirdly the ability to represent the diversity of 541 

an aggregation of dwellings, and the importance of this feature, is demonstrated through a study on the effect 542 

of ETT adoption on the aggregation electricity consumption coincidence factor, an important metric for 543 

distribution network planning purposes. Lastly the effect of model granularity on model results is studied, 544 

showing the impact of model resolution on the characteristics of generated profiles.  545 

3.1 Input energy vector / ETT analysis 546 

Although it may be considered intuitive that the provided energy service is separate from the energy input 547 

used to power that service, the distinction between the two is often not clearly defined. This hampers 548 

attempts to understand the effect of energy input/ETT substitution. A valuable contribution of the presented 549 

model is the ability to map any energy service demand profile to the relevant input energy vector profile, 550 

dependent on the ETT modelled. To demonstrate these energy service demand profiles for DHW, electrical 551 

appliance and cooking profiles, along with an active occupancy profile (the main determinant of space heating 552 

demand) were generated for a three occupant dwelling (see Figure 12). Note that space heating demand 553 

cannot be simply represented as a generic profile (applicable to any dwelling type/scenario) as are the other 554 

energy service demands. This is because space heating demand is dependent on the temperature of building 555 

elements and the heat emitter, which are dynamic and coupled, as well as the outdoor temperature, solar 556 

radiation and building ventilation and thermal resistance characteristics, which makes space heating demand 557 

dependent on the considered dwelling/environmental scenario. 558 

 559 

Figure 12: Energy service demand profiles and dwelling active occupancy 560 

These demand and active occupancy profiles were then applied to the models of two dwelling types, semi-561 

detached house and flat. The semi-detached dwelling has total floor space (over two floors) of 96m
2
 and total 562 

window area of 17m
2
, whilst the flat has floor space of 54m

2
 (over 1 floor) and total window area of 12m

2
. The 563 
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semi-detached dwelling was insulated to the standard of ‘modern’ buildings (defined here as those built 564 

between 1944 and 1984) whilst the flat was insulated to standard of ‘new’ buildings (built after 1984). Each 565 

dwelling was modelled with a set temperature of 21°C during times of active occupancy (there is no set 566 

temperature at other times) and a 145 litre DHW tank. Environmental conditions (external temperatures and 567 

irradiance) were defined as for a typical winter day, as shown in Figure 13.  568 

 569 

Figure 13: Outdoor temperature and irradiance for a typical winter day 570 

Figure 14 shows the gas and electricity input demand if the space heating and DHW is fulfilled by a gas boiler
3
 571 

(through the associated heating system which incorporates radiator heat emitters) and the cooking is fulfilled 572 

by gas. The relationship between electrical appliance demand and electricity input can clearly be seen as can 573 

the relationship between cooking demand and gas consumption. The large size of the gas boiler (typical in UK 574 

applications) results in frequent cycling, as the operation of the gas boiler is constrained by the heat transfer 575 

capability of the heat emitters. Note that the relationship between DHW demand and gas boiler operation 576 

cannot be discerned due to the disconnection between heat generation for DHW applications and DHW 577 

demand caused by the presence of a DHW tank. 578 

 579 

Figure 14: Energy input demands for semi-detached (left) and flat (right) dwellings, for gas boiler/radiator/gas cooking 580 
options 581 

If the space heating and DHW is instead fulfilled by a CHP unit (with gas boiler auxiliary heater)
4
 then the 582 

electricity and gas consumption will be as shown in Figure 15. The spikes in gas consumption relate to the gas 583 

boiler operation (which is triggered in this case as the CHP unit takes some minutes to start producing heat). 584 

Again, inspection of Figure 15 shows additional gas consumption related to cooking demand. During times of 585 

CHP operation the electrical generation of the CHP can be seen to offset electrical appliance consumption or 586 

produce excess electricity when electrical appliance consumption is low. 587 

                                                                 
3
 Efficiency of 75% 

4
 CHP thermal efficiency 78%, electrical efficiency 13%. Auxiliary gas boiler efficiency 90% 
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 588 

Figure 15: Energy input demands for semi-detached (left) and flat (right) dwellings, CHP/radiator/gas cooking options 589 

Switching space heating, DHW and cooking energy services to fulfilment by electricity results in elimination of 590 

dwelling gas consumption. Figure 16 and Figure 17 show the electrical consumption of the dwelling given such 591 

a fully electrical switch, with space heating and DHW supplied by ASHP
5
 (with auxiliary electric boiler, COP=1), 592 

for a radiator based and under-floor heating based system respectively. Electrical consumption can be seen to 593 

generally coincide with dwelling active occupancy as the ASHP operates to supply space heating. Exception to 594 

this coincidence can be seen in the radiator case as the ASHP cycles more as the set temperature is reached. 595 

 596 

Figure 16: Energy input demands for semi-detached (left) and flat (right) dwellings, ASHP/radiator/electric cooking 597 
options 598 

 599 

Figure 17: Energy input demands for semi-detached (left) and flat (right) dwellings, ASHP/under-floor heating/electric 600 
cooking options 601 

                                                                 
5
 Reference COP values, taken from the a popular model available on the market [49]: 

Source\Flow 
temperatures 

35°C 55°C 

0°C 3.05 1.93 

20°C 4.60 3.43 
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Figure 18 shows the electrical consumption of the dwelling given fulfilment of space heating through a storage 602 

heater, DHW through an electric boiler and cooking through electric cooking. As the storage heater charging 603 

window is between midnight and 7am there is significant load until just before 6am for the semi-detached 604 

house and just before 5am for the flat (when the storage heater has been charged enough to serve the days 605 

heat demand). The additional load just before 5am is due to the electric boiler heating up the DHW tank, as is 606 

the load starting at 12pm.  607 

 608 

Figure 18: Energy input demands for semi-detached (left) and flat (right) dwellings, storage heater/electric cooking 609 

In all cases the lower space heating demand of the flat, due to its smaller floor space and better insulation, can 610 

be inferred from the lower dwelling gas/electricity consumption of the flat example in each case. Further the 611 

energy input type, together with the heat generator and emitter type, has differing effects on the thermal 612 

behaviour of the dwelling. These effects are depicted in Figure 19. The primary differences can be seen to be 613 

between the different types of emitters. The storage heater heats the dwelling fastest. This is due to its size 614 

which is large compared to the size required to produce the necessary heat at that time. This is because the 615 

unit is sized to be able to maintain the required heat transfer at later times of the day when the core 616 

temperature is reduced. Also of note is slower rate of cooling of the storage heater heated dwellings. This is 617 

due to the natural uncontrolled emission of heat from the storage heater core. The radiator cases heat the 618 

dwellings the next quickest, with the under-floor system heating the slowest due to the lower temperature of 619 

that system (under-floor systems are primarily designed for constant or near constant operation, which would 620 

render the slow heat rise shown here irrelevant). Also of note is slower rate at which the under-floor heated 621 

dwellings cool, which is due to the larger thermal mass of the under-floor emitter (the pipework and the floor 622 

slab), as also elaborated below.  623 

 624 

Figure 19: Building and external temperatures, by case, for semi-detached cases (left) and flat cases (right) 625 

3.2 Heat emitter thermal inertia impact  626 

Another key feature of the model to highlight is the incorporation of the thermal mass of the heat emitters, 627 

which may be capable of storing significant amounts of heat in the water within the heat emitter and, in the 628 

case of under-floor heating, within the floor. The heat stored in the emitter is defined as in (14) for the 629 

radiator case and (15) for the under-floor heating case. 630 
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 ὼ ὼὅ  (14) 

 ὼ ὼὅ ὼ ὼὅ  (15) 

Figure 20 demonstrates such heat storage, in the radiators and in the under-floor heating system
6
 (pipework 631 

and floor), for a modern semi-detached house on a typical winter day with a gas boiler with a target 632 

temperature of 21°C (with 1°C hysteresis) from 6am until 11am and from 4pm until 10pm.  633 

 634 

Figure 20: Heat stored by heat emitter type, for a modern semi-detached house with gas boiler heating 635 

From Figure 20 it is possible to see the significant amount of heat that can be stored in building heat emitters, 636 

particularly in the under-floor heating case. Of particular note is the decay in the amount of heat stored during 637 

heating unit cycling and after the heating unit is turned off. Understanding this characteristic is crucial to 638 

understand the thermal behaviour of a building. This is particularly salient when considering the impact of DR 639 

calls (given heating by an ETT), as the capability of the heat emitter to buffer the effect of the loss (or in the 640 

case of CHP, increase) of heating power becomes a key characteristic. 641 

To demonstrate further the effect of heat emitter inertia on indoor temperature, Figure 21 shows the indoor 642 

temperature for the above described cases, with the addition of a case in which there is no emitter (heat 643 

generated by the heating unit is injected directly in the indoor environment – this could for instance be the 644 

case with utilization of fan heater systems). Considering the various cases from around 9/10pm, a drop of 645 

approximately 1°C/hour can be observed for the no emitter case, 0.6°C/hour for the radiator case and 646 

0.4°C/hour for the under-floor heating case. More markedly, considering the cases from 6am, the effect of the 647 

heat emitter in limiting the heat transfer from heating unit to indoor environment can be observed. For the no 648 

emitter case a rise of approximately 4.5°C/hour can be observed, with the equivalent numbers for the radiator 649 

and under-floor heating cases 0.9°C/hour and 0.7°C/hour respectively. This effect is due to the limited heat 650 

transfer capability of heat emitters (dictated by their size) and further demonstrates the importance of 651 

incorporating the heat emitter into space heating modelling.  652 

                                                                 
6
 Defined as the temperature difference between the radiator and the indoor environment  
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 653 

Figure 21: Indoor temperature, by heat emitter type for a modern semi-detached house with gas boiler heating 654 

3.3 Diversity study  655 

Another key characteristic of the model developed is the ability to represent the energy consumption, in 656 

particular electricity consumption, diversity of an aggregation of multiple dwellings, for various applications 657 

such as in the field of distribution network impact studies or resource portfolio modelling. One of the primary 658 

metrics pertinent to distribution network impact studies is the coincidence factor
7
 (inverse of the diversity 659 

factor) of a group of dwellings, as this measure informs the capacity of the network needed to serve the 660 

dwellings. Naturally the coincidence factor can vary significantly given the varying penetration of ETT. Given a 661 

significant penetration of ETT the heat demand of the dwellings may also become relevant as better insulation 662 

reduces heat demand, thus reducing space heat related electricity demand or increasing electricity generation, 663 

dependent on technology. Varying amounts of thermal inertia in the system (for example through the 664 

presence of thermally massive under-floor heating, rather than a radiator system) may also impact the 665 

coincidence factor through their effect on space heating demand profiles. 666 

To illustrate the impact the adoption of ETT may have on dwelling electricity consumption diversity Figure 22 667 

show how the coincidence factor varies for aggregations of semi-detached dwellings, of various ages, heated 668 

by a ASHP unit with electric boiler back-up and radiators. Results are shown for an typical winter  and extreme 669 

winter day (defined by shifting the typical winter outdoor temperature profile down so that the profile hits -670 

5°C at its lowest point, irradiance remains the same). For each dwelling the ASHP unit is sized to be able to 671 

provide the thermal load at design conditions (21°C internal temperature, -2.2°C external temperature) and 672 

the electric boiler back-up is sized at 3kW. Active occupancy (it is assumed heating is only required when the 673 

occupants and present and active), DHW demand profiles (dependent upon the number of occupants, which is 674 

synthesised according to [31]) and base electricity demand are assigned randomly for each dwelling. Each 675 

dwelling has a DHW tank of 145 litres capacity and the cooking fuel is electricity. For comparison the 676 

equivalent coincidence factor plot is shown for dwellings heated by a 24kW gas boiler, with gas cooking (thus 677 

electrical consumption only from electrical appliances and lighting). 678 

Figure 22 shows that when switching heating from a gas boiler to an ASHP the coincidence factor at 500 semi-679 

detached dwellings increases from 0.13 to 0.29/0.28/0.25 for old/modern/new buildings for a typical winter, 680 

and to 0.32/0.28/0.25 for old/modern/new buildings for an extreme winter. The general increase in the 681 

coincidence factor is due to lengthy running times for the ASHP units which increase the times of high load 682 

across the aggregation, serving to increase aggregation peak demand more than individual peak demands. The 683 

exact change of electricity demand coincidence varies according to dwelling age. This is due to the effect of 684 

insulation level on unit running times. Although heating units are sized according to design heat demand, 685 

average unit run times increase as insulation level decreases given that incidental heating loads (which are not 686 

                                                                 
7
 Defined as the ratio of maximum demand of an aggregation to the sum of each building’s maximum demand. 
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considered during unit sizing) have a proportionately larger effect on better insulated dwellings (given their 687 

smaller heat demand), reducing unit run times more than in less insulated dwellings. Hence the highest 688 

coincidence is for the old dwelling aggregation (and lowest for the new dwelling aggregation) and there is 689 

greater coincidence in the extreme winter case. 690 

 691 

Figure 22: ASHP (electric boiler auxiliary)/radiator case electrical coincidence factor plot, typical winter day (left) and 692 
extreme winter day (right) for semi-detached dwellings of various ages, with a gas boiler case for comparison 693 

As well as the coincidence factor metric, which is primarily of use to network operators, another useful metric 694 

may be the number of dwellings at which a certain level of coincidence is achieved. This measure (taken in this 695 

work at the 98
th
 percentile of the difference between the maximum and asymptotic minimum coincidence) 696 

may be useful for potential demand side aggregators. For the cases shown here this measure is 98 dwellings, 697 

for all insulation levels, in the typical winter case and 69 in the extreme winter case. This compares to 55 in the 698 

gas boiler case. This reduction in the dwelling number metric, between average and extreme winter cases, is a 699 

result of dwelling electricity profiles becoming more similar as the heating load increases, a phenomenon 700 

which will occur for electricity producing as well as electricity consuming ETT. 701 

3.4 Granularity study  702 

The high resolution of the model represents another principal contribution of this work. The possibility of 703 

operating at one minute resolution is a crucial feature for distribution network impact studies given the 704 

extremely peaky nature of electrical consumption related to many electrical appliances (such as kettles, 705 

microwaves, electric cookers etc.) [18] and, if present, electric boilers. Additionally the resolution is important 706 

for the management of the whole electricity system given the need to balance an electricity system at every 707 

moment and in the light of increasing balancing requirements due to variable generation, including local 708 

renewable generation such as photovoltaic. To demonstrate the effect of the varying the model resolution 709 

Figure 23 shows plots of average electricity demand profiles for an aggregation of 2200 modern semi-detached 710 

dwellings heated by an ASHP with radiators on a typical winter day at varying resolutions. The plots 711 

demonstrate, in this case, little difference between resolutions of 1-15 minutes. However there are significant 712 

discrepancies between the smaller and larger resolutions (30-60 minutes) of up to 0.5kW which may, 713 

depending on the context, be significant. Of particular note is the discrepancy in the measure of peak demand. 714 

The 60 minute resolution plot shows the 7am peak at around 3kW whilst the 1 minute resolution plot shows 715 

the peak to be about 3.3kW, a difference which results in the 60 minute plot depicting the daily peak as lying 716 

in the evening rather than in the morning. Such a discrepancy may be significant for distribution network 717 

impact studies, including for voltage regulation issues [6]. 718 
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 719 

Figure 23: Electrical demand profile for a semi-detached dwelling heated by an ASHP with radiators on a typical winter 720 
day, at various resolutions 721 

4 Conclusion 722 

This paper describes a modelling framework that is capable of producing profiles for the four main domestic 723 

energy uses (DHW, space heating, cooking and electrical appliances) and mapping them to dwelling input 724 

energy vector (electricity and gas) profiles. The principal contributions of the framework are: the separation of 725 

energy services from input energy vector, which allows: investigation of the effect of input energy and ETT 726 

substitution; accurate representation of energy storage (in particular with relation to heat emitters), enabled 727 

by the physical basis of the space heating model which allows realistic representation of the effect of thermal 728 

inertia on dwelling thermal behaviour; representation of diversity, enabled by the avoidance of onerous 729 

complexity; and high granularity, which ensures adequate representation of dwelling power demand, 730 

especially relevant for distribution network studies.  731 

Tests have been conducted to demonstrate these contributions. These tests have highlighted some specific 732 

results including: mapping of energy service profiles to dwelling energy demand profiles dependent on ETT 733 

(EHP, CHP, storage heater) selection, the material effect of heat emitter thermal inertia on building thermal 734 

behaviour (with significant variation dependent on heat emitter type), the variability of electrical load 735 

coincidence of dwellings with EHP units dependent on dwelling age (although these results are sensitive to the 736 

specific control parameters used), and the propensity of lower resolution modelling to introduce discrepancies 737 

when compared to high resolution profiles and potentially underestimate and incorrectly locate the peak 738 

demand of an aggregation. However it should be noted that these are just a sample of the possible ways the 739 

model may be utilised; the parametric nature of the model enables further studies in multiple directions, 740 

opening the possibility for the presented model to produce valuable insights into many areas of multi-energy 741 

system studies. 742 
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