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Phase behaviour and gravity-directed self assembly of hard convex spherical caps

John M. McBride and Carlos Avendaño

We investigate the phase behaviour and self-assembly of convex spherical caps using Monte Carlo simulations. This model is used to represent the main features observed in experimental colloidal particles with mushroom-cap shape [Riley et al., Langmuir, 2010, 26, 1648]. The geometry of this non-centrosymmetric convex model is fully characterized by the aspect ratio \( \chi^* \), defined as the spherical cap height to diameter ratio. We use NPT Monte Carlo simulations combined with free energy calculations to determine the most stable crystal structures and the phase behaviour of convex spherical caps with different aspect ratios. We find a variety of crystal structures at each aspect ratio, including plastic and dimer-based crystals; small differences in chemical potential between the structures with similar morphology suggest that convex spherical caps have the tendency to form polycrystalline phases rather than crystallising into a single uniform structure. With the exception of plastic crystals observed at large aspect ratios (\( \chi^* > 0.75 \)), crystallisation kinetics seem to be too slow, hindering the spontaneous formation of ordered structures. As an alternative, we also present a study of directing the self-assembly of convex spherical caps via sedimentation onto solid substrates. This study contributes to show how small changes to particle shape can significantly alter the self-assembly of crystal structures, and how a simple gravity field and a template can substantially enhance the process.

1 Introduction

Self-assembly of molecular, nano, and colloidal building blocks is an efficient method of producing functional materials.\(^1,2\) This method has become particularly important for the formation of materials across the colloidal length scale due to recent developments of experimental techniques to synthesise particles with arbitrary shape and surface functionalities.\(^3-8\) The goal of self-assembly is to understand the role of shape and interparticle interactions on the spatial arrangement of a system, leading to formulation of design rules to target specific structures by controlling the driving forces affecting the organisation of the building blocks.\(^9,10\) The role of shape alone has been extensively explored by considering particles that interact purely via repulsive interactions.\(^11-22\)

Computer simulations of hard-core particle models have played a significant role in understanding the mechanism behind the organisation of colloidal systems. A variety of shapes in bulk and under the influence of external fields have been explored including spherocylinders\(^15-18\), cut-spheres\(^23\) and platelets\(^24-28\), dimers\(^29-31\), bowl-like particles\(^32-34\), concave spherical caps\(^35-37\), polyhedra\(^38-42\), and a variety of branched particles\(^43-46\), just to mention a few examples. An assumption behind these studies is that the effect of gravitational forces is negligible, corresponding to a situation of colloidal particles embedded within a density matched (implicit) medium. Away from these conditions, however, the effect of gravity can no longer be ignored\(^47\). The influence of gravity on a suspension is typically measured in terms of the relative strength between thermal energy due to Brownian motion and the gravitational energy. When gravitational effects become important, density inhomogeneities develop along the direction of the field resulting in sedimentation and even segregation and phase transformations\(^48-54\). In some cases, gravitational effects can be used to program self-assembly\(^9,55\).

In this work, we present a computer simulation study of a model of convex spherical caps\(^56\) in bulk and under a gravitational field to direct their self-assembly. The particle model, shown in Figure 1, is used to represent the features of real mushroom cap-shaped (MCS) colloidal particles\(^57-61\). Under strong geometrical confinement, MCS particles exhibit a very rich phase behaviour due to their anisotropic shape and lack of centrosymmetry\(^58,62\). This behaviour has been confirmed by com-
Computer simulations of a convex spherical cap model, demonstrating the suitability of the model. Moreover, MCS particles have gained considerable attention due to the possibility of forming photonic band-gap materials with highly anisotropic Brilloiu zones. The focus of the present report is to use Monte Carlos (MC) computer simulations to explore the competing effects of gravity and particle shape on crystal structures formed on both planar structureless walls and patterned substrates to study colloidal epitaxy. A good understanding of crystallisation by sedimentation is necessary if it is to be a viable route for the production of novel structures from anisotropic particles.

2 Methods

The convex spherical cap (CSC) model used in this work consists of a hard sphere of diameter $\sigma$ cut off by a plane at a height $\chi$, as shown in Figure 1. The geometry of the particle is described by its aspect ratio $\chi^* = \chi / \sigma$. The algorithm to detect overlaps between particles has been presented elsewhere. We first analyse the formation of ordered structures of CSCs with different aspect ratios in bulk conditions, followed by the analysis of the structures formed under the influence of a gravitational field. Properties are reported in dimensionless units: pressure, $P^* = P \sigma^3 / (k_B T)$, density, $\rho^* = N \sigma^3 / V$, and volume fraction, $\phi = N v_p / V$, where $P$ is the pressure, $k_B$ is the Boltzmann constant, $T$ is the absolute temperature, $N$ is the total number of particles, $v_p = \pi \sigma^3 / 3$ is the volume of a CSC of height $\chi$, and $V$ is the total volume of the system. Similarly, all lengths are expressed in units of $\sigma$.

2.1 Bulk simulations

The search for bulk equilibrium structures is broken up into two stages. First we determine the most stable crystal structures for each aspect ratio, followed by the analysis of the regions of stability of the structures. Free energy calculations are used to determine these regions of stability. For crystal phases the free energy is determined using the Einstein crystal method. Details of the implementation of this method are given in the Appendix. For the fluid phase the excess chemical potential is obtained using Widom’s particle insertion method. Close-packed crystal structures are determined using the floppy-box MC algorithm, hereafter referred to as FBMC simulations. This method entails generating several hundred candidate crystal structures for each aspect ratio and selecting unique candidates as possible equilibrium structures. For each aspect ratio $\chi^*$, and each number of particles from 2 to 10, one hundred configurations are generated using different initial conditions. Each system is compressed from a pressure of $P^* = 4$ to $P^* = 20$ in steps of $\Delta P^* = 4$, then to a pressure of $P^* = 100$ in steps of $\Delta P^* = 20$, and finally to a pressure of $P^* = 10^6$ by increasing the pressure by factors of 10. Simulations are run in the isobaric-isotension NPT ensemble where the shape and size of the box are allowed to vary; $10^6$ MC cycles are performed at each pressure. Periodic boundary conditions are applied in all directions. A cycle consists of $N$ MC moves with the following probabilities: translation, 30%; rotation 30%; 180° rotation, 10%; isotropic volume change 15%; anisotropic volume change 15%. Moves are accepted based on the Metropolis algorithm and for the equilibration stage the acceptance rate is kept at about 30%. Each final configuration is saved for post-processing analysis.

Crystal structures are analysed using translational and orientational order parameters. The crystal symmetry is determined using the Steinhardt bond-orientational order parameters, $Q_l$, for $l = 4$ and $l = 6$. The global orientational order of the system is characterised by computing the eigenvalues of the orientational tensor $Q$ given in terms of the orientations of the particles $\mathbf{u}$ as

$$Q = \frac{1}{N} \sum_{i=1}^{N} 3 \mathbf{u}_i \otimes \mathbf{u}_i - \frac{1}{2} I,$$

where $I$ is the unit tensor. The director $\mathbf{u}_{\text{sys}}$, i.e., the principal orientation of the system, corresponds to the eigenvector associated to the largest eigenvalue $S_2$ of the tensor $Q$. $S_2$, usually referred to as the nematic order parameter, is a measure of alignment along the principle axis of the system with $S_2 = 0$ indicating an isotropic system and $S_2 = 1$ indicating perfect alignment. $S_2$, however, does not differentiate between parallel or antiparallel orientations along the director. The orientational order parameter $S_1$ is useful for finding the proportion of particles aligned in the same direction and it is given by

$$S_1 = \frac{1}{N} \sum_{i=1}^{N} \mathbf{u}_i \cdot \mathbf{u}_{\text{sys}}.$$

Given the propensity of CSCs to dimerise via contacts between their flat faces, the fraction of particles that form dimers is another indicator of crystal structure. Dimers are identified as having a small cap-to-cap distance between the centres of the CSCs faces and opposing orientations, $\mathbf{u}_i$ and $\mathbf{u}_j$. Two particles $i$ and $j$ form a dimer if the distance between their flat caps is $|r_{ij}^{\text{cap}}| < 0.25$, with

$$r_{ij}^{\text{cap}} = r_{ij}^{\text{cm}} - \left[ \chi - \sigma / 2 + \frac{3(\sigma - \chi)^2}{4(3\sigma - 2\chi)} \right] |\mathbf{u}_i - \mathbf{u}_j|,$$

where $r_{ij}^{\text{cm}}$ is the vector between the centres of mass of particles $i$ and $j$.

Crystal structures with unique properties for each value of $\chi^*$ are then used as starting configurations for expansion runs in the isobaric-isotension NPT ensemble to determine the $\phi - P^*$ equation of state. Systems of approximately $N = 500$ particles are ex-

![Fig. 1](image-url) Representation of the geometry of the hard-core convex spherical caps model. The geometry of the model is uniquely defined by the aspect ratio $\chi^* = \chi / \sigma$, where $\chi$ is the height of the cap and $\sigma$ is the diameter of the parental sphere. The model has axial symmetry and its orientation is described by the unit vector $\hat{u}$. Note that the value of $\chi^* = 1$ corresponds to a sphere, while $\chi^* = 0.5$ corresponds to a hemisphere.
panded from the limit of close packing all the way to dilute gas. Periodic boundary conditions are applied in the three Cartesian coordinates. For each thermodynamic state, $10^5$ MC cycles are performed for both equilibrium runs and for final ensemble averages. A cycle consists of $N$ MC moves of type and probability: translation, 40%; rotation 40%; $180°$ rotation, 10%; isotropic volume change 5%; anisotropic volume change 5%. Only isotropic volume changes are used for fluid states to avoid excessively deformed simulation cells. Phase coexistence points along the equation of state are determined by finding the point at which the chemical potential and pressure of two phases are equal.

It is useful to measure the degree of mobility of the particles. For this purpose, we calculate both the pseudo mean square displacement (MSD) $\Delta r^2$ and the pseudo orientation autocorrelation function $E_2$ as

$$\langle \Delta r^2(t_{MC}) \rangle = \left\langle \frac{1}{N} \sum_{i=1}^{N} |\mathbf{r}_i(t_{MC}) - \mathbf{r}_i(0)|^2 \right\rangle$$

(4)

and

$$E_2(t_{MC}) = \left\langle \frac{1}{N} \sum_{i=1}^{N} \left\{ \frac{1}{2} \left[ 3\langle \hat{\mathbf{u}}_i(0) \cdot \hat{\mathbf{u}}_i(t_{MC}) \rangle^2 - 1 \right] \right\} \right\rangle$$

(5)

where $t_{MC}$ denotes Monte Carlo cycles. These are calculated using $NVT$-MC simulations with fixed values for the maximum particle displacement and rotation.$^{78}$

2.2 Simulations of convex spherical caps under gravity

The behaviour of CSCs under the influence of a gravitational field is studied using $NVT$-MC simulations. Particles are placed in a simulation box cell of dimensions $L_x$, $L_y$, and $L_z$. Periodic boundary conditions are applied only in the $x$ and $y$ directions, while a hard wall is placed at the bottom of the cell along the $z$ direction. This situation corresponds to a finite system where particles are confined within a large slit pore of volume $V = L_xL_yL_z$. The particles are subject to a gravitational field of the form

$$\phi_i(z) = m g z_i$$

(6)

where $z_i$ is the $z$-component of the centre of mass of particle $i$, $m$ is the buoyant mass, and $g$ is the gravitational acceleration. The origin of the cell is located in the middle of the box. The algorithm to detect overlaps between a CSC and a hard wall is taken from reference $[56]$. The strength of the gravity field is controlled by the gravitational length given by $l_g = l/\sigma = k_B T / m g$. Note that the lower the value of $l_g$, the stronger the gravitational field is with respect to the thermal energy.

The box area $A = L_xL_y$ is adjusted to accommodate a hexagonal arrangement of spheres of diameter $\sigma$. $^{50}$ This is achieved by setting $L_x = n a_0$, $L_y = \sqrt{3}n a_0$, where $n$ is an integer and $a_0$ is the lattice constant. While the choice of $a_0$ has a non-negligible effect on the crystallisation of the particles, crystal strain due to lattice-mismatch is still unavoidable as the shape and size of the box are kept constant while the system undergoes an effective compression.$^{50,79}$ An intermediate value of $a_0 = 1.06$ is used in this work for all the simulations to accommodate crystals across a range of densities. Different values of particles per unit area $\rho_A^1 = N\sigma^2/A$ are used in the range of $2.5 \leq \rho_A^1 \leq 25$. The number of particles $N$ used range from 1000 to 5000. For the majority of the simulations the box is bounded at the bottom by a flat hard wall. However, additional simulations are performed where the box is bounded by a template constructed of monolayers of spheres frozen in place and arranged with hexagonal symmetry and lattice constant $a_0 = 1.06$.

MC-$NVT$ simulation runs are started with random initial configurations at a high value of $l_g$, corresponding to a weak gravitational strength. The value of $l_g$ is then decreased sequentially, using as a starting configuration the previous final configuration at higher gravitational strength. For each value of $l_g \sim 10^6$ MC cycles are used for the equilibration stage, and additional $\sim 10^6$ MC cycles are used to collect ensemble averages. Each cycle attempts $N$ Monte Carlo moves with the following probabilities: translation, 40%; rotation, 40%; $180°$ rotation, 20%. Moves are accepted using the Metropolis algorithm and the acceptance rate is tuned during the equilibration stage to an approximate value of 30%.

The particle distribution along the $z$-direction is analysed by the area density profile $\rho_A^1(z)$,

$$\rho_A^1(z) = \frac{1}{A} \int \rho^*(x,y,z) dx dy$$

(7)

where $\rho^*(x,y,z)$ is the local reduced number density. Density profiles are calculated using bins of thickness $\Delta z = 0.1\sigma$. Maxima and minima in the density profile indicate the formation of layers and are used to isolate particles in well-defined layers for analysis of local translational and orientational order. Structural order along individual layers is analysed using two-dimensional bond-orientational order parameters $\Psi_{n}(z)$ along the $z$-direction defined as

$$\Psi_{n}(z) = \frac{1}{N(z)} \sum_{j=1}^{N(z)} \frac{1}{N_{j}} \sum_{k=1}^{N_{j}} \exp(i n \theta_{jk})$$

(8)

where $n$ describes the degree of symmetry analysed, $N(z)$ is the number of particles in a layer at positions $z$, $N_{j}$ is the number of nearest neighbours of particle $j$, $\theta_{jk}$ is the angle made by the bond between particle $j$ and its nearest neighbour $k$ with respect to an arbitrary axis.$^{80}$ Neighbouring particles are determined using a Voronoi tessellation algorithm.$^{81}$ Local orientation of the particles is analysed using profiles of the orientational order parameter $S_1(z)$ and $S_2(z)$. The reduced osmotic pressure $P^*(z_0)$ is calculated as the force per unit of area exerted on a layer of particles at height $z_0$ by the overhead particles at height $z > z_0$:

$$P^*(z_0) = \frac{P(z_0) \sigma^3}{k_B T} = \frac{1}{\sigma L_g^2} \int \int_{z_0}^{z} \rho^*(x,y,z) dx dy dz$$

(9)

3 Results

3.1 Bulk phase behaviour of convex spherical caps

The phase behaviour of CSCs in bulk as a function of the aspect ratio $\chi^*$ has been analysed using $NPT$-MC simulations combined with free energy calculations. Figure 2 shows the stable crystal structures determined using FBMC simulations and free en-
energy calculations. These complex structures can be classified in 5 groups: isotropic disordered state (I, not shown), plastic crystals (PC), aligned crystals (A), dimer-based crystals (B), and interdigitated crystals (C). The orientationally ordered crystals are further denoted by 1 or 2 depending on whether the CSCs are oriented along 1 or 2 axes.

It is not immediately obvious which crystal structure is the most stable at each value of aspect ratio $\chi^*$. While one can distinguish clearly between PC, A, B, and C phases as they have different structural and thermodynamic properties, it is more difficult to differentiate between A1 and A2 crystals as they have similar properties. Furthermore, this is true for all other corresponding phases of the same crystal type ($B_1$ and $B_2$ phases of the same crystal type ($B_1$ and $B_2$, etc.). This is evident in Figure 3 where we show the maximum packing, $\phi_m$, obtained using FBMC simulations. As an example, $A_1$ and $A_2$ have essentially the same values of $\phi_m$ as a function of aspect ratio, in addition to having almost identical equations of state. It is interesting to note that although one would expect hemispheres ($\chi^* = 0.5$) to crystallize with a maximum value of $\phi_m = 0.74$ in the $B_{PC}$ crystal, these particles exhibit higher volume fractions since particles forming a dimer can experience small offsets to enhance the packing. This is also true for other B crystals for CSC with $\chi^* < 0.65$ as observed in Figure 3. The structures shown in Figure 2 are in equilibrium, however the FCMB method is most apt for finding the densest crystal structures, and in the case of B crystals for $\chi^* < 0.65$ the FBMC method finds structures which differ slightly from those reported in Figure 2. Even though the PC, A, B, and C phases are distinct their stability needs to be assessed. It emerges that the relative stability of crystals must be determined by the interplay of translational and rotational entropy. One can provide an initial estimate of the stability of crystals by only considering the structure: high $\phi_m$ indicates high translational entropy; the rotational entropy may be inferred from a particle’s local environment. So we first examine the structure of the different crystal phases shown in Figure 2.

The plastic crystal PC is characterised by particles arranged on a crystal lattice with random particle orientations. The PC phase for CSCs is found to be similar to the hard sphere crystal and the FCC structure is used throughout this work. The HCP structure is likely to be just as stable but the question of which is more stable is left for future work. In regions of stability PC is completely free to rotate ($S_2$ is low at all volume fractions), which leads us to use linear scaling to determine the theoretical maximum packing in Figure 3. If one assumes that the unit cells of a CSC PC and a hard sphere FCC crystal are identical at constant $\rho^*$, then the theoretical maximum packing is found as $\phi_m^{PC} = \phi_m^{HS} v_p / v_{HS}$, where close packing of hard spheres is $\phi_m^{HS} = 0.74$, and $v_{HS}$ is the volume of a sphere of diameter $\sigma$. It is evident that as $\chi^*$ decreases the maximum packing sharply drops while the rotational freedom is assumed unchanged, so the PC stability should be at a maximum at $\chi^* = 1$ and decrease as a function of anisotropy. Crystals of type A have a deformed FCC structure with a maximum $\phi_m$ at $\chi^* = 0.85$. Both forms A1 and A2 exhibit almost identical packing and equations of state. The maximum packing of A crystals is always exceeded by that of the B crystals. Particles in B crystals are individually hindered from rotating due to their arrangement in

![Fig. 2 Representative configurations of the ordered structures formed by CSCs with different values of aspect ratio $\chi^*$: PC, $\chi^* = 0.95$; $B_{PC}$, $\chi^* = 0.5$; A1, $\chi^* = 0.75$; A2, $\chi^* = 0.85$; $B_{1P}$, $\chi^* = 0.6$; $B_{2P}$, $\chi^* = 0.85$; $B_{1O}$, $\chi^* = 0.25$; $B_{2O}$, $\chi^* = 0.33$; C1, $\chi^* = 0.5$; C2, $\chi^* = 0.5$; The crystal structures are obtained using FBMC simulations.](image)
dimer-like configurations. The tendency for CSCs to form these cap-to-cap contacts has been quantified by van Anders et al.\textsuperscript{83}, and these arrangements are here referred to as specific entropic bonds (SEB). The most dense packings of CSCs always have at least one SEB as particles aligning cap-to-cap allows for more efficient use of space. Like with the $A$ crystals, $B$ and $C$ have almost identical $\phi_m$ and equations of state. The $B$ crystals however have more complex structures, and as $\chi$ decreases their structural properties change considerably. Crystals formed by CSCs of $\chi \leq 0.4$ are denoted $B_{1p}$ and $B_{2p}$ as the dimers resemble prolate spheroids or dumbbells. Such a comparison draws on similarities between the $B_{2p}$ crystal and the structures observed in for hard ellipsoids by Dovev et al.\textsuperscript{84} and by Pfleiderer et al.\textsuperscript{85}, and although it has not been studied here there may exist another $B_p$ crystal where dimer bonds are formed randomly akin to the aperiodic crystal structure formed by dumbbells\textsuperscript{29,31,86,87}. The next dimer-based crystal is $B_{pC}$ has similar structure to $P_C$ where in this case particles forming dimers can rotate cooperatively. First reported in Marechal et al.\textsuperscript{33} as $FCC^2$, this phase is an unusual example of a plastic crystal where the centres of mass of individual particles do not exhibit long-range translational order, as pairs of particles effectively orbit around the $FCC$ lattice points; long-range translational order is recovered if the particle reference is taken as the centre of mass of the dimers. Crystals formed by CSCs of $\chi \geq 0.6$ are denoted $B_{1p}$ and $B_{2p}$ as the dimers resemble oblate spheroids or UFO particles\textsuperscript{88}, and are closely related to the structures observed in convex lens-shaped particles (note that a dimer formed by two CSCs have the same shape as a convex lens-shaped particles provided that $0 < \chi^* \leq 0.5$)\textsuperscript{89}. While the rotational freedom of individual particles is severely limited in $B$ crystals, dimers can still rotate to varying degrees. This is in contrast to the $C$ crystals where particles interdigitate and are effectively locked together. For $C$ crystals the particles form two SEBs in order to achieve the most dense CSC packing, with a maximum $\phi_m$ located at $\chi^* = 0.5$. Once again, $C_1$ and $C_2$ have almost identical $\phi_m$ and equations of state. The $C_2$ structure can be considered AB stacking of layers with different orientations. Though not investigated here, a crystal with random stacking of layers may actually be the most stable $C$ crystal.

Having described qualitatively the features of the different crystals we proceed to analyse their relative stability using free energy calculations. The results for the free energies of different crystal candidates are shown in Tables 1 and 2. It is evident from the results in Table 1 that crystal candidates with similar properties have small differences in the free energy. It must be noted that...
Relative stability may be calculated more accurately using, for example, the Monte Carlo lattice-switch method. Such analysis, however, is outside the scope of the present work. As a contrast, Table 2 shows clear differences in the free energy of crystals with distinct structures. However, the stability at a given pressure is not determined by the free energy alone, but rather by the chemical potential. Examining the chemical potential of the $\mathcal{PC}$, $\mathcal{B}$ and $\mathcal{A}$ phases for $\chi^* \gtrsim 0.7$ reveals that while only one phase is stable at any time, many phases are closely metastable. In order to study the regions of metastability we compressed the $\mathcal{PC}$ phase until the system is metastable with a supersaturation of $\Delta \mu^* \approx 0.5$. At this pressure we report the difference in chemical potential, $\Delta \mu^*$, between the stable state - which depends on the aspect ratio - and the various metastable states. The results are shown in both Figure 4 and Table 2, where it is evident from the small differences in chemical potential that a $\mathcal{PC}$ compressed past the point of stability will not necessarily transition into a single crystal type.

A summary of phase transitions for each value of $\chi^*$ studied is given in Table 3 and illustrated in a phase diagram in Figure 5. Particles with $\chi^* > 0.95$ essentially crystallise in a similar way as hard spheres at moderate values of volume fraction. The results for the phase behaviour of CSCs with $\chi^* = 0.95$ are shown in Figure 6. This system exhibits two main phase transitions: (a) transition from the $I$ phase ($\phi = 0.4922$) to the $\mathcal{PC}$ phase ($\phi = 0.5420$) at $P^* = 11.79$; and (b) transition from the $\mathcal{PC}$ phase ($\phi = 0.7304$) to the $\mathcal{A}2$ phase ($\phi = 0.7488$) at $P^* = 636.4$. The final phase transition to the $B2$ phase is of minor importance as it occurs at approximately 99.6% of $\phi_m$.

Figure 5 shows that $\mathcal{PC}$ is stable until about $\chi^* = 0.74$. At $\chi^* = 0.75$ there is a point where the density of the metastable fluid is greater than the density of the $\mathcal{PC}$. This suggests that there may be a point on the phase diagram where there is an isochoric, first order $I$-$\mathcal{PC}$ transition. $A2$ is the next stable phase observed across the range $0.95 \lesssim \chi^* \lesssim 0.85$, and the region of metastability extends to $\chi^* = 0.7$ as is partly shown in Figure 4. $A1$ is not found to be the most stable phase at any point, but it is metastable across the range $0.95 \lesssim \chi^* \lesssim 0.70$. The region of maximum stability for $A2$ coincides with the maximum $\phi_m$ seen in Figure 3. It seems that the small increase in rotational freedom afforded by the $A$ arrangement as compared to $B$ is sufficient to offset the difference in packing efficiency between the two phases. However as the disparity in $\phi_m$ increases, $A$ phases become metastable. For low anisotropy the $B$ crystals are the most stable at high density, but at about $\chi^* \lesssim 0.689$ crystals of type $C$ become the most dense stable crystals. Examining the range $0.6 \lesssim \chi^* \lesssim 0.69$, even though $C$ crystals have greater $\phi_m$, $B$ crystals exhibit much greater regions of stability, once more demonstrating the importance of rotational freedom. For $\chi^* = 0.4$ one can make similar arguments for the stability of the $B_{\mathcal{PC}}$ phase as were made previously for the $\mathcal{PC}$ phase: if we assume that the $B_{\mathcal{PC}}$ phase maintains full rotational freedom then the theoretical maximum packing at $\chi^* = 0.4$ must be significantly reduced. However we find that orientational order increases with packing fraction, indicating that the $B_{\mathcal{PC}}$ crystal unit cell does deform and the dimers experience a reduction of rotational freedom. Thus the small region of stability for the $B_{\mathcal{PC}}$ at this point is due partly to both reduced rotational freedom and inefficient packing. Finally, for similar crystals such as $A1$ and $A2$ it appears that the structures in which CSCs align along two principal axes are generally more stable. Determining exactly why this is so is inherently difficult, but it is suggested this is due to increased entropy as a result of particles being able to occupy twice as many orientations.
The results for the phase transitions are determined completely using free energy calculations to connect the equations of state of two stable phases in coexistence. However, it is important to stress that, with the exception of the PC phase for CSCs with large values of $\chi^*$, we do not observe the spontaneous formation of ordered phases from the compression of the isotropic phase. This is most likely due to a problem of slow kinetics. The formation of B phases, for example, requires as a first step the formation of dimer-like arrangements, followed by the organisation of the dimers into the final structure. This issue is exemplified in Figure 7 where the results for the equation of state and phase coexistence between the I phase ($P^* = 54.81$) and the plastic crystal $B_{PC}$ phase ($P^* = 95.98$) at $P^* = 45.93$ formed by sphere-like dimers of hemispheres ($\chi^* = 0.5$) are presented. The compression of the I phase pushes the system beyond the transition point reaching the supersaturated region. In the $B_{PC}$ phase all hemispheres need to be bonded through SEBs. The fraction of non-bonded hemispheres $f_{\text{unbonded}}$ as a function of the volume fraction is shown in Figure 7, where it is observed that at the entrance of the coexistence region, only 20% of hemispheres form dimers. Further compression of the system deep in the supersaturation region increases the fraction of bonded particles to 40%, however, the acceptance of MC moves and the mobility of the system characterised by the mean-square displacement (see Figure 7(c)) are reduced significantly and the system is trapped in a disordered solid state. In another study, hard hemispheres were only found to crystallise when a significant concentration of depletants is added. A similar trend is observed for the other transitions. For the system of CSCs with $\chi^* = 0.95$, the system upon compression is able to transform from the $I$ phase to the $PC$ phase (see Figure 6), however, the system is unable to transform from the $PC$ phase to an $A$ phase. The formation of an $A$ phase requires that all particles align along one or two directions which is characterised by both order parameters $S_1$ and $S_2$. As in the previous case of hemispheres, the system near the coexistence region becomes so dense that the acceptance of MC moves decreases significantly without an enhancement of the alignment of the particles as demonstrated by the behaviour of the orientation autocorrelation function $E_2$ shown in Figure 6(b). A more detailed analysis of the formation of ordered phases of CSCs in bulk requires a study of nucleation kinetics using special techniques for rare events.

### 3.2 Template-assisted self-assembly under gravity

It is evident from the difficulty of forming ordered phases of CSCs in bulk that we require a different approach to promote the formation of different crystal phases. Directed self-assembly of CSCs has been studied using geometrical confinement, and by using depletants to create an attractive interaction between hemispheres. However, recent sedimentation experiments of particles with similar geometry as CSCs reveal the formation of ordered phases by stacking of layers on a planar surface. In order to ascertain how CSCs self-assemble under gravity, we slowly decrease the gravitational length $l_g$ (increase of the gravitational strength) to observe the evolution of the stacking of layers and their structure first against a structureless hard wall. This could...
be achieved experimentally via slow sedimentation or stepped-force centrifugation in a density-matched medium96,97. We restrict our analysis to CSCs with aspect ratios $\chi^* \geq 0.75$. Hemispheres were also studied, but it was observed that the gravitational field did not aid the crystallisation of the particles.

The results for the density profile and order parameters profile for CSCs with $\chi^* = 0.95$ are shown in Figure 8 at two different values of gravitational length $l_\ast^g$. For the gravitational length $l_\ast^g = 0.2$ (Figure 8(a)) the system clearly forms layers that grow in the direction perpendicular to the flat wall. These layers are characterised by well-defined peaks in the density profile. The analysis of the order parameters $\Psi_6$, $S_1$ and $S_2$ in each layer reveals the formation of layers with hexagonal order (large values of $\Psi_6$) that lack orientational order with values of order parameters $S_1 \sim 0$ and $S_2 \sim 0$. This behaviour is an indication of the formation of a $PC$ layer. At a lower gravitational length ($l_\ast^g = 0.04$, Figure 8(b)), the particles belonging to the three $PC$ layers near the wall align in a common direction to form orientationally ordered crystal (OOC) layers having well-defined translational and orientational order that, in this case, resembles the $A$ crystal observed in bulk simulations (see crystals $A1$ and $A2$ in Figure 2). Similar analysis for systems of CSCs with $\chi^* = 0.85$ and $\chi^* = 0.75$ reveals that in addition to the $A$ phase observed at low values of $l_\ast^g$, in some cases the aligned particles of one layer are paired to the particles of an upper layer to form dimers via SEBs in an arrangement similar to $B$ crystals. The results for the structural properties of the first three layers near the flat wall formed by CSCs with $\chi^* = 0.85$ are shown in Figure 9, demonstrating the transformation of the layers from an $I$ structure to a $PC$ structure to an OOC structure upon increasing gravitational strength. Overall the use of a gravitational field and a flat substrate improved the self-assembly of CSCs. However, the methodology is limited as defects are increasingly common as the amount of anisotropy increases, and we observe crystals with different structures with slightly different input parameters. In other words, there is still an absence of control over the final outcome. In Figure 10, for example, two structures formed in systems of CSCs with $\chi^* = 0.85$ are shown. Using different values for the area density, $\rho_\ast^A$, two different structures of the layers near the flat substrate are observed: (a) a herringbone stacking for $\rho_\ast^A = 9$ and (b) a random stacking for $\rho_\ast^A = 7.5$. This difficulty in controlling which structure is formed can be expected when the difference in chemical potential between crystals is so low as previously indicated in Figure 4 for bulk phases. A summary of the structures observed in systems of CSCs under gravity is presented in Table 4.

### 3.2.1 Quantitative comparison: from bulk to gravity

In addition to showing qualitatively the difference between bulk self-assembly and self-assembly under gravity we demonstrate quantitatively the effect gravity has on the phase behaviour of CSCs by calculating the pressure at which individual layers undergo phase transitions using Equation 9. We compare bulk coexistence pressures to the transition pressures observed under grav-
<table>
<thead>
<tr>
<th>$\chi^*$</th>
<th>Bulk Phase</th>
<th>Gravity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.95</td>
<td>$PC$</td>
<td>$PC$, $A1$</td>
</tr>
<tr>
<td>0.85</td>
<td>$PC$</td>
<td>$PC$, $A1$, $B1$, $B2$</td>
</tr>
<tr>
<td>0.75</td>
<td>$PC$, $A1$</td>
<td>$B1$, $B2$</td>
</tr>
</tbody>
</table>

Table 4 Summary of ordered phases formed spontaneously in systems of CSCs with different values of $\chi^*$ under gravity. For comparison, the structures only obtained spontaneously by compression of the isotropic fluid in bulk conditions are also presented.

Then in an attempt to pin-point the driving forces we also consider the strength of the gravitational field, and the influence of the structure of the substrate.

Since the only sequence of phase transitions observed in CSCs under gravity is $I$-$PC$-$OOC$, there are two transitions to consider. First we examine the $PC$-$I$ transition. The results for the transition pressure $P^*$ and transition gravitational length $l_g^*$ as a function of the aspect ratio $\chi^*$ are shown in Figure 11. The $PC$ unit cell is almost identical to the FCC or HCP crystals formed by hard spheres, so it is useful to draw comparisons with previous studies on hard spheres. Hard spheres under gravity against a flat wall have been shown to crystallise at approximately the same pressure as bulk coexistence$^{50}$. Hard spheres have also been studied without gravity at both flat walls and hexagonal templates$^{79,98–101}$. These studies have shown that a flat wall induces hard spheres to crystallise at a slightly lower pressure than at bulk conditions, while a hexagonal template will significantly decrease the transition pressure. It can be seen in Figure 11 that CSCs mirror the behaviour of hard spheres: CSCs with $\chi^* = 0.95$ under the influence of gravity exhibit a $PC$-$I$ transition at $P^* = 11.8 \pm 0.1$, which is close to that of hard spheres in bulk$^{102} (P^*_C = 11.55)$ and to that of CSCs with $\chi^* = 0.95$ in bulk ($P^*_C = 11.79$); CSCs also form $PC$ layers at significantly reduced pressures when in contact with a hexagonal template. A $PC$ layer is also much more likely to crystallise when there is already a $PC$ layer present, i.e. after the first layer of $PC$ structure on the flat wall has formed. This first $PC$ layer is effectively acting as a hexagonal template, albeit a defective one as the CSCs can rotate and have thermal motion. Along the same lines, it is evident that as the CSCs become more anisotropic the $PC$ layer is decreasingly effective at promoting crystallisation when compared to a hexagonal template. It is then surprising that the flat wall has a much greater effect at stabilising $PC$ layers for $\chi^* = 0.75$, as there is no obvious entropic argument for this increased stability. This suggests that gravity also acts to stabilise $PC$ layers at pressures lower than bulk. This suggestion can also be inferred from Figure 11(b) which shows a correlation between the gravitational length and the transition pressure, noting that the gravitational length is inversely proportional to the gravitational strength. While such a strong effect has not been
previously detected, it seems evident that particles should crystallise at pressures lower than bulk as more efficient packing leads to lower gravitational energy. This result highlights the need for a systematic investigation into the effect of gravitational strength on colloidal crystallisation.

![Graph](image-url)

**Fig. 12** Results for (a) the pressures $P^*$ and (b) gravitational length $l_q^*$ at the PC-OOC transition for CSCs under gravity. The transition pressures are presented relative to the transition pressures $P_{PC}^*$ observed in bulk. The results correspond to (i) the formation of the first OOC layer on top of the flat wall (denoted by 'Flat substrate'), (ii) the formation of an OOC layer on top of a previously formed OOC layer (denoted by 'OOC substrate'), and (iii) the formation of the first OOC layer on top of an artificially generated hexagonal layer of spheres (denoted by 'Hex substrate').

Next we examine the OOC-PC transition in Figure 12. Here we have compared the transition pressure under gravity with the coexistence pressure for whichever orientationally ordered phase is stable in bulk. The OOC layer covers any type of orientationally ordered phase. This does not result in the most exact of comparisons, but considering that the orientationally ordered crystals are all close in stability this approximation is reasonable. For this transition there is no previously published work to compare our results to, but instead one can make arguments for what to expect. By aligning the flat face of the CSC against the wall the excluded volume is reduced. This entropic effect ought to be more pronounced as $\chi^*$ decreases. Similarly, by aligning this way the particle’s centre of mass is lowered, thus decreasing its gravitational energy. Back to Figure 12 we can see that the transition occurs at a much lower pressure in the presence of a flat wall as has been suggested. Surprisingly though there appears to be a much stronger effect for higher values of $\chi^*$. This discrepancy may be explained by also considering the effect of $l_q^*$. For $\chi^* = 0.95$ the transition happens at a very high gravitational strength. The discrepancy is consistent regardless of which surface the transition takes place on, suggesting that for this transition gravity is the dominant driving force. It can also be seen in Figure 12 that an OOC layer is almost as effective as a hexagonal template in promoting the formation of an OOC layer, more so than when comparing how a PC layer and a hexagonal template promote the formation of a PC layer. For example, Figure 11(a) shows that for $\chi^* = 0.85$ the I-PC transition occurs at $P^* = 0.84 P_{bulk}^*$ against a PC layer and at $P^* = 0.69 P_{bulk}^*$ against a hexagonal template; while Figure 12(a) shows that the PC-OOC transition occurs at $P^* = 0.96 P_{bulk}^*$ against a PC layer and at $P^* = 0.93 P_{bulk}^*$ against a hexagonal template. On one hand this may be due to the absence of rotational freedom in the OOC layer; while on the other hand, thermal motion is also suppressed as the layer is sandwiched in-between an OOC layer and a PC layer. It is also interesting to note that a hexagonal template seems to destabilise OOC layers for CSCs with $\chi^* = 0.75$. From the previous results showing how gravity and a template will stabilise PC layers, it could be inferred that the increased stability of the PC layer is what is causing the OOC layer to have reduced stability. The results from Figures 11 and 12 are summarised in Table 5.

<table>
<thead>
<tr>
<th>$\chi^*$</th>
<th>Substrate</th>
<th>Transition $P^*$</th>
<th>Transition $l_q^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>I - PC</td>
<td>PC - OOC</td>
</tr>
<tr>
<td>0.95</td>
<td>flat</td>
<td>11.8(01)</td>
<td>176(04)</td>
</tr>
<tr>
<td></td>
<td>hex</td>
<td>8.77(10)</td>
<td>164(10)</td>
</tr>
<tr>
<td></td>
<td>OOC</td>
<td>9.96(11)</td>
<td>N/A</td>
</tr>
<tr>
<td>0.85</td>
<td>flat</td>
<td>13.7(02)</td>
<td>44.7(06)</td>
</tr>
<tr>
<td></td>
<td>hex</td>
<td>9.66(12)</td>
<td>60.6(06)</td>
</tr>
<tr>
<td></td>
<td>OOC</td>
<td>11.8(03)</td>
<td>N/A</td>
</tr>
<tr>
<td>0.75</td>
<td>flat</td>
<td>29.3(11)</td>
<td>31.7(13)</td>
</tr>
<tr>
<td></td>
<td>hex</td>
<td>12.0(12)</td>
<td>42.5(14)</td>
</tr>
<tr>
<td></td>
<td>OOC</td>
<td>25.3(09)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>OOC</td>
<td>47.9(08)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 5 Summary of the structures formed by CSCs under gravity. Results for the pressure $P^*$ and $l_q^*$ at the PC-I and OOC-PC layering transitions are also tabulated. Errors in the last two significant figures are indicated in the brackets.

### 3.2.2 Nature of the phase transitions

In addition to identifying the transitions exhibited by CSCs under gravity, we have also analysed the nature of the phase transitions of the layers. First we refer to previous experimental work on the phase transitions of hard spheres under gravity against a flat wall and a hexagonal template$^{103}$. Hard spheres will undergo a continuous layerwise transition when in contact with a hexagonal template. Against a flat wall however the first two layers simultaneously undergo a first order phase transition. Here we are interested to see how introducing particle anisotropy will affect this behaviour, and whether this can shine some light on phenomena which are not well understood. Our results corroborate previous findings observed in hard spheres, but also reveal an additional example of a first order phase transition unique to anisotropic particles. In this work we identify first order phase transitions by discontinuous changes in order parameters, and the appearance of hysteresis; conversely second order transitions are marked by continuous changes in order parameters and a lack of hysteresis. A more comprehensive analysis of the order of phase transitions is outside the scope of this paper.

First and second order phase transitions are observed for both
the $I$-$PC$ and the $PC$-$OOC$ transformation. Figure 9 shows the order parameters for the first three layers of CSCs for $\chi^* = 0.85$ against a flat wall, with phase transitions indicated by T1 to T4. At T1 the first two layers undergo a first order $I$-$PC$ phase transition against a flat wall. At T2 the third layer undergoes a second order $I$-$PC$ phase transition while in contact with a $PC$ layer, which is the same type of transition one sees for CSCs in contact with a hexagonal template (results not shown). At T3 the first layer undergoes a second order $PC$-$OOC$ phase transition against a flat wall. Finally, at T4 the second and third layers simultaneously undergo a first order $PC$-$OOC$ phase transition. This final example, to our knowledge, is a new phenomenon where two layers simultaneously transform as CSCs from one layer form dimers with CSCs from the other layer in a cooperative event. Though not explicitly shown, hysteresis is only observed for transitions with discontinuous changes in order parameters.

A summary of all the phase transitions observed in this work is shown in Table 6. First order phase transitions are observed for fluid-crystal transitions at a flat wall, and for transitions where two layers form dimers between them. It is clear why two layers crystallise simultaneously to form dimers as this is a cooperative event, though it is not evident why two layers of CSCs or hard spheres crystallise simultaneously at a flat wall. In the case of the flat wall, as discussed in the previous section, CSCs will crystallise against a flat wall at a pressure close to that of coexistence in bulk, while they will crystallise against a $PC$ layer at a lower pressure. The first layer to crystallise acts to an extent like a hexagonal template and enables the formation of the second layer at the same time. Second order transitions appear to occur when particles can individually make a transition from one state to the other without otherwise disturbing the local structure, such as: a single particle aligning up-down in a $PC$ layer; or a single particle occupying a lattice site in a hexagonal template. This results in transitions where the equilibrium concentration of particles in one state or the other can smoothly vary. Conversely, first order phase transitions appear as a feature of emergent behaviour, where particles move co-operatively.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>phase 1</th>
<th>phase 2</th>
<th>order</th>
<th>$n$ layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>flat</td>
<td>$I$</td>
<td>$PC$</td>
<td>1st order</td>
<td>multiple</td>
</tr>
<tr>
<td></td>
<td>$PC$</td>
<td>$OOC$</td>
<td>2nd order</td>
<td>single</td>
</tr>
<tr>
<td>hex</td>
<td>$I$</td>
<td>$PC$</td>
<td>2nd order</td>
<td>single</td>
</tr>
<tr>
<td></td>
<td>$PC$</td>
<td>$OOC$</td>
<td>2nd order</td>
<td>single</td>
</tr>
<tr>
<td></td>
<td>$PC$</td>
<td>$OOC$</td>
<td>1st order</td>
<td>multiple</td>
</tr>
<tr>
<td>$PC$</td>
<td>$I$</td>
<td>$PC$</td>
<td>2nd order</td>
<td>single</td>
</tr>
<tr>
<td>$OOC$</td>
<td>$PC$</td>
<td>$OOC$</td>
<td>2nd order</td>
<td>single</td>
</tr>
<tr>
<td></td>
<td>$PC$</td>
<td>$OOC$</td>
<td>1st order</td>
<td>multiple</td>
</tr>
</tbody>
</table>

Table 6 Overview of the different phase transitions of CSC layers under gravity. The surface or layer upon which the transition takes place is indicated, along with the order of the transition and whether a single layer is involved or multiple layers simultaneously undergo a phase transition.

4 Conclusions

In conclusion, we have mapped the phase diagram for convex spherical caps with aspect ratio $\chi^*$ over the range $0.25 \leq \chi^* \leq 1.0$. Our results contribute to demonstrate the strong effect of changes of shape anisotropy in non-centrosymmetric CSC particles on the complexity of the ordered structures. Rather like how hard spheres may form FCC, HCP or random HCP crystals, CSCs also exhibit configurational degeneracy whereby at a given state point several crystal phases may exist separated by small differences in chemical potential. At intermediate densities CSCs prefer configurations where they have rotational freedom, such as plastic crystals; while at high densities they prefer close-packed structures, indicating the competition between packing entropy and rotational entropy as driving forces. The phase transitions of CSCs in bulk occur at densities and pressures higher than that of hard spheres. At these densities CSCs are less mobile and rotational freedom is constrained which frustrates crystallisation. This effect is more pronounced as shape anisotropy is increased, resulting in only a small part of the phase diagram being accessible via spontaneous self-assembly from compression of the isotropic phase. The additional existence of closely metastable states as indicated by free energy calculations suggests that it is difficult to control the nucleation of a single type of crystal. We further investigated the self-assembly of convex spherical caps driven by the sedimentation of the particles onto different substrates. We have observed an enhancement of the spontaneous formation of other crystals beyond the $PC$ phase, but it is still difficult to control the final crystal structure. Moreover, we observed that a gravitational field does not help crystallisation of CSCs with high anisotropy. Nonetheless, the reasons for the improved self-assembly that we observe may be threefold. First, a template, whether it be a flat wall, a hexagonal template or a crystal surface, will help the system to overcome the nucleation free-energy barrier. Second, gravity and a template act together to increase the stability of the crystal structures so they crystallise at lower pressures; this corresponds to crystallising at lower densities where particles have increased mobility. And third, it is suggested that phase transitions for hard particles at high densities may favour second order phase transitions like epitaxial growth on a surface. To further understand the crystallisation of these systems, analysis of nucleation kinetics is required.
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A Free Energy

Free energy calculations are used in this work to pinpoint the location of phase transitions, and to determine the relative stability of crystals. The free energy $F(\rho)$ of a system at density $\rho$ is cal-
culated by integration of the equation of state from a reference state of density $\rho_0$ and free energy $F(\rho_0)$ as

$$\frac{\beta}{N}F(\rho) = \frac{\beta}{N}F(\rho_0) + \int_{\rho_0}^{\rho} d\rho' \left( \frac{\beta P(\rho')}{\rho'^2} \right),$$

(10)

where $\beta = 1/(k_B T)$. Equation 10 is only valid if the system does not cross a first order phase transition. For fluids the free energy of the reference state is obtained using the Euler equation, $F(\rho_0)/N = \mu(\rho_0) - P(\rho_0)/\rho_0$, where the chemical potential at density $\rho_0$ is obtained using the Widom particle insertion method. For solids the free energy $F(\rho_0)$ is obtained using the Einstein crystal method. The Einstein crystal method involves constructing a reversible thermodynamic path from the real solid to a non-interacting harmonic crystal. For the case of an orientationally ordered crystal (OOC), this is achieved by coupling both positions and orientations to the lattice positions using the potential energy functions $U_{\text{Ein},\text{OOC}}$ given by

$$U_{\text{Ein},\text{OOC}} = \sum_{i,j} \phi^{hb}_{ij} + \xi \left[ \lambda_r \sum_{i=1}^{N} (r_i - r_{0,i})^2 + \lambda_\theta \sum_{i=1}^{N} (1 - \cos(\theta_{0,i})) \right]$$

(11)

where $\phi^{hb}_{ij}$ is the hard-core interaction, $\lambda_r$ and $\lambda_\theta$ are the constants coupling the particles to their lattice positions and orientations, respectively. $\xi$ is the parameter turning the springs on or off, i.e. $0 \leq \xi \leq 1$. $r_{0,i}$ is the lattice position of particle $i$, $\theta_{0,i}$ is the angle between the orientation of particle $i$ and its lattice orientation. The choice of potential for constraining orientations is dependent on the geometry of the particle. The values of $\lambda_r$ and $\lambda_\theta$ are chosen such that the particles do not interact at $\xi = 1$. In practice the system is considered non-interacting if the probability of particles overlapping is less than 0.01%, which is achieved using values of up to $\lambda_r = \lambda_\theta = 10^6$. The reference free energy $F_{\text{Ein},\text{OOC}}$ of an orientationally ordered Einstein crystal is given by

$$\frac{\beta}{N}F_{\text{Ein},\text{OOC}} = -\frac{3(N-1)}{2N} \left( \frac{\pi}{\beta r_r} \right) - \ln \left( \frac{1 - e^{-2\lambda_u}}{\lambda_u} \right) + \ln \left( \frac{\Lambda}{\sigma^3} \right) + \ln(\sqrt{N\gamma^2/\nu})$$

(12)

where $\Lambda$ is the thermal de Broglie wavelength, and $\nu = (\hbar^2/2mI)$, where $I$ is the moment of inertia. The free energy of the real solid $F(\rho)$ is calculated using thermodynamic integration

$$\beta F(\rho) = \beta F_{\text{Ein},\text{OOC}} - \int_{0}^{\rho} d\rho' \left( \frac{\partial U_{\text{Ein},\text{OOC}}(\rho',\lambda_r,\lambda_\theta)}{\partial \rho'} \right)_{\gamma N\nu\xi}$$

(13)

Anisotropic particles which form plastic crystals will still interact when fixed to lattice positions due to their orientational freedom. To overcome this problem the hard potential is replaced with a penetrable step potential, $\phi^{pen}_{ij} = \gamma A$. The interaction strength is controlled by $\gamma$, and $A$ is an arbitrary constant set to $A = 0.1$. The choice of $A$ determines the $\gamma_{\text{max}}$, at which the potential approximates a hard-core interaction. Thus $\phi^{pen}_{ij}$ varies between non-interacting at $\gamma = 0$ and a hard-core interaction at $\gamma_{\text{max}} = 250$. The free energy of plastic crystals is then evaluated as:

$$\beta F(\rho) = \beta F_{\text{Ein},\text{PC}} - \int_{0}^{\rho} d\rho' \left( \frac{\partial U_{\text{Ein},\text{PC}}(\rho',\lambda_r,\lambda_\theta)}{\partial \rho'} \right)_{\gamma N\nu\xi}$$

(14)

where

$$U_{\text{Ein},\text{PC}}(\rho^*,\nu^*,\lambda_r,\gamma) = \phi^{pen} + \sum_{i=1}^{N} (r_i - r_{0,i})^2$$

(15)

and

$$\beta F_{\text{Ein},\text{PC}} = -\frac{3(N-1)}{2N} \ln \left( \frac{\pi}{\beta r_r} \right) + \ln \left( \frac{\Lambda}{\sigma^3} \right) + \ln(\sqrt{N\gamma^2/\nu})$$

(16)
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