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Abstract

The task of finding and classifying proper nouns in naturéinguagetext is the core of most
Named Entity Recogntion (NER) systems. The NER problem has received much attention,

as NER forms the basic building block of any Information Extraction system.

Although finding and classifying proper nouns in text is a verghallenging task in English,
the taskbenefits a geat deal from the distinguishing orthographic feature of capitalization.
When this feature is missing, as in uppercase text, or is present at the start of a sentence,

ambiguity increasesand requiresmore knowledge sources to resolvibe problem

The lak of capitalization is, however, an intrinsic feature of Arabic, thus the NER task in
Arabic becomes immediately harder than in English. The ambiguity caused by this feature is
moreover increased, as most Arabic proper nouns are indistinguishable from farthat are
common nouns and adjectives. Thus, a lookup approach relying on proper noun
dictionaries would not be an appropriate way to tackle the problem, as ambiguous tokens
that fall in this category are more likely to be used as nqumoper nouns in text In addition,

Arabic is a highly morphological language, thus posing more challenges for the NER task.

We hypothesize that Arabic NER is very closely bound to Paxf-Speech (POS) tagging.
However, Arabic POS taggers would normally have their worst accucg on proper noun
tagging, especialy person names, given the problem just mentioned. Thus, we first built a
POS tagging tool with a good coverage using the corpbased approach. Then, we used a
filtering technique to help collect unique proper nouns frontarge gazetteers. Combined
with the POS, gazetteer, and unique names list features, we defined and used a further set of
features to build a corpubased NER classifier from labelled data. Experiments on different
datasets, against a baseline and incorting different combinations of features, resulted in
demonstrating the efficiency of our final set of proposed features. The unique names list
moreover assisted in reducing, i n particul a
Evaluation of our approad shows that it performs comparably with systems that use more,

and more sophisticated, knowledge sourceand hence is easier to deploy for practical use.

11



Declaration

| hereby declare that no portion of the work referred to in the thesis has been sitbedl in
support of an application for another degree or qualification of this or any other university

or other institute of learning.

12



Copyright Statement

i The author of this thesis (including any appendices and/or schedules to this thésis
owns any copyright in it (the o0Copyright
Manchester the right to use such Copyright for any administrative, promotional,

educational and/or teaching purposes.

ii. Copies of this thesis, either in full or in extracts, mape made only in accordance
with the regulations of the John Rylands University Library of Manchester. Details
of these regulations may be obtained from the Librarian. This page must form part of

any such copies made.

ii . The ownership of any patents, designs;ade marks and any and all other intellectual
property rights except for the Copyright
reproductions of copyright works, for exa
which may be described in this thesis, ay not be owned by the author and may be
owned by third parties. Such Intellectual Property Rights and Reproductions cannot
and must not be made available for use without the prior written permission of the

owner(s) of the relevant Intellectual Property Rjhts and/or Reproductions.

Iv. Further information on the conditions under which disclosure, publication and
exploitation of this thesis, the Copyright and any Intellectual Property Rights and/or
Reproductions described in it may take place is available froing Head of School of

Computer Science (or the Vic€resident).

13



Acknowledgments

When | look at the amount of knowledge | have gainedthroughout my PhD journey, |
realize how muchtime and effort spent toward the completion of this work not only by me

but alsoby key individuals whom | feel veryindebtedto.

| gratefully acknowledgethe support and guidance of my supervisor John McNaught. |
would not imagine completing thiswork without al his advices.l acknowledgethe time he
spentin our weekly meetngs evenwith his busy schedule anather commitments. | am
deeply indebted to him forhis patience He assisted in all aspestof this work from
discussing new ideas tevriting and completing this thesisThough, mistakes in the content

of this thesis ae entirely my own.

I would like to express my deep gratitude and appreciation tmy first year supervisor,
William Black, who was very cooperative and kind in getting me on the road when | started
my PhD. Thanks are also extended to MrRoger Garside for his valuablecomments on the
writing of this thesis.

| am very gratefulto my home country, Saudi Arabia, for the continuous supportthat | have
been receivingn my whole life. | would like alsoto thank Technology Control Company
(TCC) for hosting me inthe three months internship program that gave mavery strong
hand-on experience in real world problers of text analytics Also, | would like to thank the
Language Data Consortium I(DC) for providing student discount on the corpora used in

this thesis

My thanks and appreciations arealsoextended toall my friendsin the UK and my brother
Ibrahim, who were always there when | needed them

Last but not least, ny deepest thanks to my family fortheir emotional support and

encouragement.

14



Chapter 1 Introduction

At the present time, we are witnessing great and increasing capabilities in storing and
transferring greater volumes ofinformation, which is an excellent factor in information
technology from one perspective. From another perspective, we are overloaded wdtia
that we cannot manage. More precisely, the rate of the growth of the capacity to store
information is far larger than the rate of the development of data analysis tooléobody
exactly knows how much information there is in our information flooded wdd; or how one
could uniformly measure information flows from heterogeneous sources. Howevélyman

& Varian (Lyman and Varian 2003)estimate that the total amount of newly created
information on physical media (print, film, optical and magnetic storage) amounted to some
5 exabytes in 2002, most of it is stored in digital format. This corresponds to 9,500 billion
books or 500,000 times the entire Library of Congress (which is supposed to contain
approximately 10 terabytes of information). According to their measures, the surface Web
contains around 167 terabytes of information, and there are indications that the deep Web,
i.e., information stored in databases that is accessible to human users through rgue

interfaces but largely inaccessible to automatic indexing, is about 400 to 500 times larger.

In terms of web pages count, WorldWideWebSizé estimated that the indexes of the major
search enginesGOOGLE, YAHOO and BING) contain 48 billion pages as oNovember

2011, double the estimated number of pagesthe same month of last year.

The information available in the world, according to(Lyman and Varian 2003) is estimated
to amount to be at least 6,800 terabytes of data. A large fraction of this information is
unstructured in the form of text, images, video and audivoens 2006) Web content, as an
important source of information, is doublingevery 15 months with 80% of the web content

stored in natural language form.

! http://wvww.worldwidewebsize.com/
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Chapter 1: Introduction

Information Extraction (IE) is a subfield of Natural Language Processing (NLP) that was
introduced as a solution to the information overload problem in the last decade and was

defined as follows:

0 | onmnfation extraction is the identification, and consequent or concurrent classification and
structuring into semantic classes, of specific information found in unstructured data sources
such as natural language text, making the information more suntfabfedtion processing

t a s(Maers 2006)

Information extraction therefore involves the creation of a structured representation (such as
a database) of selected information drawn from the text. Structuring the unstructd text
gives us the ability to apply techniques from data mining to find hidden patterns in the text
or conductfurther analysis(Grishman 1997)

Because ofthe importance of IE, DARPA initiated a number of efforts in The Massage
Understanding Conference (MUC) in the mid nineties. It was responsible for defining IE
subtasks and running competitiotvased conferences to advance the field. Thest and most
important subtask of IE is Named Entity Recognition (NER), which is concerned with
finding and classifying named entities in the textsuch as persons, locations and
organizations ... etc. The priority of this task comes from the fact that text always revatve
around such entities. A subsequent task of IE is resolvitige anaphoric referencesvhich is
concerned with finding units that refer to the same entity in the texe.g. nouns and the
pronouns referring to them. After that, there is the relation extraction subtask which aims at

finding relations between extractd entities in text.

NLP in general is not a trivial task due to language ambiguity that is an intrinsic
characteristic of any natural language, occurring at all levels of representation. Humans can
easily resolve this ambiguity by analyzing the context which a particular string of words is
used. However, it is very difficult to equip a machine with humatike knowledge to resolve
this ambiguity. Resolving ambiguity in natural language has been of central interest to

researchers and practitioners in thieeld from the early 1950s.

16



Chapter 1: Introduction

1.1 Named Entity Recognition (NER) Applications

According to Rau (Rau 1991) proper nouns are a crucia source of information in a text for
extracting contents, identifying a topic in a text, or detectingelevant documents in
information retrieval systems. Yet they account for a large percentage of the unknown
words in a text. NER is an important task in itself, however it would sometimes not be very
valuable until it is followed by the subsequent subtaskof an IE system. IE in general and

NER in particular have proven successful in many NLP applications.

NER was successfully incorporated into name searching systems to identify names in
gueries and the underlying data source for information retrievglThompson and Dozer
1997) Another important application is question answeringwhich was driven by one of
Text REtrival Conferenceds tracks. NER i s
of NER was measured in(Noguera et al. 2005) The idea was to consider only documents
that have at least one named entitprovided in the query. It was found that NER could
reduce the dataeturnedby the IR systemby 62% without any loss of information andby
92% with acceptable loss.

Detecting NEs in a query was aso successful in improvingmking, by treating named
entiiesand context separately in query suggestiefiGuo et al. 2009) In addition, NER was
used to efficiently provide the user witfewer returned documents, by a factor of 2, when
indexing named entities(Mihalcea and Moldovan 2001) Ontologies were used to improve
IE systems and then IE systems were usedpopulate ontologiesin a cyclic form (Nédellec
and Nazarenko 2006) In the wider context, IE is used to populate the semantic welby
building a huge knowledgebase(Welty and Murdock 2006)

Most NEs are not supposed to be translatdny Machine Translation systems thusdetecting
them would improve their performance. In document summarization, NEs were used to
improve the identification of important text segmerg (Hassel 2003)Also, extracted entities
could be exploited for better and more efficient visuaation instead of raw text(Taylor
2003)

NER was also used in Story Link Detection (SLD) which is the core task of Topic

Detection and Tracking (TDT) tasks. It was proven that indexing NEs is better than using a
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Chapter 1: Introduction

word-based technique(C. Shah et al. 2006)In entity profiling, to find out information
related to a certain entity, it is common for NEs to be written differently using various
aliases. In order to link all thee aliases, one needs to detect each name instance before

having the chance to link them altogether.

1.2 The challenge of Named Entity Recognition and Possible Solutions

The ambiguity of NEs in text residesat two different levels; detection and classificatio The

first involves disambiguating NEs from non NEs in text and the secoridvolves classifying
them into classes e.g. person or location. The two processes of NER are sequentia and the
correctness of the identfication phase is a prerequisite for thkassification phase. The
second level is dependent on the first one; NEs will not be classified correctly if they are not

detected correctly in the first place.

The level of ambiguity that residest these two levels differs from one language or domain
to another. In English text, for instance, the identificaion would normally rely on
orthographic case information (lower and upper) to detect NEs. If we manage to identify all
NEs using that information then the fundamental problem is classifying them. Fahe
classification, assuming that we managed to collect and group all NEs into lists for each NE
class, there still would be cases where one token might falkormore than one list. For
instance the word Brown could be a person name, US city or US compgn Thus, more
information is required to classify NEs correctly; for examplethe contextin which the word
occurs,such as the previous word. Thus, if the wor@rownis preceded byMr. then it is
more likely to be a person name. Titles and designators eaproved successful in NER and

are called triggering words or triggers.

In languages that use upper and lower case, it is easier to detect NEs; however it is not
always straightforward. In the previous brief discussionve were considering that case
information is sufficient for the identification phase. However, there are situations when the
case information does not exist ars not strong enough i.e. at the start of a sentence. In such
situations, more ambiguity would be added to the identification phasé-or instance, Brown

without case information, brown,would be a very ambiguous word as it could be a proper

18



Chapter 1: Introduction

noun (NNP), noun(NN), verb (VB) or adjective (JJ); these categories are calledrpof

speech tags, see Figure 1At the first level, we need tadisambiguateBrown6s gr ammat i c
category’. If it is classified as proper nounthen we still need to find its correct named entity

class as it could be a person name (PER), location name (LOC) or an organization name

(ORG). Therefore, wecan see thatgreaterambiguity requires more information to complete

the disambiguation.

NN LOC

NNP PER

Brown

VB ORG

7\
/

JJ

Figure 1.1: Startof-a-sentenceambiguity example

To be able to identify NEs successfully in such a situation, there would be a need to analyze
the context given that each word category would have a diffent context. For instance, an
adjective typically cannot follow a verb without a determiner and also noun typically cannot
be followed by an adjective in English. Thus, analyzing the surrounding lexical and POS
context is crucial. If we have the means toemerate the POS information correctly, then the
problem would be solved to a large extent. However, it is not feasible as POS taggers rely on

case information to tag proper nouns.

2 http://dictionary.reference.com/browse/ brown
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Chapter 1: Introduction

The phenomenon ofthe lack of case information is not limited to the start fosentence in
English but actually it has a wide spread in other languages and domains. The web is
hosting more and more informal text that does not conform to the formal orthographic
features for example forums and social networks. Furthermore, language®t using the
Latin alphabet may notdistinguishNEs according tocase. Our study is concerned with one

language in this categorynamely the Arabic Language.

Now that we have demonstrated the NER problem, ree of the biggest challenges in natural
language processing is how to provide a computer with the linguistic sophistication
necessary for it to successfully perform languagased taskgBrill and Mooney 1997)
There have been three main approaches tackle NLP problems. In ourBrownexample, we
used a condition in the form of arule of grammar to detect the token based on context; this
iIs known as the rulebased approach. Ancther approach is to use statistics drawn from a
large amount of labelled (anotated) data called a corpuswhere each token is labelled with
its corresponding class. This rational or empirical method is maintyarried outby applying

a machine learning algorithm to build a classifier from the data. Building the classifier is
guided by any cue (feature) that might assist in finding the correct classification. This
techniqgue has received considerable attention in the last two decades. Corpora are
increasingly recognized as an important resource for natural language processing.i<Sitatl
analysis of corpora has proved to be extremely useful in identifying the properties of texts
under analysis. This approach falls within corpubased methods and will be further
discussed in chapter 2. The third approach is to combine both of theeviously mentioned

approachesleading to the best results in many NLP applications.

1.3 Research Aim and Objectives

The Arabic language is one of the Semitic languages.istthe mother tongue of 317 million
Arabs and the religious language of more than 1 llbn Muslims. It has a number of
characteristics which increase the ambiguinf its syntactic and semantic representation and
hence increase the level of complexity in analyzing it. Each language has its own features

that require special consideration wén processing it for any NLP taskand there has not yet
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Chapter 1: Introduction

been sufficient work on information extraction from Arabic. The success of previous
research efforts in other languages encourages us to follow some of approaches exploited.
Nowadays, with the availdility of large Arabic corpora, it is possible to use corpdsased
methods that have been successfully applied to other languages to resolve ambiguity. Even
when there is a lack of available resources, it is now feasible to create them using tools that

were produced for other wellstudied languages

The main difference in NER between English and Arabic is where the difficulty arises. In
the English language the difficulty occurs in the classification phase, while in contrast it
occurs in the earlierrecognition phase in Arabic. Thisis because English rely mostly on

capitalization in the detection phase as a strong indication of NEs and that feature is the

main feature disambiguating NEs from other tokens.

This research aims at resolving Arabic language teamimbiguity at the NER level. The
complexity of this task arises from the of lack distinguishing orthographic featureshich
makes it a very difficult task, as discussed in previous section. In addition, Arabic NEs are
mostly in the form of general purposevords; nouns or adjectivesThat means that the same
token could serve as an NE or a neNE based on the contextwhich makes Arabic NER
closely bound to POS tagging. In any language, the sequence of tags is governed by some
linguistic constraints (for exanple a verb cannot be followed by another verb). Thus, NEs in
the form of a sequence of ves would violate that constraint By that assumption, person
names in Arabic that serve as general purpose words would be disambiguated using the POS
tagging information of the context. Another feature that affects our task is the attachment of

clitics such as conjunctions to Arabic words; this requires segmenting words before NER

processing.

Specifically, this work will focus on the three main NE classes; person,ganization and
location. The main features that we plan to use are POS tagging information and NE lists.
Our work requires a high accuracy partdf-speech tagger with wide coverage. The tagger
would also be responsible for segmenting each token before getieg the POS tag. The
main hypothesis of this work is that employing part of speech tagging information and NE
dictionaries could assist in substitutindgor the lack of capitalization in Arabic and hence

compensate for the standing challenges.
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Chapter 1: Introduction

To achieveour aim, we will apply a corpusbased methodo a manually created corpus in
addition to taking advantage of available corpora developed for the Arabic languagée
available POS taggers implemented for Arabic were trained anvery limited amount of
data. The amount of training data is considered to be low compared with the English
taggers. Another reasorior adopting our approach isthat the amount of annotated text is
currently four times larger than what was availablat the time of implementing the d@her
taggers. Also, the available annotated data have gone through a number of revisions and
modifications to the tagset in later releases. By usirmlarge amount of training data, the
heuristic of tagging OOV as NNP would be improvedFor these reasonswe decidel to
implement a new POS taggerwhich we believe will be more suitable for our task. Also,
building a lexicon from largeamount of training data would be of great help in finding the

unambiguous NE tokens from namdists as will be discussed late

This research starts with the implementation of a POS tagger that considers the free order
characterstics of Arabic and employsa new technique to segment (tokeze) Arabic words.

We hypothesse that a technique such as TransformatieBased Learning (BL), described

in the following chapter, that considers context on both sides of the wardiould perform
better than other techniques that consider only the previous context, as commonly used in
implementing most taggers. TheTBL technique, to our knowledg, has never been

investigated on standard datasget

After generating the POS tagging information, we will use a number of machine learning
techniques to builld an NER classifier investigating various features (knowledge sources).
These techniques rely hedly on the features that guide the learning process; correlation and
quality. We try to find the optimal feature set empirically, in addition to the attempting to
reduce the effect of noise caused by features like incorrect POS tagging. Our first algarith
is a token classification technique based on Maximum Entropy Modelling (MEM),
described in chapter 2, which has been successfully applied to NER in other languages. It
has the advantage of combining fast training and good performance. Then we approaah th
problem by applying a sequence labelling techniqueising a state of theart algorithm
designed specially for NLP tasks; Hidden Markov Support Vector Machinéiyl -SVM). We
were encouraged by its recent success in similar problems. Our system will be tested
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Chapter 1: Introduction

different data sets to evaluate its sensitivity to training data and also for benchmarking

purposes with previous work on Arabic.

1.4 Thesis Structure

After the brief introduction and the objectives of this research, we explain the structure of

this thegs and briefly describe the content of each chapter.

Chapter 2 sheds some light on statistical NLPas one effectivecorpusbased

technique coveringand coveramost widely used machine learning algorithms.

Chapter 3 demonstrates the basic features of tifgabic language and challengesf
morphology, especialy those that directly affect NER. Also, we give a description of
Arabic NEs and how they are formed.

Chapter 4 gives an overview of the NER task covering previous work and
highlighting the main approahes and significant achievements. In addition, it

includes abrief literaturaeview of POS tagging in the Arabic language.

Chapter 5 highlights the main stepsonducted inthis research toward implementing
a POS tagger and a segmentation algorithrtt.i ncludesa comprehensive analysis of
the corpus and experimental results

Chapter 6 starts with a corpus study to measure the relation between POS tagging
and NER in the Arabic language using a manually created corpus. Then, it shows
the detailed steps obuilding an NER token classifier using Maximum Entropy

Modelling to measure the POS tagging effect on NER.

Chapter 7 covers the extensions to the previous system and experiments performed.
We describe the system built on an official data set developed Ipyofessional

annotators incorporating more externa resources. We also discuss a successful
approach of integrating the POS tagger into the model in such a way as to reduce
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noisy (inaccurate) tgs generated by our tagger. This i®llowed with achieved

improvements and discussion of the result.

Chapter 8 provides a discussion of our NER experiment using a machine learning
algorithm designed for sequence labellingwhich yielded promising results in
previous studies. In this experiment, we investigate theE\R problem as a sequence
classification problem and compare it with the token classification technique. The
experiment isperformedon a freely available dataset that was specifically annotated
for NER. This chapter also gives a cross validation evaluatioresults of our
approach on this dataset for the sake of comparing its performance with previous

studies evaluated on same set.

Chapter 9 describes the overall achievements and highlights the main findings of this

research. Finally, we give a proposal forwork planned in the near futue.

24



Chapter2 Supervised learning in an NLP framework

The common problemfor most NLP analysis levels is ambiguity i.e. having two or more
analyses for a single textual unit. Thus it could be viewed as classification problem,

providing motivation for the use of a space for machine learnir{f@aelemans et al. 1997)

In machine learning, each possible analysis is an independent class ¢ from a set of possible
classes C or analyses than input x might fall into. In supervised learning, the task of the
machine learning algorithm isto build a classification model from preclassified training
examples by inferring a mapping function from input X to output C, to find the probability

of input x falling into class c. In practice, it actually finds a probability distribution over set

of classes. The algorithm tries to generalize to new instances of input X not used in training.

Since most NLP tasks exhibit a sequential nature, some of thagsification algorithms are
enhanced to cope with that feature. lithis case, the problem is a special classification case
called sequence labelling, tagging or parsing. The input this case is a sequence of input
values, e.g. a sentence, and thmurpose of the model is to find the best analysis of that
sentence as a whole and not tokdmy-token. In contrast, classifying input ondoy-one is
called local classification. Features are critical cues that could be used by the algorithm to

help in deciding thecorrect class.

In this section, we will briefly discuss some of the most widely used techniquegplied to
various NLP tasks, including NER, with great success. The main reason is that they will be
referred to throughout the thesis as being used in preus work or in the current study. The

ones that will be adopted in our experiments will be revisited in our implementation section.

To demonstrate the mechanism of these algoritims, a simple example will be used. Our
example is from POS tagging for its saplicity. Thus, assume that we have the following

sentence that needs to be POS tagged using the Penn tagset, (see Appendix 1):
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We will not go to thisrace.

In this example, we have two ambiguous tokengo , racd_et us just consider the ambiguity
of the word racewhich could be a verb or a noun. The task is to find the correct tag for that
word using machine learning. That would require some training data to learn from. Assume

that we have the following two classified sentences (POS tagged using the G&kagger’):

The/DT race/NN will/MD start/\VB tomorrow/NN but/CC Jeff/NNP will/MD not/RB
race/VBP /.

The task of themachine learning algorithm is to find the highest probability of the possible
classesp i GO&@ and 0 i O®'WG with the help of features correlated with the class.
Presumably, the most intuitive features are the word itself and the previous word, so we will
include them in our model in addition to the class of the previous wd. Both our training
and testdata are shownin Table 2.1 and in Table 2.2with proposed features generated for

a better visualization.

f,(word) | f,(previousword) | f;(class of previous word)| Class (tag or label
The - - DT
race The DT NN
will race NN MD
start will MD VB

tomorrow start VB NN
but tomorrow NN CcC
Jeff but CcC NNP
will Jeff NNP MD
not will MD RB
race not RB VB

race VB

Table2.1: Training data with features generated in tabular format

3 http://text0.mib.man.ac.uk/sotware/geniatagger/
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f,(word) | f,(previousword) | f;(class of previous word)| Class (tag or label
We - - PRP
will We PRP MD
not will MD RB
go not RB VB
to go VB TO
this to TO DT
race this DT ?
race ? ?

Table2.2: Test data in tabular format just before processing the word race

Note that all target classes have been assigned in the training table (Table 2.1) and partially
in the test Bble The reason is that we assume that only the wordces ambiguous and all
preceding words have been already processed. Therefore, eaohnd of our sentence now
has a set of featureor feature vector.Angled brackets will be used in this discussiorot

represent a feature vector e.g. <racewhichis equivalent to {, =race, f, =this, f;=DT).

To solve problems ofa similar nature, there have been many machine learning techniques
used in NLP which showed great success. Some are considered core cotsaapd some are
extensions or combinations. They are either discriminative or generative in the wtyat
they try to compute the probability of x to be classified as c. Discriminative models use
conditional probability 0 60 , while generativemodels use joint probability 0 ¢fo . To
demonstrate the difference between the two techniqguepnsider the taskio determine the

language that someone is speaking:

- Generative approach: is to learn each language and determine which language the
speech belongwt

- Discriminative approach: is to determine the linguistic differences without learning

any language.
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21  Most popular supervised ML algorithms in NLP
2.1.1 Naive Bayesian (NB)

This is one of the generative models widely used in NLP, especially in text classificatidt

belongs to the group of graphical models which is used to model conditional independence
between random variables. The Bayesian model is based on the use of Bayes law of
probability whichusest he i nver se of condi ti oncalesfomobabi |
its main assumption that features are conditionally independent. NB is the simplest form of
Bayesian Network (H. Zhang 2004) In classification, the task is to calculate the probability

of a class C given dta instance X; P(C|X) where C is a set of classes and X is a feature

vector (f, f, ... f) , from (Flach and Lachiche 2004)
0620 ©1 "Qd wds" TQHBO (2.1)

Given the conditional probability rule of two events A and B known as Bayes rule:

nodno

0 0% — :
D n o (2.2)
Probabilities in the above equation are known as:
- 0 Qga a0 i Q¢ i
LET O0QI e (2.3

=50 QaQ: G0
The probability of a class could be calculated similarly applyingages rule:

hadno

- (2.4)

n 6o
P(X) or Evidence is aways constant for all classes with no dependence on the ¢lagst
could be ignored, leaving the nominatgrwhich is the joint probability:

now nadno (2.5)

Substituting for X in the above equation with feature vectajives the following
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nogw nAQ8B» no (2.6)
The naive assumtion is used to split the first componenas follows
naesod '@ N0Y &) 0y 2.7)

Substituting in Eq. 1.6 yields:

noéLw nNo 2 N0 (2.8)

To estimate the conditional probabilitiesit is common to calculate MLE form training data
using relative frequency for each featurgass as:
we 6D

S T T Y 29)

In the case of zero probabilitywhich is the case with unseen events, a number of smoothing
techni ques have been devel oped; we wil!/ us e |

example.

Even though the strong independence assumption is violated in practice, NB still gives good
results while it is the optimal classifier when total independere exists;this is proved in

(Domingos and Pazzani 1996and (Domingos and Pazzani 1997)

Figure 2.1: NB of the word race
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In our POS example, we need to calculate the probabilities of the two possible tags of the
wordrace ) @6s 1 GwQandf 0 S 1 & ®'QAN NB graph for the latter case is in

Figure 2.1; note the direction of the arrow meaning that it is generating the feature.

Thus, the components required for the two cases are calculated using Eq. 1.9 and illustrated
in Table 2.3. Those probabilities are substitutedtio Eq. 1.8 to obtain class probabities as
follows:

NOOS 1 OOQ Ni02zRQ 1 OHB2zRQ L O2z7"Q 0% 0

Y

S8 -
QX

ZEZ
PO O

aln

Nwés 1 GOQ N ©dzNQ 1| GB&B2zNQ FXAL6Z 1A O Wd
R

PTMOC 0 O QXTI

Based on the calculation above, the class NN has the higher probability of being the correct

class for the wordrace

Class/feature| 0 6 [A™Q 1 O®BIAQ 0XH [ Q 0%
VB T ner ner
pTt| ¢ p © ¢c po|¢opeo

NN S| PP S L S I
pT| ¢ p © ¢ p o | ¢ po

Table2.3: Probability of each feature for the two classes

2.1.2 Maximum Entropy Model (MEM)

In generative models, the need toatculate the prior probabilityd ¢ is not favoured as it
requires more training data. The alternativés to use discriminative models which calculate

0 69 . The maximum entropy framework estimates probabilities based on the principle of
making as Bw assumptions as possible, other than the constraints imposed. Such constraints
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are derived from training data, expressing some relationship between features and outcome.
The probability distribution that satisfies the above property is the one with thaghest

entropy.

For each input in the process, we try to find the distribution that allocates its probability as
evenly as possible subject to the constraints. Constraints are learned from the training data
induced with decisions. The main principle is tomodel the known and assume nothing
about the unknown.Logistic regression is a special case of MElRatnaparkhi 1997)

The intuition of ME is to build a distribution by continuously adding features in the fornof
indicator functions which sele&t a subset of the training data. Each feature adds a constraint
to the distribution. The name ME comesfrom the fact that the most uniform distribution
has the maximum(Jurafsky and Martin 2008)

There will be a number of distributions but the equiprobable distribution has the maximum

entropy:
Ow 0 & & 0w (2.10)
In our POS tagging example, the wordraceis either a VB or NN. Let us assume the

following constraints:

Constraint one: Without any information, we expect the class othe word will be one of

the 48 POS tags. The most uniform probability distribution is the one that covers all classes:

000 ODwd 000 DUO0D BB B p
Thus each class will have a probability of 1/48 as in Table 2.4:

Constraint two: From training data, we observe that in 10 words we have 2 of them tagged

as NN. That is our second constraint

V00 plu

The rest of the probabilitieswill be uniformly distributedover the remaining classes;
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T
5 TX p WA

Constraint three: The last constraint is that half of the words tagged as Nhre equal to

race

00 0h QI

Class/Constraint| One | Two | Three| é
NN 1/48 | 15 Yo
VB 1/48 | 4/235 | 1/94
IN 1/48|4/235| 1/94
NNP 1/48 | 4/235 | 1/94
é 1/48 | 4/235 | 1/94

Table2.4: Iterative probability distribution over possible classes

The process will continue until no more constraintean be extractedfrom the training data.
After that, it chooses the highest probability to be the best class for the woede If we start
with the most obvious constraint in our example, we will us¢he determiner beforerace
which will give NN with probability equal 1. However, we used another constraint to show

how probability is distributed.

The learning phase is to estimate the weight of each of these features or constraints from
training data. That is done through General Iterative Scaling. Itraining, ME uses indicator
functions which is a binary output of O or 1. A feature has a corresponding weight that

indicates how strong a cud is.

In decoding, the probability of a data instance x falling io a class c is calculated as follows:

5 % N p. YR 7o
0 G¥o 690’” L Q (2.11)
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QwhB 0 "Qdw

(2.12)
BQownB U "Qdfw

Wheref is afeature value anav is a feature weight, c is the class undeonsiderationa n d

~

co
is the remaining classes. Thus, given our POS examplee need to reformulate the features

into the required binary output format:
0 PR 1 G@®RAQ 00
LS E®MI VA Q

o POB 0%ED OO
moERI 0 Q
o POB YiHE@ 6o
mo &I 0 Qi Q

Assume that Table 2.5 has the weight learned by the model. Usiikg. 1.12 we could
calculate the probabilities of each of the possible tags of the woeateas follows:

Class (value, weight) f, f, Tk
VB (0,0) | (0,0) | (1,09
NN (1,0.9)( (1,0.8)| (1,0.8)

Table2.5: Featureweights

0 U 0g ooooQ,Qg,Q;,Q3 o PP PTp®HT THO

~

Vol d0Qzgmg g @ Fp®HT T OQ

Our calculation above gives a probability distribution. We could consider the highest
probability as the best class.

~

O O Q4B
In our case, the class to be assignedtt® word racasNN.
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2.1.3 Decision Trees (DT)

DT is a discriminative model that is probably the most used technique in Data Mining,
known for its great classification power. It is mostly usedith numerical data but could be
used on nominal or categorical values such #soseused inNLP. A decision treeis atreein
which each branch node represents a choice between a number of alternatives, and each leaf
node represents a classification or a decision. In classification, each node is an attribute and
each branch is a value ahat attribute. The first branching node is callethe root which is

the attribute that best splgthe data based on classes. At each branch there is a question to

ask to decide the possible values.
The tree is built from all the training data recursivglas follows:

1. Find the best branching attribute or feature to be the root node; the one that best

splits databased on the clashich is usually calculated by information gain.
2. Split that node by adding branches that represent each value of the paremten

3. If the child node can be classified uniquely mark it as aleaf; otherwise calculate

information again on remaining attributes.
4. Iterate until either no more gain is found or all attributes have been used.

In illustrating DT, a leaf is represented by aectangle and an internal node by a circl&he

leaf is where tree stops asking further questi®n

One tree of our training data is illustrated in Figure 2,2vhere we assume that the highest
information gain was the word featuref,. Thus we will have a rumber ofbranches equal to
the size of the vocabulary. At each branch, we will also look again for the attribute not used
as ancestas. S, consideing the branchrace the highest gain is tag of previous word and so
on. That is called tree induction fromthe training data. In the testing phase, the algorithm
will look for the tree that matches the input, and return the appropriate decision. To find the
best class fothe word race it will test the class ofthe previous word, which is DT in our

case Thusit will classify it as NN.
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Figure 2.2: One POS tagging example tree

Decision trees are one of the most commonly used machine learning techniques because of
their simplicity to understand and to implementAnyanwu and Shiva 2009) DT algorithms

are also capable of rule induction. There are a number of algorithms implemented for tree
induction, such as ID3, C4.5 andC5.0 by Quinlan.

According to (Paliouras et al. 200Q)the popularity of DT is dueits applicability to a variety
of learning problems, its computational efficiency and the humareadable format of he

induced models, i.e., the decision trees

Common decision trees are usually used for classification rather than sequence labelling.
Another decision tree instance used for sequence labeling is the statistical trees introduced
by (Magerman 1995) A statistical decision tree assigns a probability to each of the possible
choices based on the context of the decisior?(flh), where f is an element of thduture
vocabulary (possible values) and h ishastory(previous deisions). This probability P(f|h) is
calculated by asking a question at each node about the context.

The probability of a complete parse tree (C) of a sentence (X) is the product of each decision

d conditioned on all previous decisions:
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0 #8 0QLNL Q 80Q (2.13)

Each decision sequence constructs a unique parse, and the parser selects the parse whose

decision sequence yields the highest cumulative probability.

As shown in Figure 2.3, the first question at node 1 would bevhat is the word to be
tagged? 1 it is the then it is classified asa determinerwith 0 O"¥M  p8t On the other

hand, if the word isracethen more questions need to be asked.

par

CA

008 &y pst | ...

od Oy nd | ...

C2

Figure 2.3: Statistical version of POS tagging tree

DT has been used in various NLP tasksuch as POS tagging in Greek b§Orphanos et al.
1999)and (Marquez and Rodriguez 1998)Also, it was applied to cereference resolution by
(Soon et al. 2001)Binary DT was used in POS tagging bySchmid 1994)to estimate the

transition probabilities in an efficient way.
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2.1.4 Hidden Markov Model (HMM)

This is a specia case of Bayesian inference classification described above; the difference is
that it performs classification inchunks instead of single instanee(Jurafsky and Martin
2008)

A hidden Markov model (HMM) is a statistical construct that can be used to solve
classification problems that have an inherent setsequence representation. The model can
be visualized as an interlocking set aftatesT hese states are connected by a setti@nsition
probabilitiesyhich indicate the probability of travelling between two given states. A process
begins in some statethen at discrete time intervals, the process "moves” to a new state as
dictated by the transition probabilities. In an HMM, the exact sequence of states that the
process generates is unknown (i.ehjdden)As the process enters each state, one of a set o
output symbois emitted by the process. Exactly which symbol is emitted is determined by a
probability distribution that is specific to each state. The output of the HVIM is a sequence
of output symbols.The model was first applied to speech recognitiom the seventies and
later was successfully applied to different NLP and naNLP tasks.

Two important assumptions are made by the HMM model; state is independent of all
predecessor states excefite previous one. The observation depends on its emittingats
(Sutton and McCallum 2007) Hiddencomes from the assumption that the state is hidden
and the observation is shown. Secondhe hidden state isMarkoy meaning that all

information is encodedin the given state to predict the futur¢gGhahramani 2001)

In NLP, states of the model represent word classes that range over C and observations are

the words ranging over X.

Given a sequence of words (X), theask of the HMM tagger is to find the most likely

sequence of tags for a sentence. In other words, maximiziR¢{C|X)
6 O "Qa b e (2.14)

By applying Bayesrule (Eq. 1.4):
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6 Ol QEOHOH 06 T0 O

G 0 E®O6
0 0w e

Deleting P(X) since itis onstant for this sequence of wals:
0 Wi Qa dhéd 0 6
Form the chain rule of probability:

. .

0aH 06 0 OWO8D & OO0 OWO8D @ (2.15)
To calculate the above equation, the two HMM assumptions mentioned earier are
considered.
Assumption 1: the probability of a word is dependent only on its class:
0 OwO8w @ @ 0 Ow
Assumption 2: a class is dependent on the previous classtlie case ofa bigram HMM):
0 OWO8D & 0 OO

Substitutinginto Eqg. 1.15gives the following
6 Ol QEOW wI 0 OI (2.16,

The two components of the equation are estimated from training data as follows:

» WEOoO®OhW

0 QI ——s
WE OO
. Wé O W
0 o ———
WE OO
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It is worth noting that the latter component is not asking what is the most likely class for
word x, but rather, if the word is x, how likely it is that its class isG thus it is called

generative.

The above calculation will find the values of each transition and emission probability of
each possible class for each observation. Then, the most likely sequence of dagseattsis

calculated by dynamic programming i.e, the Viterbi algorithm.

In our example POS example, we will have two Markov chains. One is displayed in Figure
2.4, the other one is similarwith one difference which is that the last state is VB instegof
NN. Assume that everything else is the same. The product of Eq. 1.15 is affected by
emission and transitionprobabilities of the word race, see Table2.6. We are assuming that

all other words have only one single possible class.

P (racé NN)
will this race

Figure 2.4: HMM chain

Class/prob| Emission =0 ¢gv | Transition=0 ¢80

NN 01 OB € | 00 Y plp

VB 01 VA € 0 w&E0"Y ™

Table2.6: Emission and transition probabilities of both analyses farace
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2.1.5 Maximum Entropy Hidden Markov Models (ME -HMM)

As the name indicates, this algorithm is considered as an extension to the HMM model
previously describeg augmented with the Maximum Entropy concept. Tle purposeis to
eliminate the need to model the prior probability) & , which is part of the joint probability
estimated in HVIM. That elimination makes this algorithm a discriminative model since it
models the conditional probabilityd 69 directly. The main advantage is the possibility of
using features of wideicontext and not the restricted independence of states and observation
used in HVIM.

The modelling is the same as in HMM and the difference is in calculating the transition

probability 0 OI0

In HMM, it is dependent on previous class while in ME-HMM baoth transition and

emission are combined into one equation as follows:

o

6 Ol Qa O oI M

~

0 6 0 QI o (2.17)

Figure 2.5 shows a modifiedrersion of thechain we used toillustrate HMM, now reflecting

the combimation of the two probabilities using MEM.

X w\ X@

will go to this race

Figure 2.5: ME -HMM chain
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At each state, MEM Eq. 1.11 is used to calculatthe conditional probability as follows:

5T N oF p oy L »
0 QI M YR A2b 0'Q who D (2.18)

In practice, it is not only the previous word that could be used; any other feature could be
added to the model MEHMM is able to solve the joint probability overhead and model

overlapping features which is the case when states depend on previous and future
observatiors (McCallum et al. 2000)

2.1.6 Conditional Rand om Fields (CRF)

Both previous HMM models suffer from what is called the label bias problem which is the
case of zero or low transition probabilities are never visited in decoding phase as the
observation is ignored. The CRF was introduced assolution to that problem by (Lafferty

et al. 2001) The fundamental theory of random fields was presented (fHammersley and
Clifford 1968). It is a log linear type of sequence tagging agorithm similar to MEMM in
maximizing 0 69 . In addition to the ME -H MM 8 capability to include wider context, it
has the capability of solving the label bias problem.

According to (Sutton and McCalum 2007) CRF has the ability to relax the strong
independence assumptions made in HMM models. For that purposiéis constructed as an

undirected graph meaningthat no adjacent dependency exists in thmodel; see Figure 2.6.

HL-EO-E

will go

this race

Figure 2.6: CRF chain
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CRF makes the constant transition probabilities used in HMM into arbitrary functions that
vary across the positiongn the sequence of hidden states, depending on the input sequence.

It uses an energy function instead of probabilities.
Dl  ——A@D 0 QAR BFE
0w

From the previous equation,it can be observed thiaCRF is normalizing the probability
globally by Z, which is called the partition function. The equation combines the two states
and the whole input sequence and the position in the sequence. CRF can contain any
number of feature functions; the feature fugtions can inspect the entire input sequencéat
any point. ME-HMM uses a prestate exponential model while CRF use a single
exponential model for the entire sequenced herefore, the weights of different features at

different states can be traded off agest each other.

An extension to this algorithm calledsemiMarkov Conditional Random Felds (or senmi
CRFs)was introducedin (Sarawagi and Cohen 2004) he main advantage of serACRFs is
that they alow features which measure properties of segments, rather than individual
elements such as named entity recognitianThe semiCRF performsjoint segmentation and
labeling by assignindabels to each chunk.

Another semiCRF instance was introduced inAndrew 2006) which directly models the
distribution of chunk boundaries as the previous one but able to incorporate features that

indicate tokenis not on boundaries.

2.1.7 Support Vector Machines (SVM)

SVM is a discriminative tchnique based on the concepts of Neura Networks and
Perceptronlearning. According to (Burges 1998) the idea was introduced through the
statistical learning theory in the late seventies {y/apnik 1979) More recent attention was
in 1992 where the term SVM was first used by Vapnik. Its first experimental use wadtie
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recognition of handwritten digits in 1996 by(Cortes and Vaprik 1995) when the concept of

soft margins was introduced.

The techniquetries to find a function that maps data points fronthe input space tothe
feature space )g y. In the case of binary classification, ¢ will have binary values of either O
or 1. The mapping function works to make the inputin one class linearly separated from the
other class. Then it tries to find the optimal separating hyperplane that sepasathe two
classes. In Figure 2.7, we have two categories or classes where blackiféed white circles
representdata points of the two classes. These data points are clearly linearly separable and
could have an infinite number of hyperplanes capable of separating the two classes i.e. H1
and H2.

H2 H1

Figure 2.7. Separating hyperplanes

The equation of the hyperplanre is:
xAw+b=0

b is the perpendicular distance from the hyperplane to the origin and w is norm of

hyperplane

SVM ftries to find the optimum hyperplane which is the one withthe maximum distance to
points of each classFinding the optimal hyperplane is achieved by locating the points
closest to the other class or that highlight the boundary facing the other class. Those points
are called support vectors; they are circled in Figer2.8. If two parallel hyperplanes pass
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through the support vectors with no data points imetween, the optimal hyperplaneas the

one that maximizes the distance between the two parallel hyperplanes, M.

Figure 2.8. Separating hyperplanes

Considerthat the distance fromeach of the two hyperplanes to the optimal hyperplaris d
so that d = M/2. In the figure, S1 and S2 are the supporting hyperplanes and M denotes the

margin or the distance between #m.

Equati on of S1: x A w+b = Sé.—;eDmd points on

Equati on of -1%m:points onfS2 distahce equaigﬁ.D-

Given that these two vectors are parallethey have the same norm; thus
P A sp A o
SSgs] N SSaS Y

Finally, minimizing w will maximize t he distance and hence the margin NBurges, 1998).

In cases in which no linear separation is possible, SVM can work with techniques of kernel,
which automatically realize a nonlinear mapping to a feature space. The hyperplane found
by the SVM method inthe feature space corresponds to a néimear decision boundary in
the input space(Furey et al. 2000) If data points are not linearly separable, SVM usdke

kernel trick to project the data to higher dimensio (Yu and Kim 2009).
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In the POS tagging example, the SVM training phase starts with two classes and finds the
optimum hyperplane then moves to another combination of classes. SVM usasiumerical
representation @ instances so that each instance is convertethto a vector of numerical

features.

Let us consider the binary classification task with classes NN and VBIso, we will only

use wo features for simplicity:
For NN class, there are two data points x= (ragthe) (0,1) and x= (tomorrow,start) (1,2)
For VB class, there are two data points x=(race,to) (0,3) and x =(start,will) (2,4)

After the learning phase, we would have generated an equation of the separating
hyperplane; xAw + b = 0. In the testing phasgconsidering the wordracein our test data, it
needs to be converted to vector: (race, thig) (0,5). Then, substitute the value of x in the

hyperplane equation. The classification decision is based on the output value; if greater than

zero it is VB or NN otherwise.

The goal of the SVM is to optimize "generalization”, the ability to correctly classify unseen
data. In particular, SVMs achieve high generalization even with training data of a very high

dimension.

In the field of NLP, the SVM method was appliel to text categorization and syntactic
dependency structure analysis, and achieved great succédscent advances in SVM for
sequence labelling augmented SVM with HMM as presented ir{Altun et al. 2003) Also,
structural learning SVM was introduced by(Tsochantaridis et al. 2004with an improved

training algorithm in (Joachims et al. 2009)

2.1.8 Transformation -Based Learning (TBL)

TBL -Learning was firstly introduced in(Brill 1995) and was successfully used in a number
of NLP tasks, achieving very interesting results in POS tagging. The main idea behind this

approach is to induce the classificatiorules from the training data. Learning the rules is an
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error-driven process guided by predefined templates. It starts by assigning each word its
most frequent tag in the training data. Then, the largest error class is calculated by the
confusion matrix in each iteration of the learning process\ext, the gain is calculated by
applying the templates to the training data. Subsequently, the rule with the highest gain is
added to the list of retagging rules. Finally, these rules are applied to the test datanake
rule-based approach. This approach will be revisited later in chapter 5 with more details

when we discuss our POS tagger

2.1.9 Joint Learning

Given that IE extraction systems involve a number of independent processes; this would
result in annotation incansistency between one and another. One example is parsing and
named entity recognition, where the span of the tree might conflict with the span of the
named entity. (Finkel and Manning 2009)proposeda technique to overcome this problem
allowing the learning algorithm to build a joint model for both task They augmented the
parse trees with named entity annotation. Their experiments on six different datasets
showed that the performance of both taskwere improved. To overcome the limitation
caused by the lack of jointly annotated data, (Finkel and Manning 2010) proposed a
technique that only requires small amount ofointly annotated training data augmented
with large amount of singletask annotated dataThe idea is to share some features used in
the joint model with each of the singlgask models. Then, the singhannotated data can be
used to influence the feature weights for the shared feads in the joint model. Their
experiments on the same datasets used {Rinkel and Manning 2009) showed that the
hierarchal joint modelling technique was able to reduce the errors by over 20% of btabks
compared to the joint model trained only on jointly annotated data.

2.2  Comparison of ML algorithms

There are a number of parameters to be considered in evaluating and comparing ML

algorithms, for example training time or the time to build the model, dcoding or testing
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time, accuracy, etc. In this discussion, we are concerned with the accuracy first, as itis the

most important factor in our research.

Previous work on NLP has used various instances of ML. Each ML algorithm behase
differently based onmany factors such as implementation, parameters, data nature, size,
data sparseness, selection of feature, tasbmplexity. There has not beemotal agreement on

which algorithm guaranteesthe best performance.

Recent advances in NLP use the concept of lidctional learning such as CRF and kernel
methods such as SVMwhich are claimed to be the statef+the-art, but there is no rule of
thumb for choosing between them. In addition, some of the classical methods are still doing

well and somdimes outperformthe recent SVM method.

The SVM method was foundto be superior to NB, DT andRules Induction in word sense
disambiguation (Joshi et a. 2005) Also, SVYM outperformed CRF on Viethamese word
segmentation(C. Nguyen et a. 2006) In text classification, SVM, K-Nearest Neighband
NB showed very close performance irffColas and Brazdil 2006) SVM exceeds MEHMM
slightly in biomedical NER, but the performance gap was very large when usiag MEM

classifier not augmented with Viterb{Kazama et al. 2002)

In more recent experimen SVM has shown superiority ove CRF and other structured
learning algorithms (N. Nguyen and Guo 2007) However, this is denied by(Keerthi and
Sundararajan 200) based on their experiments that showed very close performance. They

concluded that features and implementation are what makes the difference in the previous

study.

In contrast, (Krishnarao et al. 2009) proved that CRF is superior onNER in Indian
Languages NER compared to SVM. Theynferred that the sparseness of the named entities
plays a major role in deciding the final classification. Also, as a finite state machine derived
from HMMs, CRFs can naturally consider statedo-state dependencies and featute-state
dependencies. On the other hand, SVMs do not consider such dependencies.

Another comparative study concluded that CRF outperforms SVM on clinical NERLI et
al. 2008) They argued that CRF is good when combining unrelated featureshile SVM is
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good with overlapping features. In(Putthividhya and Hu 2011) comparison of SVM,
MEM, HMM and CR F on an entity extraction problem revealed thelose performanceof
all, with SVM and MEM performing slightly better. They also concluded that more features
improve CRF performance but not SVM. Alsoavery recent sequence labang comparison
study showedthat CRF outperforms conventional SVM and is comparable to structural

SVM (X. Zhang et al. 2011)

Another study (Peng and McCallum 2006 showed that CRF outperforms SVM in IE. Itis
true that there was a difference in performance, but it was very small difference. Another
experiment in(PVS and Karthik 2007)showed close resutbetween HVIM and CRF.

Another sequence labeling problem, POS tagging, was studied (Bambéck et al. 2009)
using MEM, SVM and HMM. Their results showed that MEM slightly outperforms the
other two. Also, M EM and SVM perform comparably on another experiment ifSnoek and
Worring 2005)

One study attempted to test most algorithms of WEKA, a machine learning tool with a
collection of algorithms, showed tle superiority and closeness of NB and SM@vhich is an
SVM implementation (Andreeva et al. 2004.)

A recent data mining experiment ranked DT firstfollowed by NB, both inferior to SVM
(Douglas et al. 2011)

TBL and rule induction algorithms are good interm of theclarity of the output model, that
Is easy tointerpret by humasand hence to debug and analyze. TBL is very slow in training
but very fast intesting. It givesalmost the same resutt as other algorithmsand is sometimes
better.

An official comparative study, the Pascal Challengewas launched bySheffield University
to evaluate a number of ML agorithms on IE tasks with cross validation. It hasteresting
findings when comparing a number of ML algorithms on standard data and taskThe
results of the experimens found that the four best performance used different ML

algorithms; Rules induction, HMM, CRF, SVM (Ireson et al. 2005)
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Noisy data is the situation when we have mislassified data or attributes (features) with low
correlation with the class. It is another important factor in most real world applications
especialy when generating featusewith low quality. Logistic regression was less affected by
noise in (Kalapanidas et al. 2003)It was alsofound that NB is the leastaffected by noise
level although givingthe worst accuracy. DI was also found tohave the best improvement

rate with reducing noise level. Morever, SVM is known to be sensitive to midabelled data
(Atlaet a.2011)

A comprehensive study on class and attribute noiseiis(Zhu and Wu 2004) itis noted that
attribute noise caused by less correlation with the class is more widespread than class noise
caused bymis-classification. However, class noise is more harmful to performam@lthough

attribute noise is still critical.

In terms of training speed and testing, NB and MEM are the fastest compared to other ML
algorithms. This factor is critical when investigating different settings and features from
knowledge sources. An experima by (Koprinska et al. 2007 found that NB was the fastest
while the slowest was SVMby a very large margin Also Random Forest, an ensemble
classifier with many decision trees, performethe best withan acceptable training time, one
third of that of SVM. Empirical studies need efficient feasible techniques to minimize
training time. Some algorithms are computationally expensive in terms of time and

memory.

The previous discussion agreed withthée n @ efe | u n c (Wélpert dné Macrgady
1997} there is no single learning algorithm that universally performs best across all
domains. As therds no clear superiority it is better to use diferent ML methods for a given

task and then compare the outcome.

Although the selection of the ML algorithm is crucial step in building NLP systems, the size
of the training data proved to be more important to the performance, as demonstrated in
(Banko and Brill 2001) In their experiments, they found out that theranking of
performances of four learning algorithmswasreversed when the data size was increasixdl
billion words. The task that was investigad in their experiment, confusion set

disambiguation, was feasible to use huge amount of datance the data is already available

49



Chapter 2supenvised learning in an NLP framework

Given that not all NLP tasks have this criterion a number of techniques have been

proposed toovercome this limitation and Felp in annotating unlabelled data.

As these ML algorithms have different behaviours in different settings, it would not be
possible to find the optimal one without ealuating them on the given task and available

data
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Chapter 3  Arabic Language Characteristics

This chapter is an essential preliminary discussion that covers a genera overview of the
Arabic language This brief introduction will emphasize aspects that concern the scope of
this thesis, which is proper noun identification. It will cover history, orhography,
morphology, structure, etc. The last part of this chaptas dedicatedto issues relating to

proper nours.

Throughout this discussion, there will be a need for Arabic examples. When first

introduced, the Arabic word will be accompaniedby its transliteration and translation if
needed in the following format; [Arabic, transliteration, translation]. The Buckwalter

transliteration schemé will be adopted and is detailed later in Tabl8.1. If the same word is
used again, only the transliteration wllbe used and will be placed in quotes. As expected,
capitalization of the first character in the translation indicates a proper noun.

3.1History and Current Perspective

According to (LipiZski 2001) the term Semitic languageas introduced in 1781 by the
German historian AL Schloezer as it was spoken by the sons of Sem (Shem) with a long
history of more than 4500 years. This family is part of the Afrdsiatic family and its first
written form was introduced in the third millennium BC. Semitic languages were among the
earliest to attain a written form, with Akkadian writing beginning in the middle of the third
millennium BCE. The most widely spoken Semitic language today is Arahidollowed by
Ambharic, Hebrew then Tigrinya(Hetzron 1997)

4 http://www.gamus.org/transliteration.htm



http://www.qamus.org/transliteration.htm

ChapteB3 Arabic Language Characteristics

A number of identifying features for Semitic languages family was proposed (Mersteegh
2001) According to the study, the language should a have ropattern morphological
system the presence of emphatic/glottalised consonants, a verbal system with a prefix and
suffix conjugation, as well as a large number of lexical correspondencds a language is to

be classified as Semitic, it has to exhibit the presence of all these features.

Today, Arabic is the mother tongue of more than 317 million people in the Arab states.
According to UN estimates, the Arab countries will be home to some 395 million people by
2015 (UN Development Programme 2009) Moreover, Arabic is the religious liturgical
language of more than 1.5 billion M@lims all over the world. It is one of the official UN
languages and ranked '6in terms of its importance. Weberin his article about the top ten
influential languages (Weber 1997)ranked Arabic 5", based on the followig measures

scoring:

1. Number of primary speakers
. Number of secondary speakers

. Economic power of countries using the language

2
3
4. Number of major areas of human activity in which the language is important
5. Number and population of countries using the language

6

. Sacio-literary prestige of the language

The study is relatively old as it covers the period of 1980990, considering that the
parameters have direct correlation with time. However, Weber believed that his finding

does not need to be updated as world poptlan has grown relatively.

According to one official internet monitoring agency, t he worl dds web wuse
between 2000 and 2010 was 445%. Impressively, the Middle East, excluding African states,

has scored t he secondteimnisagnb gesod, abow 1825% gustrafeerd g r o
Africa, which contains 10 Arab countries,at about 2800%.Assuming that most of these

users are Arabic speakers, the Arabic web content will have to increase dramatically, which

require a serious effort to addresthe need for Arabic NLP tools and resources. Efforts to

® www.intemetworldstats.com
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enrich the Arabic content have been initiated recently and this will result in dramatic

increase of Arabic contente.gKi ng Abdull ahds initiative orga

3.2  Orthography

Similar to its Senitic family (Amharic, Hebrew and Tigrinya), Arabic is written from right

to left. It has 28 letters, in basic forms, including three long vowels. Ndrasic forms are
letters generated by a combination of two letters. In addition, it includes, as diacrgicfive
main short vowels (not included inthe alphabet) and a total of 13 short vowel combinations.
Vowels and short vowels are related in a sense that a vowel is a double short vowel. These
diacritics are mainly used for the accurate pronunciation agonsonants which in turn helps

in clarifying the exactinterpretation. They are placed above or below letters. That process is
described as vocalization and text could be fully, partially or never vocalized depending on

the written form (Buckwalter 2004)

Arabic letters havea cursive feature meaning that a letter might have a different shape
based on its location in a wordjnitial, medial, final, or isolated positions.Only three letters
are not affected by that fetare. Moreover, six letters in the alphabet have only two possible
forms because only precedintgtters could connect to them; these six letters cannot be
connected to the following lettergAbdelali 2004)

One of the main features of Arabic text is the lack of capitalizationmeaning it does not
exhibit orthographic differences interms of case A further feature is that there are fewer

punctuation marks but thesehave been recently introduced.

The Kashida [[ ] is a special character for lengthening a letter. For instance stretching the

letter [M, H, h]in the word [ p B ,anBImd, Mohammad] producesthe new foom p B _ ]. CB

~ - -

It is used either to respect the constraints of calligraphy or for text justificati (Elyaakoubi
and Lazrek 2005)

6http://www.econtent.orq.sa/Paqes/DefauIt.aspx
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The Arabic script is the second widely usedscript; it is used used for: Pashto, Farsi,
Kurdish, Urdu and Sindhi languagegWagner et al. 1999)

3.3 Trandliteration

In the era of the digital world, Arabic characters require a way to be represented in Latin
characters due to théack of supportfor Arabic charactersn most computer software. The
other reason is for norArabic readers to have a better understanding when demonstrating
aspects of the language. Orte-one character mappingrom the source language into the
target scriptis known as transliteration which is part of Romanization to convey spelling

and not to be confused withtranscription to convey pronunciation.

There hasbeen a number of schemes used foanslation in literature e.g, Buckwalter, LC,
ISO and NewWay. However, the Buckwalter scheme, irFigure 3.1, was chosenin this
study for its simplicity and since it does notuseany unusual diacritics. Moreover, most of
the literature on the Ambic language has adopted thischeme which gives more
consistencyin this study. The Qamu$website has more details of the scheme including the
Unicode charactes An extension to the Buckwalter transliteration scheme was introduced

in (Nizar Habash et al.)to deal with the fact that it is not intuitively easy to read.

" http//www.gamus .org/transliteration.htm
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Figure 3.1: Buckwalter transliteration schemé

3.4  Mormphology

Arabic has a complex morphological system that makes it a highly inflected languageth
the presence of prefixation, suffixation, inflectional and derivational processedthough it
has a complex systemit is strongly structured(Kiraz 2002). In addition to affixation, it has
the feature of clitic attachment to stem#rabic also has a rich morphological system, where
words are explicity marked for case, gender, number, definiteness, mood, person, voice,

8 http://www.gamus.org/transliteration.htm
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tense and other morphological feature@laamouri et al. 2006) Following is an overview of

Arabic word classes and how they are gendeal.

3.4.1 Word Classes

The two generic word classes are open (noun and verbs) and closed classes. According to

(Khoja 2001), Arabic words can beclassified into the following:
3.4.1.1 Noun

A noun in Arabic is a name or a lexical unit that is used to describe a person, thing, or idea.
The noun class in Arabic is further subdivided into derivatives based on the origoh the

word, as follows
- nouns derived from verbs
- nouns derived from other nouns
- nouns derived from particles

- primitives (i.e. nouns not derived from any other categories).

In addition, this class includes what would be classified as participles, pronouns, relative

pronouns, demonstratives, interrogatives and numbers.

Moreover, the morphological featuresof an Arabic noun and their possible values are as
follows:

- Number : singular, dual, plural, collective

- Gender : masculine, feminine, neutral

- Definiteness: definite, indefinite

- Case : nominative, accusative, genitive
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3.4.1.2 Verb

The Arabic inventory of verbs i.e.words describingan action, is poor compared to English
verbs which exhibit richness in tense and aspecthe deficiency of Arabic verbs is caused

by the lack of precise time signification or flow of time as in English.
The morphological featursfor an Arabic verb and heir possible values are as follows:

- Aspect : perfective (past), imperfective (present), imperative (future)
- Voice : active, passive

- Tense : past, present, future

- Mood : indicative, subjunctive, jussive

The person, number and gender features are dependentthe subject features. The values
of these features are similar tthoseof the noun. It is worth mentioning that those features

will not be presentin some casefor example when a verb precedes the subject.

3.4.1.3 Particle

The particle class includes: premitions, adverbs, conjunctions, interrogative particles,

exceptions, interjections, negations, and subordinations.

It is worth noting that the noun and verb categories are used to classify opeass words,
while the particle category classifies the closetiass words.

3.4.2 Stem Generation

Arabic derivational morphology is based on the principle of gots and patterns to generate
openclass stems. A root (called radical) is a sequence of consonactsmmonly trilteral.
(Beesty 2001)

There is a finite set of root@nd it is reported that nouns and verbs are derived from a closed
set of around 10,000 root$Al-Fedaghi and AFAnzi 1989) and the number of possile words
is estimated to be5x10* words (Attia 2000).
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The pattern is a set of transformationgpplied to root consonants by inserting vowels
between them. Vowels could be long vowels but are commonly short vowels (diacs)
(Beesley 2001)

In a given trilateral root CCC (C represents consonant) the frequent pattern is@C (v
represents vowel);the consonants are fixed and vowels are variable. For each v
combination, a new pattern igoroduced from that template and hence a new stem is derived
from that pattern. Thus, a single root can generate hundreds of words in the form of nouns
or verbs (Ahmed, 2005). The Arabic root f# 9, kib, notion of writing] , is a trilateral root
and one could generate the past tense form by substituting the v variables with vowels
melody (aa),"k a t .arhigfeature of Arabic morphology is described as neconcatenative

or nonlinear morphology. Three Arabic stem generation examples are given in Taldd.

Root/CCC | Transliteration | Melody/a -a| Translation| Melody/u -i | Translation
Ubhb ktb katab wrote kutib to be written
Epbp drs daras learned Duris to be learned
Nr + JjmE jamak collected jumik to be ollected

Table3.1: Stem generating examples

Arabic roots are classified depending on the number of their consonants into biliteral,

triliteral, quadriliteral and quinquiliteral. 1t was reported in(Elkateb et al. 2006}hat 85% of
Arabic words are derived from triliteral roots.There are 15 triliteral patterns, of which at

least nine are in common use, and four much rarer quadriliteral patterns. All thepatterns
undergo some stem changes with respect to vowelifgioletta et al., 2000) Vowels are
normally added to the root in the patterrCvCvor triliterals and CvCCvQor quadriliterals.

Stems generated from the same root are semantically related and, on the other hand, stems
that follow same pattern exhibithe same style.For example, certain patterns can state that

the action is performed only once or many times.
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3.4.3 Arabic Word Structure

The previous section covered stem generatiowhich form the basic building block of the

Arabic word. Word-forms are complex units which encompass the following:

- Proclitics, morphemes occurring at the beginning of a word which include mono
consonantal conjunctions and prepositian Verbs can have only one proclitic while

nouns can have up to two. The pssible proclitics are listed in Tabl&.2 with their

functions.
Morpheme | Transliteration Function
+M W+ and
+ T f+ in order to
+ O [+ in order to
+ KO I+ for
+ 3 b+ in, at, by
+_ D W+ and+( in order to, for)
+_ M w+b+ and+(in, at, by)
+_ #O f++ in order to+( for)
+ P f+b+ in order to+(in order to, for)

Table3.2: Proclitics

- Prefix, morphemes which are commonly used with verbs to mark inflection. This
category includes, forinstance, the prefixes of the imperfective, e.ga, prefixed

morpheme of the 3rd person.

- Stem, the baseform which could beanoun or verb generated from root and pattern

system as discussed in the previous section.
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- Suffixes, marks to indicate morphologral features such as gender, number, case for

nouns, mood for verbs.

- Enclitics, morphemes that occur at the end of a wordepresenting complement

pronouns listed in Table3.3. Their function is different, according tothe class of the

word to which they attach
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Morpheme| Transliteration Function (verb) Function (noun)
p+ Ty - my
LI +k you(singular) your
FBD +kma you(dual) your
ab +km you(plural) your
O b +kn you(plural feminine) your
- +h he his
F K +hA she her
F B K +hma they(dual) their
ak +hm they(plural) their
n K +hn they(plural feminine) their

Table3.3: Enclitics

3.5 Arabiclanguage forms

Arabic has a number of varities used in different contextAll varieties are descended from
classical Aabic, which is the Quran language. Classical Arabic is well structured and fully
vowelized but is rarely used these days. The Arabic used today is the colloquial (dialect or
regional) Arabic in most nonofficial communication activities. Dialects are lessinflected

thanthec | as si

cal | anguage &e. g,
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both genders in Jordan instead of oOoantnd in

written but increasingly appearing these days in on web forugyand in poetry.

The official | anguage used ,whoehasdefiged asimo a f o
forms of the language(Farghaly and Shaalan 2009)This form of Arabic is the Modern
Standard Arabic (MSA), merging classical and colloquial. Moreover, varieties of MSA

forms are used today across the Arabic Worlas further discussed ifZainab, 2009)

The main feature of MSA is the total or partial absence of diacritical marks that represent
vowels. MSA varieties are discussed iffAhmed, 2004) which revealed differences in MSA

among ten different countries relating to lexicon and spelling and loan words.

One critical aspect of Arabic writing today is spelling errors. Common sources of spelling

error were studied in(Shaalan et al. 2003 )categorizing sources of error as; hearing, writing,
morphology, etc. Spelling errors are persistentin any written text of all languages. However,

some errors in Arabicare not only errors but rather a common writing practice. That

practice is critical when it results in changing the analysis of the generated word by
producing a valid word with a totally diff
mistakenly typed a® Wa | k thalsénse does not change much and this might not have a

strong impact on the processing. In Arabic, the letter shapes and sounds make it more

susceptible to errors. Even literate writers would still commit errors frequently.

3.6 ArabicProper Nouns

The most significant feature of Arabic proper nouns is the lack of any special orthographic
feature to distinguish them from other word categoriedJnlike English and other Latin
character languages, Arabic has no case information. The implication of ¢hfeature is
highly significant due the fact that most proper names are in the forms of veradjectives or
common nouns. This makes Arabic proper noun extraction more closely bound to, and
highly affected by, preprocessing steps prior to the proper noertraction task. This task is
more sensitive to errors in previous analysis levels prior to proper noun extraction than in
English.
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The purpose of this discussion is to shed some light on the problem that makeocessing
proper nouns more sensitive to nee generated by previous preprocessing stelpwill start
with a general overview of Arabic proper noun classesxplaining how they are formed in
Arabic. The discussion will cover some of the internal patterns that might help building

an Arabic proper noun recognition system. The three proper noun classes that will be
considered in this discussion are; person, organization and location. At the end, challenges

affecting the task of proper noun extraction will be covered.

3.6.1 Structure
3.6.1.1 Person Names

In terms of the person name structure, the smallest constituent of an Arabic person name
could be classified as (1) a core component that could be a simple or compound name and
(2) affixes. Affixation is used for the purpose of generating a number of name instasde
addition, name connectors are used to form a chain glatronyms spanning a number of
generations.Note: the discussion found in(Auda 2003)and (Alkharashi 2009) will be used
here and further enhanced by the utilizingegular expression notationAny Arabic name

could be formalized as:
Prefix[1,2]? Core+ Suffix? (3.1)

Question marks indicate an optional field andhe plus sign indicates a mandatory field.
Thus, the above rule is iterpreted as: an Arabic name is a core component preceded by
optional [one or two] prefixes and followed by optional [one] suffix. Combinations of this

rule are further detailed as follows:

1. Core: a persord given name that could one of:

- Simple: a single ti&en namee.g. C I jmBmd, Mohammad].
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Most of Arabic names are common nouns or adjectives generated usthg root-
pattern Arabic morphologica system. This category also covers names imported

from other cultures and languages:
[6Y K FoidhgnwAbraham], [ P HnBNSY, Moses], [N [ yBYsY, Jesus]

- Compound: multi token name generated by annexation of two nouns. The first
noun is a description of the person indicating full obediencand the second noun

is normally a definite formrelated to God e.g[  CEddAllah, servant of god].
Sometimes the second noun is related to a religious term ae[T C KOEFSIAK bl Hb

Aldyn, goodness of religion]. Substituting imo formula 1.1 leads to:
Prefix[1,2]? (Simple | Compound)}t+ Suffix? (3.2)

2. Prefix: two types of prefixes couldprecede an Arabic name:
- Connected: There is one common prefix used in family names; [ HAF the] to
l ink a person t o hifermed ayrattdclying the dgfinitt Al mHmM

article"Al 6 t o a person name O0mHmMdO.

- Non-connected: Two types of prefixes usd for different purposes:

1 Family prefix: [ b @, family of] commonly written without madda ( 6,

0 Al 6 [pamdly, family of] are articles used to indicate a family namge

which are similarin purpose tothe connected family prefix.

f Kunaiprefix es:[H ZXv , father of] and [@,¥m , mother of] are used to
form a honorific name meaningothe father or mother of someone called
Kunaié. The selection is based on the gender of the person e.g., [>bw
mHmd, father of Mohammad], [>m mHmd, mother of M ohammad].
Commonly, people are named after their eldest childather or mother in
the community. However, some Kunais might violate this criteria based
on some other factors. No rule of thumtexistsfor the usage of Kunia; it is

used sometimes as a replamentfor the given name or the full name and
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sometimes, preceding or following the full name or the first namélso,
t he prefix o0>bwd has different infl ec
0A6 when accusative duabdtituinginodomulawhen

1.2 gives the following
Prefix(connected | nonconnected)[1,2]? ( Simple | Compound)+ Suffix?

3. Suffix: only one suffix cavbe attachedtothenamevhi ch i s the adjectiwv
to form adjectives of relation or pertinence ta family asa last name and only applicable
to simple names. Also, if the name is suffixed, it could only have the connected prefix.

Substituting into formula 1.3 gives the following:

Prefix(connected)? (Simple)+ Suffix(y)? (3.3)

Last names could be derived accordingba per sondés professi on, nam
birth or family lineage, or place of residence or birth. It could also be a nickname based on

personal attributes.

A name connector is used to forna patronymic or series of patronymics spanning a numbe

of generations. This is almost si mwthdahe t o t |
one difference that they are used only with family names in Scottish while they could be

used at different levels in Arabic. Two connectors are used in Arapithat are based on the

gender.[1 &N ,son of] is the masculine connecter anflw 3,>Bny daughter of] is the

feminine. Name connectos are not part of the name except insome rare cases of last
namesegc AK e 3 ezyn@IErpdyIHFEly, ezime@l Abidine Ben Ali] where

token o0>bndé here in not a C 0 n exactyta®with thewt rat h

prefix OoOMcd6é in Scottish family names.

3.6.1.2 Location and Organization Names

Organization names commonly start with an organization prefixdllowed by one or more

noun phrases connected with the conjunction M,w ,and] then optionally followed by
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another noun phrase connected with a coordinating conjunction [,3or]. The noun phrase
could be a single or compound noun (annexedyptionally followed by one or more
adjectives. The main noun in the first nourphrase could be a common or proper noun
(person or location). Theorganization prefix could also be prefixeda with determiner [ HOF
,Al ;the] to produce a definite form. In that case, the prefix is followed by an adjective rather

than a noun. To formalize the form of organization names follow this rule:
(Prefix1?(Prefix2))? (noun phrase | adjective)+ (AND(noun phrase))? (FOR(noun phrase))?
When the organization prefix is not in definite form:

(Prefix2)? (noun phrase)+ (AND(noun phrase))? (FOR(noun phrag@)
When prefixed with 0AIl 0:

(Prefixl(Prefix2))? (adjective)+ (AND (adjective))? (FOR(noun phrase))?

The main difference between person and organization names is that the latter names follow
the languagé snorphological and syntactic rules to a high extentral sometimes have
nested structures.

In the above rule, Prefix2representscommon nouns serving as organization designators
with the gender feature. As in English, these triggers are sometimes dropped if clear from
the context. When an adjective is modifyng a noun, they will agree on all morphological
features; definiteness, number, gender. It is fairly complex tietermine if the adjective is

modifying the preceding noun or the organization prefix.

The <connector 0 FORO, procl speci foyl 6t hien oA gaabr
speciality, industry or business field. The following noun phrase has its own morphological
agreement independent of the main noun phrase. This feature of internal clitic attachment

within the phrase is special to organization maes.

Location names are relatively simpler than organization names but not when they are
named after people. They start with a location prefixes, e, gity, followed by a proper noun.
Most of the prefixes are in feminine form. However, unlike organizatios) they do not
morphologically agree with following nouns.
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3.6.2 Internal pattems in Proper Nouns

Most Arabic proper nouns are generated in the same manner as any other Arabic words
using the rootpattern morphological system. For instance, an experiment kAlkharashi

2009) concluded that person names are mostly generated from Arabic rqats the same

way as any other word categoriedt was found that only 16 Arabic patterns contribute to

the production of morethan5 0 % of Ar abi c person names. The
146 names.That does not apply toforeign names imported from other cultures and also

transliterated names.

Proper nouns cannot have proclitics (at the end of the word) attached to thend enclitics
could be attached only to the head token of the proper noun (person and locations) chunk
whereas they could slotted within organization name components. Moreover, some
grammatical categoriescannot be partof the proper noun such asverbs, relative orpersonal

pronouns.

According the previous section, person names have internal patterns such as connectors or
Kunia prefixes and name connectors. Location and organization names exhibit the presence
of prefixes.

3.6.3 Challenges in Proper Noun Detection and Classification

Proper noun detection in Arabic isfar more difficult than in English because of the features
discussed above. However, the challenges do not arise only from the nature of NEs, but
actually from the previous analysis levels as well. It ia cunulative effect generated from
many other sourcessuch as morphology and the common typing and writing practices of

Arabic text.
The sources of challenges affecting the task with detailed descriptions are as follows:
3.6.3.1 Orthography

The lack of any orthogragnic feature making Arabic proper nouns is considered to be the

most affecting feature. This problem is expanded MSA with the lack of diacritic marks
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which adds more ambiguity to the task. The diacritical marks would partially solve the
problem as someambiguous tokens have exact diacritical marks regardless of whettiezy
representa proper noun or anyother word category. However,tiwill help in narrowing the
ambiguity space e.g. [ p Hwmida, to be thanked]in classical Arabic has only one possible
POS analysiswhich is VBN. In MSA, the diacritics are removed producing the bare form

b Bwhich have four possible analyses as shown in Table 3.4

Classical Arabic form| Trans | Classed MSA form | Diacritized forms| Classes
_ b~ B VBP
_@ VBD
_ b~ B _|Humida| VBP bBcC
B JE NNP
®c NN

Table3.4: Analysisof O Hmdd6é, di a-dacitzed zed and non

3.6.3.2 Common writing pract ices MSA

Most common spelling errors in writing originated from Arabic orthography. The non
concatenated feature of some Arabic characters often causes spelling confusion to the writer.

Two types of mistakes could happeafter a nonrconcatenated letterinserting a space into a

word or dropping the space between two words. The insertion of a space happens when one

of these characters falls into the middle of a name; for example a space delimiter could be
mistakenly inserted in e.g [p M B @HBhwd, Mahmood], gi ven t hat -owbd [
concatenated letter. Using Google search, there were 176 million results returned for the
correct spell ed name OmHmwddé and 40k resul't
Here, the output of tokenizing thisname will be incorrect as it would produce two tokens

instead of one. The reverse of this problem, dropping a space, is common in Kunia and

compound names. I n Kuni as, the Kunia prefix
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attach it directly to the succeding core name, forming one word instead of the correct two

token name. Using Google search, the Kunia name [p M B C B-bw mFnY, Abu

Mahmood] was searched to find out the magnitude of that error practice. Searching for

0 >bw mH muidhds the correct form, returned 19 million results and the wrong form

when space was dr opped 0>b wnoithslindtide latteedaserane d 1

single word is produced which is not a name.

Also in compound names, the first noun usually ends with a neconcatenating letter. The

compound name | b, 9Kbd AlIl h, Abdull ah] has two co
The firg component ends wi t h t-doreatehaéng tetter. Usiigl 6 wh i
Googl e search, the correct form OEbd AlIl hdé r
one OEbdAI Il hé surprisingly returned salhemost d
effect of these errors is crucial; the tokenization process of names that rely on spaces will not

capture that phenomenon.

Shape similarities between some letters would cause the dots of some letters and hamza to
be treated as diacritics and thusrdpped in MSA, which causes more ambiguity. This

practice would be more severe when producing a new word with a different grammatical
class. Theletter p , Y] is sometimes written with two dots below producing another letter

[P ,y] Oneofthemosto mmon names 0EI yo0,whishiswprepbsitienn as 0

Sometimes, the reverse could happen by adding dots to a letter. Searching for the name
I'IryEK/sY,Jesu]sret urned 43 million results using G

returned 1.25 nillion. This is less severe as the two spelling variation are always interpreted

as names, as the new form will always be a name.

Another instance of writing errors is dropping dots from the feminine markemwhich

sometimes is more severe when it produces morphologically ambiguous word. This

happens in the case of dropping dots frortine feminine indicator [ Wp] producing [ 1,h]
variation of spelling This is relevant to person names as most of female names end with a

feminine marker e.g. [W] rtip, rose or a person name WardghWhen the dots are

dropped it generates 1 o ,@vnh], which has number ofsegmentations e.g, w+rd+h or
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wrd+h. Each segmentationhas a number ofmorphologicd analyses and none of them is a

person name.
3.6.3.3 Mormphology

Proper nouns are subject to zero or more proclitic attachmemniequiring a preprocessing

analysis to find the tolen representing the name. It is worth mentioning that clitics are

normal Arabic letters, leading to difficulty in finding the lexical token of the name. This

makes the Arabic NER task more complicatedas the system needs to address such a

problem prior to the core task. In some casemore ambiguity is introduced when attaching

clitics to a non-name instance generates a valid Arabic verb; for examplp KEd, counted
whenitispr eceded by a c¢ onj unc¢whichoademibimedersomnandeuc e s ¢
In this case, it is not only a semantically ambiguous word but also morphologically

ambiguous as it has a number of segmentations each with a different POS tag.

In Arabic, the lack of an indefinite article makes detecting names in the form of a noun
harde to disambiguate. In English, if areader encountst he wor d OROSEOG i n
text, it would generally be easily disambiguated since the noun context is different from a

name context; it wild/ be normally preceded w

Last, greatthe largemagnitude of sparseness caused by the highly inflecial nature of
Arabic requiresmore training data to capture enough contexts.

3.6.3.4 Naming system

The way names are generated makes them harder to distinguish from other 4mame
words.Most Arabic person names are generated in the same manner as other Arabic words
using the rootpattern morphological system investigated bgAlkharashi 2009) This could
be used as a distinguishing featurédowever, the nouns and adjectives accourior a large
portion of the open class categorg.g. [Q@ FOF 8BIH, Saeh] could be a person ame,
adjective or2 forms of averb Names imported from other cultures,such asPersian and
Turkish, or Arabized foreign names, would be unique as they do not have the remsdttern

feature.
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Multi -token and affixed,non-connected prefixes, imposea challenge in tokenizing Arabic
names. The Space delimiter would not suffice in this case as it would break the unity of a

single semantic concept.

The prefixes 0>bwoé 06>m6é6 and connect oseddn 0 >bno
anot her context. Even i f t h asystll aomeambigugycds i n a
to whether they are part of the name or notNowadays, those connectors are rarely used in

written Arabic and if used they commonly do not precede the fihaame.

The suffix o0ydéd used in | ast names to produce
pronoun. Although it is considered as a clue in last names, it could be easily confused with

normal adjectives and possessive nouns.

Compound names areseparated by a space delimitewhich is normally used to tokenize
text. Common tokenization schemswith spaces would cause theame to besplit into two
tokens losing its structure. When a name i& compound and also prefixed with the Kunia

prefix, three tokens will be generatedvhich is even more critical.

As discussed in Section 3.9.1.1, some person names originate from the place of residence e.g
[ p p HoBRAIKSEry, AIMasry], which could be a name and also a nationality. Moreover,
some ftiles of Arabicperson names could also be persamames e.g[ € T | A®k, The

chief]. Also, [ ulyp Alh, Ayatollah] is a religious title in Iran and a person name in

some parts othe Arab world.
3.6.3.5 Syntax

Given that adjectives follow nouns in Arabic, boundary dtection in an organization name
phrase is problematic. The reason is that organization names are usually noun phrases and
could be followed by adjectives that could not be easily identified as part of the name or not
and thus the ending boundarymay be missed Sometimes the following adjectives are

modifying the prefix and sometimes the main noun.
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Although name designators are used at the start of organization and location namehich
is of great assistance in recognizing them, it does not solve the peshlas these triggers are

common nouns that could be used in any other context.

Given that triggers such as tittes are normally nourthat may be followed by a number of
adjectives adjectives would cause the triggers to be further separated from the nairence

longer dependencies.

Annexation is used in Arabic to form compound nouns to indicate possessiveness. Given
the wide spread of Arabic names in the form of nouns, full names could be a series of nhouns.
The lack of a possessive indicator in Arabicsut as o0of 6 and 06s06 i n E
seguence of ambiguous nouns a potential full name. For instance, the following name with

no connectors and no titles is too ambiguous to detect:
[pbnT, pBnk f hd] could be inter meed&dmrashabhdo

Collecting proper noun action verbs would normally help in detecting the context of entities.
However, this feature is affected by two syntactic feature of Arabic. First, the presencewof
elliptic pronoun makes these verbs falsely indicatée presence of a proper noun whie
replaced with the dropped pronoun. Second, the free order language feature would detect
the context butit would not be clear ifthe verb succeeds gorecedeghe proper noun.

The agreement in Arabic person names is omnectors and prefixes but not the word itself.
Thus, this feature of Arabic person names would harm other processing levels as it would

violate and break the morphological and syntactic structure of a sentence.

3.6.3.6  Scarcity of Arabic Resources

The scarcity of Arabic resources might beconsidered the most important factor of all.

Linguistic resources are crucial in developing any NLP system. Given the challenges of
Arabic NER, previous preprocessing stages have a great impact on the NER level.
Resources in Aabic are very limited i.e. corpora, gazetteers and preprocessing tools with

good coverage such as POS taggers; given that NER task is closely bound to preprocessing
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stages. Furthermorethe lack of standards in foreign names Arabization introduces more
sparsity to the entities themselves as they are sometimes ftransliterated literally and

sometimes phonetically.
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4.1 Definitio n

Named Entity Recognition (NER) is considered tdoe the most fundamental task of any IE
system It is described in(Leaman and Gonzalez 2008)as the most basic problem in
automatic text extraction. Therefore, it has received extensive attention from the research
community and has been thdocus of many research efforts since the mid nineties. Events
were organised as competitions to boost the NER field. Each of these events targeted a
different domain, requiring a different definition of the task. They were driven by the
standing challenge and needs. They started with thegeneral domain, then turned to
military reports and later to blogs moving from a single to a multilingual framework. In
each evaluation, tasks were defined and data provided to the participant, then evaluaidn

participating systemsvascarried out.

Here, we give a brief description of each evaluation and the NE definition task for each of

them:

4.1.1 Message Understanding Conference (MUC)

The Message Understanding Conferences (MUC) was a series of conferences organized by
the (U.S.) National Institute of Standards and Technology and the U.S. Department of
Defense Advanced Research Projects Agency. These events were held between 1987 and
1998 as part of the TIPSTER Text program. MUC held seven evaluation conferences for
Inform ation Extraction systems. Each conference brought Information Extraction one step
forward, setting more difficult tasks, and providing more resources for testing and
evaluation.
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The taskwas to extract information about relevant events from newswire texémd use it to

fill the slots in a scenario template. The domain covered was news text on terrorism then
joint ventures (Chinchor 1998) The NER task was first introduced in MUG6 in 1995 and
then was again includedn the last MUC-7. All MUC conferences focused on the English
language excepthe Multilingual Entity Task (MET) that was run in parallel with MUC -7,
targeting NE in the Chinese, Japanese and Spanish languages. The NE task defined three
subtasks; ENMAX for proper nouns, TIMEX for temporal time and date and NUMEX for
measurements including money. Details of each type and its corresponding subtyp&th

description are givenin Bble4.1.

The Information Retrieval and Extraction Exe@REX) 1999 was orienied toward the
Japanese language and included retrieval and entity extraction. Basically, it is similar to the
MUC -NE and MET tasks. There were minor differences; "artifact" was addedvhich
includes product names, names of services, efc.

TYPE Description SUB-TYPE Description
PERSON named person or family
name of poalitically or
PTOPET hames, LOCATION geographically defined
ENMAX | cronyms, and perhaps location
miscellaneous other
unique identifiers named corporate,
ORGANIZATION governmental, or other
organizational entity
DATE completfa or partial date
TIMEX "absolute" temporal expression
expressions only complete or partial
TIME . )
expression of time of day
numeric expressions, | MONEY monetary expression
monetary expressions
and percentages,
NUMEX LI
expressed in either PERCENT Percentage
numeric or alphabetic
form.

Table4.1: MUC entity types®

o http://www. cs.ny u.edu/ cs/faculty/grishm an/ NEtask20.book 3.html#HEADING4
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4.1.2 Conference on Computational Natural Language Learning (CoNLL)

CoNLL 2002 and 2003 were successors of the MUC aluations, organized to advance
work on languageindependent frameworls In contrast to MUC that covered IE in general,
CoNLL was solely focused onthe named entity recognition task. The task defined four
classes which are the ones in ENMAX of MUC, in addition to Miscellaneous names
similar to artifact defined in IREX. The languages considered by CoNLL were Spanish and
Dutch in 2002 and German and Englishin 2003.

4.1.3 Automatic Content Extraction (ACE)

The ACE program was initiated by National Institute of Sandards and Technology (NIST)

and attempts to take the NER task ooff the
objectives are defined in terms of the target objects (i.e., the entities, the relations, and the
events) rather than in terms of the wais in the text. NER as defined in MUC, is to identify

those words (on the page) that are names of entities. In ACE, on the other hand, the
corresponding task is to identify the entity so named. Reference resolution thus becomes an
integral and critical pat of solving the problem i.e. when referring to a person with his
nationality; it is labeled as a PERSON.

The Entity Detection and Tracking (EDT) task includes the Mention Detection (MD)
subtask that defined the same classes defined®yNLL in addition to FACILITY such as
O Empi re St aAlse, GBhaliPblitical Entjty was added as a hybrid entity to cope
with different interpretations of locations; sometimes a location plays the role of an

organization.

In ACE 2004, VEHICLE and W EAPON classes wereadded to thoseof ACE 2003.

Another important change was the introduction of entity subtypesuch as COUNTRY and

DISTRICT subtypes of theLOCATION class. The PERSON class did not have any
subtypes until ACE 2005. All entity details of the EDT task are swn in Table 4.2.
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TYPE SUBTYPE *° Class: Description Mention Type: Descr.
Airport, Building -

FAC__ Grounds, Path, Plant,

(Facility) SubareaFacility
Continent, County-or-

GPE District,

(Geo-Palitical )

GPE-Cluster, Nation,
Population-Center,

Special, Stateor-Province

Address, Boundary,

LOC Celestia,
: Land-RegionNatural,
(Location) RegionGeneral,
Regiorntnternational,
W ater-Body
ORG Commercial, Educational,

(Organization)

Entertainment, Governmt,
Media,Medical-Science,

Non-Gov,Religious,Sports

PER Group, Indeterminate,

(Person) Individual

VEH 2 Air, Land, Subarea

(Vehicle) Vehicle,
Underspecified, Water

WEA ? Biological, Blunt,

(Weapon) Chemical, Exploding,

Nuclear, Projectile, Sharp

SPC: A particular,
specific and unique real
world entity

GEN: A kind or type of

entity rather than a
specifc entity

NEG: A negatively
quantified (usually
generic) entity

USP: An underspecified

entity (e.g.,
modal / uncer

NAM (Name): A proper
name reference to the entity]

NOM (Nominal): A
common noun reference to
the entity

PRO (Pronominal): A

pronominal reference to the
entity

Table4.2: ACE2005 Mention types and attributes

10 Added in ACE 2004
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4.2 NER annotation

In order to conduct any experimental analysis or build efficient systems, textual data would
always be critical. The data is required to have some metata included b denote the
phenomena to be studied. A set of textual data is called a corpus and adding annotation
produces an annotated corpus. lif.eech 2005) the following were among the significant

factors of corpus creation:

Manual examination of corpus

Automatic analysis of corpus

Reusability of annotations

Multi -functionality

Corpus annotation is very laborious work that normally require human linguist to label each
word with its corresponding class. There have been various schesrfer the annotation
format of corpora for different NLP tasks. The selection of the scheme is driven by the

definition of the task. The following arethe main two schemes used in NER annotation:

4.2.1 Inline annotation

This kind of annotation is done by inseiing entity tags directly into text and has two main
formats:

421.1 SGML format

This kind of annotation was adopted by MUC which was done by inserting SGML tags into

the text to mark up named entities. The markup will have the following form:

<ELEMENT NAME ATTR NAME="ATTR -VALUE" . .>text -string</ELEMENT -
NAME>

Example: Yesterday John William Adams met Frank in London UK .
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We will use abbreviations for NE classes for simplification;

Yesterday <ENAMEX TYPE="PER ">John William Adams</ENAMEX> met
<ENAMEX TYPE="PER ">Frank</ENAMEX> in <ENAMEX TYPE
="LOC ">London</ENAMEX> <ENAMEXTYPE="LO C">UK</ENAMEX>

The markup is defined in SGML Document Type Descriptios (DTDs), written for MUC -6

use by personnel at MITRE and maintained by personnel at NRaD. The DTDs enable
annotators and system developers to use SGML validation tools to check the correctness of
the SGML-tagged texts produced by the annotator or the sgst. Annotators used a
software tool provided for MUG-6 by the SRA rporation to assist in generating the

answer keys to be used for system training and testing.

4.21.2 Column-based format

This is a simpler form of anndation which places each word ona single Ine with its
corresponding class delimited by tab or space. i$ sufficient when there is no nested
annotation required by the task definitionsuch as POS tagging. According t@Kudo and

Matsumoto 2001) two schemes were used intextchunking i nsi de/ out 6 and

l. inside/out:

This was introduced in (Ramshaw and Marcus 1995xand later extended in(Sang and
Veenstra 1999)lt is based on annotating a token with its position (P); inside a named entity

or outside, and attaching that position to its entity class (CCC). The full label would have
the form (RCCC). One generic outsié class was used for all (O). To mark entty

boundaries, (P) would take (B) at the beginning boundary of an entity in the OB scheme
and (E) marks the ending boundary in the IOE scheme. The two schemes have the
following variants:

a 10B
- 10B1.: assigns B onlyf followed immediately by another token of same entity type.

- 10B2: assigrs B whenever starting a new entity; head entity
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b. IOE

- |OEZL: assigrsE for end token if immediate preceding another token of same type.

- |OE2: assigrsE whenever ending an entity.

1. Start/end

In this scheme, S wasddedin addition to all tags used in inside/out schemes to represent
single token entities. B and E tags were assigned regardless of the preceding token class.

An illustrating example showing al discussed schemes is given able4.3:

Example: Yesterday John William Adams met Frank in London UK .

I0OB1 I0B2 IOE1 IOE2 Start/End
Yesterday O O O 0] O
: O O O O O
John I-PER B-PER I-PER I-PER B-PER
William I-PER I-PER I-PER I-PER I-PER
Adams I-PER I-PER I-PER E-PER E-PER
Met @) O @) O @)
Frank I-PER B-PER -PER I-PER SPER
In @) O @) O O
London [1L.OC B-LOC E-LOC E-LOC SLOC
UK B-LOC B-LOC 11LOC E-LOC S

Table4.3: NER annotation schemes example
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Different schemes were used withoua decision asto which one is best(Collobert et al.
2011) The most widely used is I0B2 but classifiers built on different schembave given

better results as ifKudo and Matsumoto 2001)

IOB2 was adopted for CoNLL evaluations and data consists of two columns separated by a
single space. Each word has been put on a separate line and there is an empty line after each
sentence. The firstitem o each line is a word and the second is a named entity class. The
tags used in CoNLL were: person names (PER), organizations (ORG), locations (LOC) and

miscellaneous names (MISC).

4.2.2 Standoff annotation

When multiple layers of annotation are required such & coreference, it would be
impractical to have all layers within the text. Standoff annotation is used to separate text
from annotation by having the text in one file and annotation indexes in another file. It &
more efficient way to collaborate and exhange and analyse. It was adopted in ACE since it

required a complex representation of IE tasks.

Example text:Yesterday,John William Adams met Frank in London UK.
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<entity ID="E1" TYPE="PER" SUBTYPE="Individual" CLASS="SPC">
<entity_mention ID="E1 -1"TYPE="NAM" LDCTYPE="NAM">
<extent>
<charseq START="12" END="30">John William Adams</charseq>
</extent>
</entity_mention>
<entity_mention ID="E1 - 2" TYPE="NAM" LDCTYPE="NAM">
<extent>
<charseq START="35" END="39">Frank</charseq>
</extent>

</entity_mention>

</entity>
<entity ID="E2" TYPE="GPE" SUBTYPE="Population - Center"
CLASS="SPC">
<entity_mention ID="E2 -1"TYPE="NAM" LDCTYPE="NAM" ROLE="LOC">
<extent>

<charseq START="44" END="50">London</charseqg>

</extent>
</entity_mention>

<entity_mention ID="E2 -2"TYPE="NAM" LDCTYPE="NAM" ROLE="LOC">

Figure 4.1 : ACE annotation example

4.3 NER System Scoring

Evauating NER systems is performed by comparing the output of the system to the human

annotated test data. Evaluation schemes used in NER share the same miess imported
from Information Retrieval. However, they use different methods in calculating these

measures. It is very important to have a close look at each evaluation method since some of
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the participaing systems in the three events; (MUC, CoNLL and ACEXiscussed later. It
would give a better judgment orthe performance of each.

Precision is the percentage of correct positive predictions returned by the system. It is
computed as the ratio between the number of NEs correctly identified by the system True
Positives (TP) and the total number of NEs returnedby the system. The precision is

calculated by dividingTP by the sum ofT P and false positives (FP)

O RN £ (4.1)
01 Qw Qi —%&% -
“Yuo Ovu
Recall indicates the percentage of positive cases recognized by the system. It is computed as
the ratio between the number of NEs correctly identified by the system (TP) and the number
of NEs that the system wasxpected to recognize. Thus, Recall is the number of (TP)
divided by the sum of (TP) and false negatives (FN)
om s 2 YO (4.2)
YQww q# —
v Ov
F-measureis the common weghted harmonic mean between Préson and Recall defined
as:
[ PpLI QLR DA O
[ 01 Qo "Qi"'YQED & &

wherebis the weighting factor.

When the Precision and Recall have the same weidhtl, itis called F1:

CZ0i QORAYVHE K & (4.3)
01 Q6 Qi YORRD & &

@
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4.3.1 MUC

The MUC scoring scheme gives credit if the system was able to detect a named entity
(TEXT) regardliess of its type, and even partial detection is credited. Also, it gives credit if
the system issuccessful in assigning the correct clasegardless of san (SPAN). That way

it is testing all kinds of errors that the system might produce. Each correct SPAN gets 1

point and also TEXT gets 1 point.

For example consider the sentence that we have previously used for the annotation schemes

example.

Yesterday, Jdin William Adams met Frank in London UK.

Key System
Yesterday, <ENAMEX Yesterday, <ENAMEX
TYPE="PER"™> John William TYPE="PER"> John William
Adams</ENAMEX> met <ENAMEX Adams</ENAMEX> met<ENAMEX
TYPE="PER"> Frank</ENAMEX> in TYPE="LOC"> Frank</ENAMEX> in
<ENAMEX TYPE <ENAMEX TYPE
="LOC"> London</ENAMEX> ="LOC"> London</ENAMEX>
<ENAMEX <ENAMEX
TYPE="LOC"> UK</ENAMEX> . TYPE="LOC"> UK</[ENAMEX>

Table4.4: Key and system output of sentence example in MUC
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Key System output Correct
criteria
<ENAMEX TYPE="PER"> John <ENAMEX TYPE="PER"> John None
William Adams </ENAMEX> William </ENAMEX> Adams
<ENAMEX <ENAMEX Type & Text
TYPE="PER"™> Frank</ENA MEX> | TYPE="PER"> Frank</ENAMEX>
in <ENAMEX None
TYPE="GPE"> in</[ENAMEX>
<ENAMEX TYPE <ENAMEX TYPE Text
="LOC"> London</ENAMEX> ="PER">London</ENAMEX>
<ENAMEX <ENAMEX Type & Text

TYPE="LOC"™> UK</ENAMEX>

TYPE="LOC"> UK</ENAMEX>

Table4.5: Result analysis

We have 3 TEXT and 2 TYPES correct and, using equations 4.1 , 4.2 and 4.3:

- . v

01 Q6 @e: © un

U U ¢

v o Y L

YQuwwoe— - oo

v o Y

. CZT 2T O
@ L@

™ T o
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4.3.2 CoNLL and IREX

In these evaluations, there was no partial credit but rathem exact match of type and textis

required. Table 5 shows the output of the same sentence:

KEY System Output

Yesterday| O O
; O @)
John B-PER | B-PER

William I-PER | I-PER

Adams I-PER | O

Met O O

Frank B-PER | B-PER

In @) B-GPE

London |B-LOC | B-PER

UK B-LOC | B-LOC

Table4.6: CoNLL key and system output, erros underlined

Using the same equations 4.1, 4.2 and 4.3:
01 QeQiGé: - m@
¢ o U

C

YQOohae— = ™
¢ ¢ T
vy GATBZTED
@ nmg T
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4.3.3 ACE

This evaluation is basedon a complex agorithm where different named entities have

different weights in calculating theEDR_valueThe EDR_value score for a system is defined

to be the sum of the values of all acoofdingt he sy
to the sumof the values of all reference entity tokens. The maximum possible EDR value

score is 100 percenfThe value of each system token is based on its attributes and on how

well it matches its corresponding reference token. The value of a system token is defias

the product of two factors that represent both the inherent value of the token and how
accurately the tokends attri butes are recogn

4.4 NER literature review

Previous work on NER started much earlier for Englis than for Arabic. The work on
Arabic was very limited until the past decade. In this chapter, an overview of NER research
will be discussed starting with English language as it preceded other languagésfforts to
tackle the NER problem. Then, a compreénsive overview of previous efforts in the Arabic
language will be discussed. Given that similar challenges to Arabic NER might be presentin
other languages and domains, a brief overview of relevant efforts will be discussed,
specifically targetingthe lack of capitalization and ambiguous tokes that could serve as
NEs or nouns and adjectives. The motivation for this is the fact that it would assist in

choosing the besfeatures and approach to tacklingrabic NER.

There have been a number of classificatioschemes presented in the literature for NER
approaches Borthwick subdivides NER approaches based on the mechanism of providing
the system with the required knowledge to: rule-based, automated and hybridbased
(Borthwick 1999). The automated approach is where machine learning algorithms are used
to build the classification model from labelled data. Further classification was introduced in
(Nadeau and Sekine 200) which states that NER studies differ based on a number of
factors; language, genre, learning method and feature spa¢@attarujeekrit and Collier

2005)classifiedNER approaches as lookup, rules ananachine learning.
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In this discussion, NER approaches will be classified simillgrto Borthwick, except that the
automated approach will be referretl as corpushased.

4.4.1 English NER
4.4.1.1 Rule-based

This approach relies on handcrafted rels that require strong linguistic skills. One of the
earliest works to approach proper nouns in text was explained {(Kuhns 1988) The focus

of the system was on parsing news articles then classifying and extracting reléwetails.
Another example, a rulebased NER system, described ifMcDonald 1996), was developed
using internal and external evidence. Internal evidence is found within the name, e.g.,
company designators such a€a, and external evidence is found in the context, such as
personal titles. The rules of this system focused on organizations first as they might contain
person and location names. These two systems tackled the problem of proper noun

identification prior to the definition of the NER task in MUC.

Rule-base systems have performed well in the MUE and MUC-7 competitions. The best
participating system in MUC6 was NameTag designed by SRA.The same system (then
managed by IsoQuest) ranked second in MUC. The secod best system in MUC6 was
also built using this approach; FASTUS by SRI. More details of the three participating

systems are given in Tablé.7.

We have provided tables of the best three systems in each NER evaluation confergasét
would not be acarate to list them in one table given the different parameters of each

evauation event.
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Participant Module | Approach| MUC | F1 | Rank Reference
- \ . .y 6 96.42| 1 (Krupka 1995)
ameTa ules
g 7 91.60! 2 (1Iér9u8|f;ka and Hausman

SRI FASTUS [ Rules 6 94.00| 2 (Appelt et al. 1995)

, 93.65| 3 (Bikel et a. 1997)
BBN Identfinder | Corpus _

7 90.44| 3 (Bikel et a. 1999)

U. : :
Edinburgh LTG Hybrid 7 93.39| 1 (Mikheev et al. 1998)

Table4.7: MUC best three systems on the NE task

4.4.1.2 Corpus-based

As the name indicates, corpubased methods rely on large corpora to address an NLP task.
With the advent of large linguistic corpora annotated with named entity classei$ was
feasible to use machine learning techniques to tackle the NER challenges. The approach is
based on statistics drawn from large corpora and the task of the machine learning
algorithms, such as the ones discussed in chaptr is to find the most probable NE
outcomes (classes) of each word ia text. Those systems are specifically known as
supervised learning as they are trained on pesnotated data. Supervised learningystems
are dependent onthe availability of data Recent studies on NER mostlyfollow this

approach.

One example is IdentFinder by BBN covered in(Bikel et al. 1997)and (Bikel et al. 1999)
which participated in MUC-6 and MUC-7, ranking third in both. It was part of two different

IE systems used in the two MUC events; PULM and SIFT. Identfinder is based on Hidden
Markov Models (HMM) where the states of the HMM were organized into regions, one for
each entity class. One regon is addedvhich is NOT-A-NAME. For each region, a
statistical bigram model is used to compute the likelihood of the state sequence, using the
most indicative internal features. Using a similar modeling technique, another system was
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enhanced with global features and triggergielding a performance of F1 96.6 % and F1
94.1% on MUC-6 and MUC-7 data, respectivel;((Zhou and Su 2002)

The technique of Maximum Entropy Models was also applied to NER describedh (Chieu
and Ng 2002a) This latter model was improved by a set of global features extracted from
other occurrences of the word. The improvement gained by these features Wwas?.5% on
MUC -6 data.

All systems that participated in CoNLL 2002 and 2003 were corpusased, using various
machine learning algorithms. Interestingly, the top systems were very close to the human
annotator tagging accuracy. Some of the participating systems used a single learning
algorithm, while others combined moe than one. The learning algorithm itself is not the
only factor that governs the performance but also feature seiand how features are

employed as has been discussed in chapter 2.

In CoNLL 2002, (Carreas et al. 2002ombined a number of binary classifiers built with
the same learning algorithm (Decision Trees). Combining a number of weak classifiers is
called Boosting. Three classifiers were used to classify words as beginning, inside osidei
of NE. Two other classifiers focus on the boundaries tifie NE phrase. The third one is a
global classifier that combines the latter two classifiers. The system ranked first in both
languages of CoNLL 2002. Details of the best three participating systems aneeg in Table
4.38.

In CoNLL 2003, (Florian et al. 2003)combined four learning algorithms with the same very

rich resources such as large gazetteer and the output of two other NER systems. Also, they
incorpor at ed POS tagging i nformati on and wor di
Combining different classifiers produced by diérent algorithms efficiently lel to taking

advantage of the strengthof each one. The system ranked first in both languages covered in

ConLL 2003. Details of the best three participating systems are givenin Tadlé.

Although supervised learning is proving successfulhe scarcity of training data in some
languages and domains triggered the emergence of two recent methods; sempenised
learning and unsupervised learning. Sersupervised learning uses bootstrapping technicue
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to capture context incrementally starting with a few seed examples whereassupervised
learning uses clustering of similar conteXtNadeau and Sekine 2007)

Algorithm F1 (S,D) | Rank (S,D)| Reference

81.39(S)[1(S
Boosting (DT) 27 05 ED; 1§D)) (Carreras et a. 2002)

79.05(S)[ 2 (S) ,
TBL (Florian 2002)
75.36 D) | 3 (D)

Bootstrapping 77.15(S)| 3 (9) (Cucerzan and Yarowsky 2002)

Boosting (MEM) 75.36 D)| 2 (D) (Wu et al. 2002)

Table4.8: Best participans in CoNLL 2002 **

algorithm F (E/G) | Rank (E/G) | Reference

88.76 (E)| 1 (E) _
TBL,HVIM,RRM,MEM (Florian et al. 2003)
72.41 G)| 1 (G)

MEM 88.31 (E)| 2 (E) (Chieu and Ng 2003)

86.07 (E)| 3 (E) _
HMM, MEM (Klein et al. 2003)
71.90 (G)| 2 (G)

WINNOW 71.27 (G)| 3 (G) (T. Zhang and Johnson 2003

Table4.9: Best participants in CoNLL 2003"

4.4.13 Hybrid

The term hybridin this discussion is concerned with the combination of ruleased and
corpusbased methodsthis should not be confused withthe hybrid technique used when
two or more machine learning algorithns are combined to build the classification model.

1 S denotes Spanish language and D for Dutch language
2E denotes English language and G for Ger man | angus:
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MEM was used to combine a number of rule sets based on their probability wiaking
correct predictionson the training data(Mikheev et al. 1998) Processing was performed in
stages starting with the highest probabllity rules, sufee rules. The performance of the
system developed bythe Language Technology Group (LTG) of the University of
Edinburgh was the best ranked in th&/UC-7 evaluation with F1 93.4%. Another hybrid
system that also used MEM was the MENE systenwhich participated in MUC-7 and was
ranked fourth. It was combined with the three weakest systenia MUC-7 and achieved
results of F1 97.1%, outperforminghe single best systemin MUC -7 (by IsoQuest), with

comparable performance tduman annotator performancgBorthwick et al. 1998a)

A comprehensive survey was presented ifNadeau and Sekine 2007¢overing the main
aspects of NER over a period of 15 years, from 19902006.

4.4.2 Non-Capitalized English NER

NER ambiguity exists in almost all languages and domains with difference magnitudes. The
problem of NER without capitalization is not specific to the Arabic language. It has a wide
spread in many languages and even the standard form of the English language may have
that feature for example English text all in upper case. With no capitalization, it is puhg a
lexical problem with highly critical data size. One other domain that represents a great
challenge in English NER is social media content and weblogs, where most content is

written as informal text, often dropping capitalization from proper nouns.

Another of these domains is the output of Automatic Speech Recognition systemaich
lack both case information and punctuation. That format is called the SNOR formstwhich

also has numbers spelled as words.

If case information is not available, the NE tak becomes significantly harder, even for

humans.

An experiment performed by(Kubala et al. 1998)with Identfinder of BNN Technologies on
upper case text reported a degradation of less than F1 2% points on two different corpora.
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The result of Identfinder on MUC6 data was F1 94.9% on mixed case text and F1 93.6%
on upper-case text. The closest to AlAc is upper case text with punctuation where the

difference was 2 % ir{Miller et al. 1999).

The effect ofthe lack of case information was reported on OCR output byMiller et al.
2000) where Identfinder was evaluated and the performance is still above 90%, with only
2.3% degradation in performance due to missing casbut including the presence of

punctuation.

In (Chieu and Ng 2002b) the problem of missing case was approached by first training the
MEM algorithm on two versions of human annotated corpus, mixed ath upper case. Then,
the resulingmodels were used to tag unlabelled data. The output of the two modeds
compared and only the human tagged ones are considered if they differ. After that, the
algorithm was trained on original and machine labelled corpora, giving more weight to the
human tagged examples. The result was significant on their testing dabaproving the

accuracy by 3%.

(Srihari et al. 2003)proposed an approach of restoring orthographic features of text in an
attempt to convert to mixed case from the upper case text that exists in degraded doautsne
such as the output of speech recognition systems or emails. The idea was to split the process
into case restoration and then to apply normal NER. That approach is contrastto the
common approach of retraining an NE tagger on the degraded documentsinselves.
Three orthographic tags for each word are defined in this model: (i) initial uppercase
followed by lowercase, (i) all lowercase, and (iii) all uppercas& maximum entropy based
Hidden Markov Model (MEHMM) was used to build the model. N-gram cantext and long
distance ceoccurrence evidence were used as features of the system. Accuracy degradation
in the NER process was 2% fromupper to mixed case and claimed to be the best ithe

literature.

This approach could be applicable to Arabicconsiderng that the NNP tag is servess the
capitalization in POS tagged text. So the task would start with NNP tagging (correction)

then normal NER would follow.
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The magnitude of ambiguity in English single case text is not exactly identical to that of
Arabic, as ambiguous entities (proper nouns in the form of a common noun or adjective) are
rarein English. Moreover, no system has been designed specifically for text without case

information.

Another domain that represents a great challenge for the research comrmmyuis biomedical
text NER with a vast and rapidly increasing amount of data available. More details of the
difficulties in biomedical domain were discussed ifWattarujeekrit and Colier 2005) The

domain NEs are highly generativeand hard to tokenize.

(Leaman and Gonzalez 2008)used CRF to tackle the problemby exploiting internal
features such as lexical, leading/trailing lcaracter ngrams, POS tagging, shallow parsing
and lemmatization (converting to base form). There was no measure of ambiguity included
in their publication and reported accuracy was F1 81.96% on the BioCreative Corpus,
outperforming other systems. Interegtigly, their system outperforms other systems without
the use of gazetteers and deep syntactic parsing. They noticed ttia 10 annotation

scheme gives better resdgithan IOB scheme which might also the case with Arabic.

A more recent workwas detailedin (Chowdhury and Lavelli 2010)where a featurespecific
approach was used fodetection of disease mentions. Theshtures used were orthographic,
POS tagging information generated by the GEM tagger and patterns.The systemwas
able to outperform(Leaman and Gonzalez 2008possibly due to being specificallyailored

for disease mentions.

In another study, the CRF technique was improgd to capture long distance dependency by

linking similar words and linking words having typed dependencig@. Liu et al. 2010)

The problem in the English Biomedical domain is more an identification probie. This is
not the case with disambiguation of Arabic general text because a biomedical entity could
rarely serve as averb or adjective.
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4.4.3 Non-capitalized LanguagesNER

Mo st Asi an | anguages such Chinese, Ur du,
proper noun capitalization. However, research ito NER in these languages is far behind
that of European languages. South Asian languages aso suffer from ambiguous proper
nouns as in Arabic.Some of these languages aso shahe free order syntactic featte with

the Arabic language. Moreover, these languages suffer fraarlack ofNER resources such as

corpora and gazetteers.

(Goyal 2008)used CRF on the Hindi language with internal and external features; word-N
gram, POS tagghg, morphology, chunking, affixes lists that indicate NEs, trigger words and
stemming. The processing was split into recognition and then classification. The reported
accuracy was F1 64.3 % on thélLPAI 2007 NER contest Corpus When the system was
trained and tested on the CONLL 2003 English data with only languagedependent
features, the performance was relatively higher at F1 75%ven if random person entities
were replaced with common nouns. The reason, Goya concluded, was that the data set was
beter quaity in terms of POS tagging and chunking, which substitutes for missing
capitalization. However, when POS tagging information v@s generated on upper case text,
the performance was comparable to that of the Hindi experiment.

(Saha et al. 2008)used MEM on the Hindi language and was able to improve the
performance from 75 to 81% using context patns. These patterns were induced semi
automatically by using seed entities of each NE class on the corpus and collecting the most

frequent context. The patterns with highest coverage were added as a feature in the system.

A combination of three machine larning algorithms (MEM, SVM, CRF) was used in
(Ekbal and Bandyopadhyay 2010fo tackle NER in the Bengali language. Very rich features
both language dependent and independent were employé&nlabelled data was also used to
provide the system with more context patterns. Significant improvement was achieved,
shifting the accuracy froma baseline of~1 76% using only languagéndependent features to

F1 92.55% with all proposed features.
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A recent survey of Indian languages which share amost the same challenges as Arabic is
presented in(Sharma et al. 2011) The survey discussed methods, and the results of

approaches to the main five south Asiafanguages were discussed.

4.4.4 Arabic NER

Previous work on Arabic NER was almostentirely focusing on news text, including this
thesis, and the main efforts are as follows:

4.4.41 Rule-based

TAGARAB was developed by (Maloney and Niv 1998)using the NetOwl pattern matching
engine. Their system contains two modules, a morphological analyzer to generate word type
and morphological features, and a name findewhich uses a word list with morphological
features and patten-actions rules. Their system was tested on 14 articles of the AlHayat
newspaper with 3214 tokens. The accuracy scored was F1 90% on the training set and F1
85% on the test set. Their system was highly affected by the removal of the morphological

featuresyielding F1 75%.

(Abuleil and Evens 2004 worked on NER by spliting the task into three phases; possible
NE phrase finder, relationship graph of thehrase andNE identification rules. Finding a
possble phrase is guided by a set of keywords and verbs that surrourslgpn names with a
fixed window distance. In the relationships graph technique, they represented words as
nodes and relationship as edges with weights assigned based on the number of these
words cooccur in name phrases. The system was built for four classes; person,
organization, location, event (e.g. conference) and was tested on 500 articles from AlRaya
newspaper with 533 entities. Their system was able to extract 78.4% of namedties
correctly. Abuleil further developed a hybrid system by supporting the system with statistics
from the training corpus. The system was tested on 3347 tokens test set and the accuracy
was 97%, we could not confirm if it was on a blind sg@buleil 2006).
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(Mesfar 2007)used the NooJ platform to build an NER system targeting all MUC entities.
The system exploits a morphologica analyzer, gazetteer, triggers and rules to identify NEs.
twas evaluated on par tlLedvbndetDipmaltqued iving anv er s i o

average accuracy of F1 87%.

Shaalan and Raza have developed a rddased system for person name recognition,

extended later for all named entities defined by MUCShaalan and Raza 2008 he system

relied on dictionaries and grammars in the form of regular expressions. They reported
accuracy on their corpus used to write the rules was above 90% on average for all MUC

named ent t i e s . The systembs dictionaries have

positions, geographic, political features, considering how named entities are formed.

In (Traboulsi 2009) local grammars wereused to addess Arabic NER, findingconsistent
structures of person names that occur frequently in news text. Corgussed techniques were
used to induce grammars for proximity of Reporting Verbs (declared, said, etc.) which are
considered to be sufficiently frozen athey contain slots that can only be filed in with
specific types of linguistic units. Frequency analysis, Collocation Analysis and Concordance
Analysis were conducted on ArabiCorpus' to callect the data required for building

grammars based on reportingerbs and the function words that collocate with them.

(Al-Shalabi et al. 2009 ppproached Arabic NER in two stages, finding NEs in context then

extracting NEs from that context. They used specia keywds (tiles and designators) and

speci al verbs for each class to write the s\
words and word patters. It was tested on 20 articles from the AIRaya newspaper and the

reported accuracy was 86.1% overall and &lfor the person class.

Another rule-based person name extractor for Arabic was developed using lists of verbs,
triggers and stop wordgElsebai et a. 2009)Grammars were used to select person name
candidates which are passed to a morphological analyzer. If one of the analyses indicates
proper noun, it is tagged as a person entity, provided it does not exist in a dictionary of
organizations and locations. The accuracy was F1 89% on the associated tegbues which

was manually built from an Arabic news website.

13 http: //ar abicorp us.byu.edu/
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Another rulebased system was implemented byZaghouani et a. 2010)exploiting
languageindependent rules in theEurope Media Monitor, which is a multHdingual news
analysis service All languages are processed with the same generic rules but referencing
languagespecific word lists. If a rule is to be applied only to a specific language it is added
in the languagespecific parameter file. The wrd lists were built using a bootstrapping
technique by capturing the most frequent comt¢ of named entities. The system was

evaluated on 35 news articles (34k words) achieving awerage accuracy of 75%.

4.4.4.2 Cormpus-based

(Zitouni et al. 2005)built an ME -HMM classifier trained on the ACE 2003 data and part of
the ACE 2004 data for the entity detection and recognition (EDR) task. Featurescluding
lexical, syntactic, gazetteer and theutput of another NER system were employed in the

system. The overall accuracy was 69.2% on part of the ACE 2004 corfjus

Most of Arabic NER research using corpubased methods is accredited to Benajiba from
Valincia University, where he explored a wide range of algorithmg$Al -Onaizan et al. 2007)
used MEM on a manually annotatedUniversityof Valencia (UPV) corpus of 150k words to
build an NER model targeting NE classes of person, organization, location and otfier
They usedsimple lexical contextual featuresgazetteers and a stop word lisgchieving an
accuracy of F1 55.2% on 15% of corpus and 46.7% on the person class.

Later, POS tagging feature was exploited byBenajba and Rosso 2007)mproving the
performance on the same corpus to 65.9% aitwol52.1% for the person clas§ he NER task
was split into two modules; NE phrase recognition then NE classification. The performance

of the classification module was very gabwhile the identification phase was poor.

(Benajiba and Rosso 2008)sed CRF on the same corpuschievingan overall accuracy of
79.2%, and for the person class 73.4%. The improvement was not odgpendent on the use
of CRF but aso a the extended feature set.

4 http:// projects.ldc.upenn.edu/ace/data/
15 http:/;wvww1.ccls.columbia.edu/~ybenajiba/downloads. ht ml
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A combination of CRF and SVM was then adopted byBenajiba et al. 2008agmploying a
comprehensive feature set including morphological faaes. They used voting scheme to

select the best output of théwo algorithms. Also, an incremental feature selection method

was used to select an optimized feature set. An independent classifier with a different
feature set for each named entitywastraied on t he corpus. This sys
83.5% onthe ACE 2003 data andtheworst result wason the AEC 2005 weblogs genre with

F1 57.3%.

(Benajiba et al. 2009ajurther enriched the featureset with language independent features.
The model was built using SVM on a combined corpus of UPV and ACElhe kest result

was 82.17% on ACE 2003 Broadcast News genre.

A bootstrapping technique was explored to equip the system discussedBenajiba et al.
2009a)with a richer context of NEs. A parallel corpus was used witla state of the art
English NER system to generate notations then project the annotation back to the Arabic
version. A new feature vas addedwhich is the headword provided by Callin parser with
noisy accuracy. Tlke approach was able to improvehe accuracy by F1 1.5%¢omparedwith
what was achieved in their previous experiment on ACE 2003 BN dai@enajiba et al.
2010)

An Arabic NER experiment was conducted using the LingPipé® NER and HMM -based
NER chunker. The NER algorithm depends on word Ngrams of size 8. The system was
evaluated on ANERCorp (UPV) data’ with 5-fold crossvalidation settings. The reported

average accuracy was F1 67% on all classes and F 65%l@person class.

Another N-grambased technique has been investigated {A\bdulHamid and Darwish
2010) The work relied on word boundary character Ngrams (leading and trailing)in
addition to word N-gram. Their system was evauated on part of the ACE 2005 corpus
achieving F1 81% and on the ANERCorp (UPV) achieving F1 82%.hey concluded that
character N-grams capture most Arabic morphological features. Interestingly, the system

did not use any external resources such as a gazetteer.

18 http://alias -i.com/lingpipe/de mos/tutorial/ne/read -me.html
Yhttp://wwwl.ccls.columbia.edu/~ybe najiba/downloads.html
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An integration approach was investigated infAbdelRahman et al. 2010)oy combining
bootstrapping semisupervised pattern recognition and Conditional Random Fields. The
corpus used was UPV and a-bld cross validation experiment showed that their system

yielded 67%, 88%, 65% for the person, locatioand organizationclassesespectively.

Itis hard to compare the Arabic systems that have been discussed as they were not tested on
identical settings in terms of the data used and splitting. Standard data sets and settings are a
requirement that needs to be addressed immediatelyy kthe Arabic NLP research

community to promote research in the field

To help in creating an annotated data and making it freely available, it would be very
efficient to organize a corpus annotation projedby a specializedcommittee, such as the
ACL Spedal Interest Group on Computational Approaches to Semitic Languages (ACL
SIGSEM)'®. We recommend that the first step is to contact interested researchers in the field
to form a group responsible of carrying out thplan toward building an Arabic NER corpus.
The group would first decide on selecting the corpus that should range over théident
regions ofthe Middle East, given that it has been found that there is a verity of MSA. There
exist some corpora available which need to be assessed for their silitglfor the task. The
size of the corpus should be large enough for conductingprpusbased studies since
supervised learning approaches benefits largely from the size of the data. Next, a definition
of the task needs to be highlighted by the group. Pieus definitions of the NER task could

be adopted or modified. Then, survey the available annotation tools that will be used to
annotate the corpus. It could be possible to pre annotate the corpus using one of the NER
systems that have beedreadydeveloped to speed up the annotation process. Moreover, it
is also possible to use active learning tool such as ECELA, explained (fsuruoka et al.
2008) which is developed by the National Centre of Text Mining(NaCTeM ). We
recommend using the standoff annotation scheme to help in collaborating and sharing the
corpus annotation. This will also enable researchers to add further annotations of other tasks
to the corpus. The group should allocate enough annotatot® annotate the corpus
according to the task definition. Tlke annotators do nbneed to be experts in NLP as basic

18 http://www. se mitic. tk/
19 http://www.nacte m.ac.uk/ace la/

99


http://www.semitic.tk/
http://www.nactem.ac.uk/acela/

Chapter 40wverview of Named Entity Recognition

understanding of Arabic language would suffice. The corpus will then be split according the
number of participants (annotators) and the sanfeld needs to be annotated by at least two

annotators and then adjucated by third annotator who should be knowledgeable of the task.

4.45 Arabic NER Resources

Two main resources are of high importance in NER system design; corpora and gazetteers.
In highly inflectional languages such as Arabic, they are even more critical. One of the
successful factors that benefit NER systems in English is the availability of large annotated
corpora. With the lack of case information, the NER challenge is a purely lexical golem.
The development of these resources for Arabic is still limited compared to other languages,
and some are commercial with no details published. Some of the main resources are the

following:
4.4.5.1 Corpora

- Three corpora produced by ACE (2003, 2004, 2008)for the EDT task.

- ANERCaorp is a corpus of more than 150,000 words annotated for the NER task
developed by Benajb&' following the CoNLL 2003 task definition.

- A parallel Arabic-Spanish NER corpus™ was developed by Doaa Samy anis
discussed iSamy et al. 2004)

- A multlingual (English, French, Arabic) 1 million word corpus developed by
LREC (Mostefa et al. 2009 not available yet)

4.4.5.2 Gazetteers

- New Mexico State University bilingual Arabic-English lexicon containing NEs™

- CJK developed Database of Arab Name Variants (DAN) which has 3 million

English entries of transliterated Arabic name$

20 http://projects.ldc.upenn.edu/ace /data/

21 http://www1.ccls.columbia.edu/~ybenaj iba/downloads.html

22 http://www. |IIf.uam.es/ESP/Arabe_espanol.html

23 http://crl.nms u.edu/Re sour ces/dictionaries/ download.php?lang=Arabic
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- Three NE gazetteers of (Persons, Locations and Organisations) collected by
Bemajiba and freely availablé.

- Automatically extracted lexicon of 45,000 names using Arabic Wordnet witkthe
Arabic Wiki was developed with an accuracy of 95%Attia et al. 2010)

4.4.5.3 Effortsto overcome scarcity of annotated corpora

Given the scarcity of Arabic NER corpora, there have been a number of attempts to address
that problem. Samy used a parallel Spanisfrabic corpus to generate Arabic NE
annotations. It was done by annotating the Spanish version with$panish NER tool then
mapping them into the Arabic version. The corpus was a set of UN web documents and
accuracy on 300 sentences was 90&amy et al. 2005)Furthermore, (Zitouni and Forian
2009) investigated propagating from a ricliesourcelanguageto a poor+resource language
(Arabic). The process was done by running mention detection system on English data then

translatingthe datato Arabic followed by text alignment.

(Al Khalifa and Rodriguez 2009)discusses the development @ semiautomatic approach
to extend the Arabic NE coverage of the WordNet using Wikipedia.

According to (R. Shah et al. 201Q)this machine translation approach is not limitedy the
size of parallel data but is affected by extra noise from the translatjcsdded to the error
produced bythe NER system. However, they followed that approach targeting Arabic and
Swahili. They reported an accuracy of F1 83.5% on 25k die Arabic UPV corpus

The parallel corpus approach was again investigateging adifferent source language. It
was investigated on EnglistArabic corpus by (Benajiba et al. 2010)The size of the corpus

was 900k wads and performance was improved by F 1.5%.

24 http:/;www.kanji.org/cjk/arabic/araborth.htm
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Part-of-speech (POS)agging is the process of assigning a morphosyntactic role to each
word in a text and hence is considered to be a crucial step that highly affects other
subsequent NLPtasks. With respect to Modern Standard Arabic (MSA), the official written
language, the importance of POS tagging is even larger due to its characteristics that impose
a number of processing challenges. For example, POS tagging is vital for Arabic named
entity recognition, due to the absence of capitalization in proper nouns. In Semitic
languages including Arabic, the phenomenon of clitic attachment is another challenge
added to POS tagging complexity. The process of finding the boundaries between the stem
and the clitics attached to it is called word tokenization or segmentation. The ambiguity of a
word has two parts; finding the correct segmentation and finding the correct tag for each

segment.

In this chapter, we cover the implementation of our POS taggéhat is intended to be used
in NER. For that purpose, we focus on proper noun tagging since named entities are mostly

proper nouns.

1.1Arabic Segmentation and POS tagging

MSA processing is highly affected by the
complexity to both syntactic and semantic analysis. This is due to the fact that diacritics
reduce the number of possible classes of the word. This feature is not present in English, but
can be imagined by dropping vowels from words. For example, dropping tkewel from is

would result in three possible interpretationsus is and as Still, vowels would have to be

restored by the context to decide on the correct word.
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An Arabic word is composed of stem plus affixation to indicate tense, gender and number.
In addition to affixes, clitics are attached to the beginning, the end or to both. Clitics are
segments that represent an independent syntactic role: mainly conjunctions, prepositions
and pronouns. Prepositions and conjunctions are attached to the beginnioigthe word and
pronouns at the endDiab et al., 2004) Clitics are composed of general Arabic characters
that could be part of the stem, and hence pose problems for tokenizatiol o appreciate the
problem of clitic attachment in English, consider passing English text through a noisy
channel with the possibility of dropping the space delimiter between wordsesulting in

word concatenation. Assume the following (noisy) sentende received:
Those carseledsel.

The wordform useleshas two interpretations as it is a candidate that might have been
formed by concatenation due to noise; one interpretation is correct and the other is the
result of concatenating the wordsiseand lessif we use the POS tagging information of the
previous wordcars it would be more sensible to choose the interpretatiarse lessince verbs

are more likely to follow nouns than adjectives.

Bar-Haim et al. (2005) referto each unit of the word that represents an independent tag as a
segment. In Arabic, the word [LLIC Mk, your child] has three valid segmentations; wid+k,
w+ld+k and w++dk. Each of these corresponds toa number of POS tagging annotations;
for example, the segmentation w+ld+k, might have the POS taggingequence of
CC+NN+PRP$. Combining both the segmentation with the tagging information constitutes
a full analysis; w/CC+ldNBD+k/PRP. These two tasks are bound together in such a way

that the correct tagging analysis always encodes the correct segmentation.
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5.2 POStagging literature review
5.2.1 English languagePOS

POS tagging started early in the NLP field, in the late 1950s. However, the first largeale
tagger was TAGGIT (Greene and Rubin 1971)a rulebased system thatelies on the word
pattern and previous tag to disambiguate the current wordLater, CLAWS was developed
by the University of Lancaster in the early 1980s as a probabilistic version of TAGGIT
(Garside 1987)

Since then, a wide range of corpdsasa methods has been applied to NLP tasks including
POS tagging leveraging large annotated corpor&atnaparkhi used Maximum Entropy
Models to build a POS classifier which successfully combined a wider context of tagging
history and morphological features toyield an accuracy of 96.6% on the Penn Tree Bank
(Ratnaparkhi 1996) Popular taggers were developed using Hidden Markov Model (HMM)
techniques adopted from speech recognition and applied to tagging such(lagpiec 1992)
which achieved 96.3% accuracy. An error driven approach, called Transformati@ased
Learning (TBL), was introduced by Brill in 1994 and achieved an accuracy of 97.2% on the

same (Penn Tree Bank) corpusutperforming HVIM tagging (Brill 1995).

Recent advances in POS tagging have introduced the concept of bidirectional learning,
which has resulted in the now stai®f-the-art accuracy of above 97% for English.
Bidirectional learning usesprevious and successive context explicitly to find the tag of the
currentword. One instance of bidirectional learningis the bidirectional dependency network
proposed and discussed irfToutanova et al 2003) which yielded 97.20% on the WSJ
corpus. Moreover, the same concept was also adopted to developi@amedical text tagger
discussed in(Tsuruoka et al. 2005) Their results showed the robustnesd the tagger when
tested on differentdomains. Another instance of bidirectional learnings the perceptrorike

guided learning explained i(Shen et al. 2007)which also yielded comparable results

Most corpusbased methods produce models that are not easily analyzed and improved,
compared to a set of clear and concise transformation rulesa® produced by TBL. TBL
shares with such methods the idea of automatic extraction of language regularities from
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corporain the training phase but its tagging phase uses fully rddased technique¢Brill and
Mooney 1997)

5.2.2 Arabic LanguagePOS

In Arabic POS tagging, Khoja used a hybrid technique of statistical and rdbmse analysis
with a morphosyntactic tagset(2001) Later, Support Vector Machines were used to
separately implement a character based wetdkenizer and a POS tagger with a collapsed
tagset of the Arabic Tree Bank, achiéag scores 0of 99.7% and 95.5% on woitbkenization
and tagging respectivelfDiab et al., 2004) An enhancement of this system is discussed in
(Diab, 2009) With the help of the rich morphological features of Arabic, Habash and
Rambow were able to tackle both tokenization and tagging in one step, achieving an
accuracy of 97.5%(Habash and Rambow 2005)Later, their system was extended in

(Habash et a. 2009)An HMM Hebrew tagger was ported to Arabig yielding an accuracy
of 96.1% (Mansour et al. 2007)

A recent morphological analyzer and POS tagger was implemented and discussed in
(Sawalha and Atwell 2010) With 22 morphological features, they worked on defining a

new very rich tagset aimed at improving the POS tagging accuracy. The new tagset could
also be used in other NLP applications. The tool produces all possible analysis of Arabic

wordsincluding lemma, root, pattern and vowelization (adding diacritical marks).

In (Sabtan and Ramsay 2009k combination of rulebased and corpubased approaches
was used with the help of leading and trailing characters. TBL was used to capture errors

made by the rulebased moduleThe generated model is used to tag undiacritised text.

The performances of the systendiscussedn this brief review are given if the toohas been

tested on a standard dataset.
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5.3 Transformation -Based Learning Revisited

Transformationbased learning wadriefly covered in chapter 2 of this thesis as one of the
corpusbased techniques used in NLP. Here, we wilprovide a deeper insight into its
algorithm and concept. It is anerror-driven approach to inducingretagging rules (yielding
improved accuracy) fom a training corpus. The learning algorithm starts by building a
lexicon containing each word with all possible tags and the frequency of occurrence of each
tag. Then, it maintains two versions of the corpus: a gold standard corpus that contains
word/tag pairs and a training corpus that contains only words. Next, it assigns the most
frequent tag to each word in the training corpus, a step referréal as initial state tagging.
After that, it compares the resulting initially annotated corpus with the goldtandard corpus
and determines the class (tag) with the largest error. Focusing on that error class, it applies a
set of predefined templates to correthe errorsand chooses the rule with highest gain,
where gain meanghe number of corrections in the traning corpus. This rule is stored in a
list after being applied to the training corpus. Therthe algorithm calculates the largest error
class from the updated training corpus once again, and so on until no further correction can
be made. In the tagging pase, the tagger will use the lexicon to tag each word with its most

frequent tag, then the list of learned rules is applied.

Usually, each rule template has a tag transformation and a triggeriegndition. The tag
transformation will be fired only if the triggering condition is met. The predefined templates
are divided into two categories: nosiexicalized and lexicalized rules. A noAexicalized rule
depends only on surrounding tagging information to change the tag of the current tag, while
a lexicalized rule can make reference to words. Some of the 24 rule templates u$ad
English (Brill 1995) are listed below in Figures.1. The first rule is a nonlexicalized one that

is interpreted as: change tag A to tag B if tag @curs at position-1 (previous tag). The
underlined rule is a lexicalized one interpreted as change tag A to tag B ifntdC occurs at
position -1. In general, A is the original tag, B the transformed tag and C the triggering tag
with @ the index of thetriggering tag. If the trigger is a word then Cis the lexical unit.
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Ag BtagC@ [-1].

Ag BtagC@|[1].

Ag BtagC@ [-2].

Ag BtagC@[2].

Ag BtagC@ [-1-2].

Ag BtagC@[12].

Ag BtagC@ [-1]&tagD @ [1].
Ag BtagC@ [-1]&tagD @ [-2].

Ag BwodC@[-1].

Ag BwodC@ [1].
Ag BwodC @ [-2].
Ag BwodC@[2].
Ag BwodC@[0]&wodD @ [-1].
Ag BwodC@[0]&tagD @ [-1].
Ag BwodC@[0O]&tagD @ [1].
Ag BwodC@[0].
Ag BwodC@[0O]&tagD @ [2].

Figure 5.1: Rule templates(Brill 1995)

5.4  Methodology

Given the clitic attachment feature in Arabic, the POS tag of a word could be compound in
nature, leading to tagset extension which, in turn, addsiore complexity to this task. Also,
this adds the problem of data sparseness (fewer forms with specific compound tags). Thus,
the decision was taken to consider a segmdavel tagger instead of a wordevel one. The
first stage implied by this approach ithe maintaining of a segmentevel annotated corpus
which will be used to produce retagging rules. This involves segmenting the available word

107



Chapter 5: Arabic POS tagger

level corpus as a prprocessing step. The rule induction algorithm described above isrun on

the preprocessedtorpus. The induced rules are applicable to segmdetel text and notraw

text. In the tagging phase, the algorithm exploits the close relation between the tagging and

segmentation processes in Arabic to perform tagging and segmentation of words at Hmees

time. This process relies on a morphological analyzer to produce all possible analyses and

uses bigrams to choose the correct analysis. As clitics are limited in number, words that

seem to have clitics, i.e., that are ambiguous, are processetiile words that do not have

clitics are tagged with their most frequent tagaken directly from the lexicon. By focusing

on specific words, the tagging accuracy of the initial state is leveraged and hence adds more

confidence to the Ngram module. In the N-gram module, the task is to choose only the

correct segmentation. This is a task which does not require consideration of long previous

context and hence does not add the burden of data sparseness. As an example, consider the

following example shown intable5.1:

[MF 9 bIHOF gqraliWbkOM ktAY, Yalir child read the book]

Word | Transliterated Translated Full Analysis
YO qr> read qr>/VBD
your boy wIdNN+ k/PRP$
lWC | widk and divertedyou | w/CC+ Id/VBD+ k/PRP
and to demolish w/CC+ I/IN+ dkNN
UF 9 AlktAb the book AlktAb/NN

Table5.1: Arabic segmentation and tagging analysis example

Her e, t

he only word t hat

and ends with cliticd i k e

(see Tableb.1 for transliteration correspondence). lithe initial state tagging of this sentence,

segmenlkte:a oov@dn jcwrud tdi on

s ambi guous i

and

n

words will be tagged with their most frequent tag, assuming that they exist in the lexicon,

whil

e 0wl thdgéd aswinkndwn. B morphological analyzer is used only to process
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owl dké6 and produce t he 51hNow the bagrara bf yhe mesious | st ed

tag and the segmentation of owldkodé will be
the frequencies drawn from the corpus. The analysis associated with the highest of the

following probabilities will be selected:
P(wld+k | VBD), P(w+Id+k | VBD) and P(w++dk | VBD)

If all these bigrams never occur in the corpusesulting in zero probability, then we select

the tagging analysis with the highest probabilitygiven the previous tag:
P(NN PRP$VBD), P(CCVBD PRP|VBD) and P(CC IN NN|VBD)

In the previous example, it would be more sensible to select the first segmentatidriiee
word, wid+k, as itis mostlikely for NN to follow VBD.

5.5 Implementation & Experiments
5.5.1 Cormus

The corpus used in this experiment is the Arabic Tree Bank (AT,Byhich was produced in
four parts by LDC and contains news text from four official newspapers of different regions
in the Middle East(Maamouri et al. 2004) The total number of words is some 770k. The
annotations include morphological analysis and syntactic trees of sentences. For our task,

only the morphological anaysis is needed.

The morphological analysis annotation was first mapped to the Arabic collapsed tagset
distributed with ATB, which comprises 24 tagssee Appendix B Then, each word with a
compound tag was split so that annotation was at the segméewel. The resulting corpus
has segment/tag units. The total number of segments in the corpus after segmentation was
some 920k.

In our lexicon, it was found that 10% of unique tokens were ambiguous. Howevdrecause
of the frequency of these tokens, 35% of tleata was ambiguous: segments with more than
one tag. This high percentage was due mainly to ambiguity in pronouns that are used
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differently as personal and possessive. That class would normally have large occurrences in
any language. The othelmambiguous chss was conjunction[ m, w, and] was taggedwith

highest frequency as a conjunction but in 60 cases as noun when used as an abbreviation of
one news agency. Thus, it has two possible tags in our lexicon and hence all occurrences of

that token were consiéred ambiguous.

5.5.2 Algorithm

The morphological analyzer used to produce word analysis was the Buckwalter
Morphological Analyzer (BMA) (Buckwalter 2002) The same mapping scheme was used to
map the output of BMA (inBMA&s own tagset) to be consiste
used in mapping the ATB. The TBL training phase was then performed on segmented text.

As output, a lexicon was built and a set of retagging rules induced.

The tagging phase has two different algehms which are used depending on the format of
the input text. Figure 5.3 shows the algorithm used to segment and tag an-sagmented
text, the general case. In the initial state annotator, not only words that do not exist in the
lexicon but also wordsthat seem tohave clitic attachmens are passed to the BMA. The
main concern in this stage is finding only the correct segmentation and not the correct full
analysis. If the tagging of the selected analysis is not correct, it will be corrected afterwards

by the retagging rules induced in the training phase.

If the tagger is to be run on a segmented text, only segments that do not exist in the lexicon
will be tagged as unknown. These are sometimes referred to asofstocabulary items. The
N-gr am motdsl lisetd select the highest tag probability of the current segment
produced by the BMA. The tag for an unknown segment is conditioned by the previous tag.
After construction of the initial state with unknown word guessing, retagging rules are

applied staightforwardly to the initially annotated text.

The joint segmentation and tagging algorithm is further illustrated in the block diagram in
Figure 5.4. There are two shaded processes in the diagram that differentiate segmented from
unsegmented text. Thdirst is the condition that checks ifa token exists in the lexiconthat
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condition is enhanced irnthe case of unsegmented text to check also if the word has a dlitic
like segment. The second shaded process is at the bottavhich is only included if the text

IS unsegmented.

1. Assignthe most frequent tag to all words and OOV to unknown words in the inpu
list of words. Any word that starts or ends with a clitidike sequence of charactel
will also be tagged as OOV.

2. Pass the list of words with their initialtagging to the BMA.

3. The BMA will only process words tagged as OOV and find their solution€Each
solution of OOV words outputted by the BMA is mapped to the collapsed tagss
each solution has a number of possibkegmentations and taggings

4. Each wordinthe inputlist will have one of the following:

- Singletag if it exists inthe lexicon
- One or more analyses if found by the BMA
- Tagged as NNP if not found by the BMA.

5. Use the frequency of occurrence of the bigram constructed from the previous tag
the ssgmentation of the word in focus to select the correct solution produced by f{
BMA. As a back-off scheme, use the bigram constructed from the previous tag &
the tag of the current wordds segmenr

6. Split the word according to the selection done in the pvious step such that the inpd
list contains segments only.

7. Apply retagging rules learned from the préokenized corpus.

Figure 5.2: Joint tagging and segmenting algoititm
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List of
words

|

Existin
lexicorf?

Assign most
frequent tag

Passavhole
list to BMA

>

YES

Find possible Analyse

No\ 1

analyses?

NNP

Use Bigram to select

Segment compound

Apply rules

Figure 5.3: Tagging algorithm
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5.5.3 Experiments

In order to evaluate the performance of ouf BL tagger, two experiments were conducted
on two different corpora. The first experiment was carried out only on ATB 1.0 for the sake
of comparing tagger performance with previous work, as most recent available taggers were
evaluated against that partdue to its availability when they were being developed. The
second experiment was carried out on the four parts of the ATB to see how our tagger
would perform on diverse genres, assuming discrepancy. In both experiments, the corpus
was split into 90% trainirg set and 10% test set. The rules are induced first from the-pre
segmented corpus. Therthe first evaluation was conducted on the training preegmented
corpus. This does not sound reasonable, but it was an attempt to examine the quality of the
induced rdes. Then, the next run took place on the preegmented test set. Finally, the

tokenization module was evaluated on the nosegmented (wordevel) training set.

5.6 Results and discussion

Using the same rule templates that have been used for English, a setmtlexicalized and
lexicalized rules was produced from the prsegmented corpus in both experiments. The
total number of rules was 255 in experiment 1 while that number increased to 1500 in
experiment 2. The first portion of the rules was concerned witbhanging PRP to PRP$
which captures the Arabic feature of pronouns serving as either personal pronoun or
possessive pronoun, depending on whether the previous tag is noun or verb. A sample of the
induced rules is listed in Figuré.5. The first four rulesare nordexicalized and the rest are

lexicalized.

Table5.2 showsthe results obtainedat each stage of the two experiments. The quality of the
induced rules was superior on the training set, achieving an accuracy of 98.6% and 97.9%
in experiments 1 an®, respectively When evaluated on the test set, the tagger achieved an
accuracy of 96.9% in experiment 1 and 96.%bin experiment 2. The main cause for the
accuracy drop was the fall in accuracy of the initial state annotajoraused by the tagging
inconstancy and extension in different parts of the ATB, e.g., months were tagged as NNP
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in ATB 1.0 while they were tagged as NN in the other parts of the ATB. Empty slots in the

table indicate that the test was not completed.

PRP$g PRPtagIN @ [-1].

PRP g PRP$tagNN @ [-1].

PRP$g PRPtagVBP @ F1].

PRP$g PRPtagVBD @ [-1 ] &tagWP @ [-2].
JJ g NNwordAIEAM @ [0]&tagCD @ [1].
IN g NNwordbEd @ [0 ] &tagIN@ [-1].
VBD g NNwodb@[-1].

Figure 5.4: Sample rules

The N-gram module used for OOV guessing achieved an accuracy of 85% in experiment 1
and 80% in experiment 2due to the fact that the BMA 1.0 was developed from ATB 1.0.
However, the accuracy was nbhighly affected, because larger training data enriches the
lexicon and hence reduces the possibility of unknown words except proper nourisat
would be tagged as NNP if not found by the BMA.

The segmentation module achieved an accuracy of 99.6% in ekpeent 1 and 99.2 % in
experiment 2. The coverage of the BMA has a larger effemh the segmentation moduleas

the usage of the lexicon is reduced, since all words that seem to have clitics attached are
passed to the BMA. That superior accuracy was achied due to the low number of words
having multiple segmentations in the corpus. We plan to conduct further experiments in
order to precisely evaluate the segmentation module as it was tested on a small amount of
data. Furthermore, the F measure would give anore meaningful measure of the
performance of this module andorovide the ability to compare it with other techniques.

This aspect also will be included in further study.
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Expl Exp2
ATB part 1 1234
Corpus size 165k 920k
Train set size 150k 828k
Lexicon size 15k 43k
Number of rules 255 1500
Initial state accuracy on train set 95.65% | --
Accuracy after rule application 98.6% 97.9%
Test set size 15k 92k
Unknown words in test set 5.3% 2.8%
Accuracy of initial state when OOV as NN | 91.1% --
Accuracy on test set OOV asNN +rules | 93.67% | --
Accuracy of initial statewhen OOV as NNP| 92.37% | --
Accuracy on test set OOV as NNP + rules | 94.91% | --
Accuracy of initial statewhen using N-gram | 94.52% | 93.4%
Words not found by BMA 18% 25%
Accuracy of unknown word guessing 85% 80%
Accuracy with all modules 96.90% |96.14%
Accuracy improvement 2.38% 2.7%
Transformation Accuracy (correct/all) 94% 92%
Largest error class NN as JJ| NN as JJ
Accuracy of segmentation module 99.6% 99.2%

Table5.2: Experimental results
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The pie chart in Figure5.6 shows the largest classes of tkeors committed by the tagger.
The largest one was the NNgonstituting one third of the errors. That error rate is affected

by the frequency of occurrence of that class in the corpus. Also, nouns share most of the
adjective and some verb forms. To check the ambiguous classes, we have generated the
confusion matrix of our tagger errors,shown in Table 53. The largest error class was
tagging NN as JJ. Adjectives normally follow adjectiveshowever, nouns also follow other
nouns. Thus, if the adjective has the nouriorm then it would be hard to capture The
second largeserror classwas tagging NNP as NN whichwas due to the general case of
Arabic proper nouns that are in the form of general nouns. The NNP tagging accuracy will

befurther discussed in the following section.

We observed that an unexpectedly large number of cardinal numbers (CD) was tagged as
NNP. It was found that our regular expression used in the initial state to capture number

digits fails when the number has a time format. Hence, they were tagged as OOV and later
as NNP when not found by BMA.

We also observed that although we have a large number of pronouns, the tagger &godod
accuracy on tagging them, evethough the same form is used to serve as both possessive
and personal. The reason is that they have a rule of thtanf following a noun then they are

possessive and personal otherwise.

RP
cp3%

4%

VBN
6%

Other
13%

Figure 5.5: Error distribution (top 8)
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POS NNP | NNS | JJ NN | VBD | VBP | IN PRP | PRP$ | VBN | CC | WP | RP | CD | RB
NNP 0 20 66 | 351 ( 29 21 3 0 0 4 0 0 0 0 0
NNS 15 0 9 |7 1 2 0 0 0 0 0 0 0 3 0
NN 253 4 495 (0 68 38 104 | 3 1 7 11 | O 13 |65 | 24
JJ 99 134 | O 451 | 5 2 1 0 0 0 0 0 0 30 (O
CD 103 3 12 |16 | O 0 0 0 0 0 0 0 0 0 0
VBD 13 1 15 [ 1901 0 27 5 0 0 13 0 0 21 |1 1
VBP 7 0 0 38 | 32 0 0 0 0 39 0 0 0 1 0
IN 0 0 1 40 (O 0 0 0 0 0 0 3 5 0 0
PRP 0 0 0 0 0 0 3 0 73 0 0 0 0 0 0
PRP$ | O 0 0 0 0 0 9 77 0 0 0 0 0 0 0
WP 0 0 0 1 0 0 16 | O 0 0 0 0 6 0 0
RP 0 0 0 5 0 0 98 (O 0 0 0 19 (O 0 0
VBN 3 1 1 26 |77 95 0 0 0 0 0 0 0 0 0
RB 0 0 0 4 0 0 23 |0 0 0 0 0 0 0 0
WRB | O 0 0 0 0 0 0 1 0 0 0 2 6 0 0
UH 1 0 0 2 0 0 0 1 1 0 0 1 0 0 0
NNPS | O 0 3 0 0 0 0 0 0 0 0 0 0 0 0
VB 0 0 1 0 4 0 0 1 0 0 0 0 0 0 0

Table5.3: Confusion matrix of largest error classes

Table5.4 shows a performance comparison of our tagger on segmented text with three other
taggers described in (Diab et al, 2@) Habash and Rambow, 2005; Mansour et al, 2007).
The exact test data used to evaluate those taggers was not available but a similar selection

scheme was used instead. 10% of ATB 1.0 was randomly selected for testing our TBL
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tagger, comparing its performare with the reported accuracy of these others. Under this
condition, our TBL tagger outperformed Diab
on any mor phol ogi cal features | i1 ke our,s, anec
that exploits momphological features. In addition, our taggeryielded concise and easily

interpreted rules.

System Technique| Accuracy %
Diab et al2004 SVM 95.49
Habash & Rambow2005| SVM 97.5
Mansour et al2007 HMM 96.12
Our tagger TBL 96.9

Table5.4: Systemcomparison on ATB 1.0

5.7 Notes on the NNP Class

Since this study is a pr@rocessing step for the NER system, we have reviewed some aspects
of the POS tagger that would influence our NER system considerations. The fiis the
Arabic syntactic fedure of free order of nouns and verbs. This feature also affects proper
nouns as they have a similar role to nouns. We measured the percentage of NNP following
a VBD and VBD following NNP. It was found that NNP was followed by VBD in 40% of

the casesalmost half of theoccurrencesof this combination. This observation is critical in
the case of using action verbs as a feature in Arabic NER sysfesimce lists of action verbs
used as a feature would not be able judge whether theevious or next word is a proper

noun. However, it still could be used as an indicator that a proper nouniisthe vicinity .

For the clitic attachment feature, we found out that 9% of NNP have clitics attached to
them; mainly proclitics, that is conjurctions. That suggests that the importance of
segmenting the Arabic text is also critical in NER. It would be very rare to have enclitics
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such as PRP$ following proper nounsalthoughit happened in the corpus in a few cases to

indicate belonging to a county such as, f 3 YomAnAAI®DuUr Lebanon].

The last feature to be checked is the ambiguous proper noun (serving as-NbiP). We
found that 13% of the NNP in he corpus lexicon are ambiguous ie., they have other
possibleclasses. Alspwe observed from the counts imur lexicon that tokens of this type
are more likely to occur in text as nofNNP, given the normal low percentage of NNP in
text compared to other classes. That would affect the initial state accuraeg it relies on the
most frequent tag of the wordin which case the NNP waild always be defeated by other

potential tags

With respect to the NNP tagger accuracy and based on the error pie chart in Figtr8, the
largest erroneous classes were NN, JJ and NNP in descending order. However, this
measure doesot indicate how accurate our NNP tagging is. Thus, we have calculated the
accuracy of eachclassusing the standard IE metrics previously discussed in chapter 4,

precision, recall, F1.

The count of NN tokens was 29085, of which there were 24961 true pos#s and 1133 false

positives. The false negative countwas 1087. Using equation 4.1, 4.2, 4.3:

~ ~ T W
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With respect toJJ class the total count was 8599, 7875 true positives, 673 false positives

and 722false negativesT he three measures are

~ ~ U
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For the NNP class, the count was 6439 tokens; 5938 true positives, 494 false positives and

501 false negatives. The results are:
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Based on these parameters, NNP tagging accuracy was very low compared to NN even if

the NN class contributedto a greaternumber of errors made by the tagger. BINNP and JJ
performance are very close. Howeverthere is another factor with larger effect on the NNP

class than the JJ class. That factor is the likelihood of being an OOV token.

In the test set, there were 2662 OOV tokens; of which there were 994 NIdRd 360 JJ. That
is, 37% of OOV are NNP whereas 13%are JJ. The large size of our corpus assisted in
limiting OOV tokens to the NNP class.

5.8 Future Work

This study has showed that TBL outperforms other techniques used for Arabic POS tagging,
without word features as well as being simple and less complex and with the same
templates used as with other languages. With respect to segmentation, it is quite telling that
the short previous tagging context using most frequent tag information will still perform well

for this task.

Encouraged by the performance of the tagger, we plan to train the tagger onsagmented
text. In this way, compound tags will have both tagging and segmentation information, thus

eliminating the need for a morphological analyzer. This newexperiment will involve

120



Chapter 5: Arabic POS tagger

modifying the learning algorithm to consider validating that the new compound tag is one
of the possibleiags forthe word, based on the presence of cliilkke segments, exploiting the
phenomenon that tagging analysis always map® tonly one segmentation. Also, the
conditions of the contextual templates have to be applied based on single tag context rather
than on compound tag context. Furthermore, Brill has introduced other TBL templates to
deal with unknown words using only trailing and ending characters: we assume these would
be appropriate for Arabic words if the templates were modified. The proposed templates
would use clitics attached to the word as a feature along with the context of tags to ques

unknown words, rather than usng morphological features.
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Our first attempt to address Arabic NER problem was by measuring how the Arabic POS
tagging and NER are related. We carry a quantitative analysis of that relation using a small
manually annotated corpus.This work concerns the main three NE classes; PERSON
(PER), LOCATION (LOC) and ORGANIZATION (ORG). Our analysis iscarried out
both collectively and per class. The POS tagging information included in the corpus was
done by expert anotatorsto guarantee the accuracy of our analysias machine tagged text
will not be perfect. This study would examine our main hypothesis that NER is highly
related to POS tagging in Arabic. The main assumption ikat NEs follow specific POS tag

classs and fall into specific classes.

Next, we measure the POS tagging information effect on the performance of an NER
system. We adopt a corpubased method that constructs a classification model from
labelled data and apply it to test data that was not used the training. The proposed
classifier is built using Maximum EntropyModelling, which has proven successful in many
NLP tasks, especially in NER.

This was followed by adding more features based on the performance of the POS feature to
help where POS taging features fail. At each step, the classifier performance is evaluated

on a test set of the corpus that was not used in the training.
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6.1 Corpus

6.1.1 Corpus overview

Due to the lack of Arabic NER corpora, we have built our own corpus with manual
annotation. We had the choice of taking a nurber of news article and generatinthe POS
feature using our POS tagger discussed in the previous chapter. However, the tagger would
not normally give a perfect taggingeading to inaccurate measures. Thus, we decideduse

a corpus annotated with POy an expert

The corpus used in this experimentis part of the AT,Bhat was used in developing our POS
tagger. We have selected 200 articles thie Arabic TreeBank (ATB) 2.G°comprising news
articles from the AlHayat newspgper. The total number of words was 60,000. The ATB
annotation includes morphological analysis for each word, and syntactic trees of sentences.
The morphological tagsetincludes 131 tags. We have used the collapsing scheme distributed
with the ATB to map each morphological tag to its corresponding collapsed tag, yielding a
tagset of 24 basic tags. This is because we are not including any morphological features in
the proposed NER system. Given that proper nouns are subject to clitic attachments
producing compound tags, we have split words with compound tags. The total number of
tokens (segments) was 70,000. The corpus was then divided to 60,000 segments for training
and 10,000 segments for testing purposes. Qeason for usinghe gold standardsegmented
corpus is that we try to accurately measure the effect of POS taggiog eliminating any

other factors such as segmentatiarors.

6.1.2 Corpus Annaotation

We have used Callistf, a standoff annotation tool, to manually label each word with its
NE class: PER, LOC ORG and a fourth class of Other (O) for tokens not belonging to any
of the three classesl' he annotation guidelines were the same dkose given by the MUC

2 http://www.ldc.upenn.edu/Catalog/Ca talogEntry.jsp?catalogld=LDC2004 T02

26 http://callisto. mitre.org/
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websité’ and the job was arried out by one annotatorthe Phd candidate who is an Arabic
native eaker A Java XML parser was implemented to extract each word with its NE class
from the resulting XML files. Then, the result is combined with the golgtandard POS
tagging produced in the previous step. Each line in the corpus contains: word, POS tag an
NE class following the I0B2 scheme described in chapter 3. Thus we have two labels for

eachclass(Bandl)andonef@belt o denote OOTHERGSO cl ass.

6.1.3 Corpus Analysis

The total number of named entities is 5379 tokens: 24.5% PERSON, 33.7% LOCATION
and 418% ORGANIZATION. Some organization tokens were not words but rather
punctuation marks because news articles tend to have entities between quotations following
the designator, e.g."a F I Wi F wrdActmding to MUC guidelines, designators are part
of the named entity, so the quotation marks were also tagged with the rest of th@me.
Token and NE distributions areshown in Table5.1. The overall average of tokesper entity

is 1.8% which is probably the casdor news text and notfor other genre sub as forums and
weblogs.

Class Token count | NE count | Tokens/Entity
Person 1317 675 1.9
Organization 2251 905 2.4
Location 1811 1302 1.3
Tota 5379 2882 1.8

Table6.1: Corpus statistics

27 http://www _-nlpir.nist.gov/related projects/muc/proceedings/ ne task.html
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With respect to POS tagging, more than half of the NEs were tagged as proper noun (NNP).
Figure 6.1 shows the POS distribution over NE classesx c| udi ng tdassTed OT HE R«
have precise statisticdrigure 6.2 shows the POS tags of each NE clasgluding OTHER.
Based on the statistigave would expect that the person class would have the highest gain
when the POS feature is employed. Unexpectedly, not all person names where tagged as
NNP, hence we ceied out more analysis on these occurrences. It was found that most of
the errors were POS tagging errors from the gold standard tagging and a few were
annotation errorsfrom when the corpus was annotated with NE clags. We could not
confirm if the tagging errorswere madeby the expert linguist since the corpus went through

a number of preprocessing steps to its final format. Even with these errors, the majoraf/
NEs were tagged as NNP. Location names were more ambiguous with 20% non NNP tags.
The reason is that designatorsi.e. city, were annotated by defiition as part of location
entities, which are tagged as NN. The most ambiguous class wdalse organization class
which was expected due to forming them from noun and adjectives. This class would
benefit least from the POS tagging feature. In general, detectioof NEs would definitely
improve with POS tagging information consistence with our intuition that NEs fall mostly
within specificPOStags.

PUN&'NSO_POS

3%

3% __ 2%

Figure 6.1 Internal POS of NEs, excluding OTHER,at the token levet®

%8 0-POS denotes the remaining pos tagging categories
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NN  O-POS

4

Person

PUNC O-POS
7% 79
~

Organization

Location

Other

Figure 6.2: POS tag distribution of NE classes
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Regarding the POS tag context of NEs, Bure 6.3 demonstrates the previous tag of NE
classes. Figuré .4 shows the previou$OS context of each classT he most regular class was
LOC as it was preceded in more than half the occurrences by prepositions. Thusing the
POS tagging of the currentad previous words would have a different impact in the two
classes (PER, LOC). The PER class is more regular with respecthe current word tag and
LOC is more regular with respect tahe previous word. However, the tagging accuracy of
our tagger was ver good with preposition as it is a closed class token, in contrast to NNP as
the most erroneous class in our evaluation. The organization class was very much affected
by the quotation marks; it was precededn more than a third of the occurrences by

punctuation.

VBD
6%

CcC
6%

30%

Figure 6.3: NE context (previous POS tag)
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Person Location

CcC
7%

PUNC

Organization Other

Figure 6.4: Preceding POS tag

6.2 NER classifier

To measure the effect of POS taggy information when used as a feature we split our
corpus into 85% training set and 15% test set. The detailed statistics of the two sets are
shown in Table6.2. The percentage of NE found in the test set suggests that our split was
appropriate.

128



Chapter 6: The correlation between Arabic NER and POS

Class Train NE tokens| Train NEs| Test NE tokeng Test NEs
Person 1317 568 210 107
Organization 2251 773 313 132
Location 1811 1102 291 200
Total 5379 2443 814 439

Table6.2: Corpus split

6.2.1 Task Complexity

In all experiments, we have used the CoNLL shared task evaluation rhetdology discussed

in chapter 3;the tool used for the evaluation was provided by CoNLE200Z”. It is a
standard method usd in most NER literature and simplifies the process of comparing with
previous work. Our first experiment was to measure the complexity of the task through two
different measures. The first is by constructing a baseline of assigning the most frequent NE
class in the training set to the test data. We have used the baseline utility also provided by
CoNLL 2002°. For a named entity to be assigned the class, it needs to occur in full in the
training data. The baselingesults are shown in Bble6.3, using the sandard IE measures

described in chapter 3:

Accuracy%| Precision| Recall| F1
PER 63.49 | 34.78|44.94
LOC 87.75 | 81.00|84.24
ORG 46.22 | 41.04|43.48
All 70.98 | 29.21|41.39

Table6.3: Baseline of most frequent class

29 http://www.cnts.ua.ac.be/conll200 2/ner/bin/ conlleval.txt
30 http://www.cnts.ua.ac.be/conll200 2/ner/bin/baselin e.txt
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The other measure was on a token level to find the percentage of tokens that are ambiguous
in terms of the number of NE classs theycould take. We have built a lexicon from the
whole corpus listing each token with possible NE tags. The lexicon sizeaw10052 tokens
with 6% having more than one class. Then, we calculated the percentage of tokens that has
more than one class in the lexicon. It was found that 28.5% of the corpus was ambiguous.
This high percentage is due to the fact thahe most frequent ambiguous tokens were
preposition and conjunction that were tagged when within organization names. Thalso
includesquotation marks since they are encountered within named entities. It was inferred
by finding the number of tokens in the corpus thahave more than one entry in the NE

lexicon.

The lexicon tokens that have more than two classéave theirambiguity within NE classes
themselves, given that we have 7 classes. There were 141 tokens with that level of

ambiguity. One example is [P HbF, ASr, Nasser] with the following classes and

frequencies:
0nASxld0C3;I-ORG1;I-PER1;BPERL1;

The percentage of ambiguous words is not accurate as | found one instancéh@corpus of

apreposition tagged as person and it hadarge number of occurrences irthe corpus.

6.2.2 Maximum Entropy Modeling Revisited

Maximum Entropy Modeling has been widely used in various NLP tasks including NER. It

is known for its ability to combine features from diverse knowledge sources successfully.
According to (Borthwick et al. 1998b)and (Ratnaparkhi 1996) the main components of the
ME model are futures, histories and features. The purpose is to calculéite probability of

history h to have an outcomef ;1 "(5"Q.
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History is all the information that helps in assigning weights to features. In the NER task,
is one of the named entity classes (PER, ORG, LOC, etc.). Calculating "(3"Q can be

reformulated as finding the probability off associated with token t in the corpus:
n"BQ  "BQEQET A EE@END QORI 01 W
History is the possible context that helps in predicting the class of tokt:
Q o h AQ WOMOY
wheref is the named entity class.

Features in Maximum Entropy are binary features, meaning they could have only two

outcomes. One possible feature is:

~

o T MAOYi s NN=PERSON
0 "QfiQ P

T EMI 0V QI Q
Features are relationships between history and outcome and not only attributes of the word
or context. For the above featuré&Q if the previous POS tag of the histonh is a noun theno
is most likely to be classified as a PER. Given a feature space, the job of the model is to
associate a weight to each feature in the feature space using a method calleteGa

Iterative Scaling.

In the decoding (testing) phase, the conditiona probability "(s"Q is calculated for the
token being processed for all features in the feature space. Then, we ignore the ones that are

not active, i.e., that yield zero outpit. Finaly, rj "s"Q is the product of the activdeatures
normalized over the product of all features. The active features are the ones that have a

value of 1.

Fortunately, the implementation of this algorithm does not require a binary feature forrha
as it is enough to choose the featweto include in the model. We have used aa¥a

implementation available inthe openNLP project.

31 http://maxent.sourceforge.net/
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6.3 POStagging effect

In this stage of our study, we are trying to measure only the effect of the POS tagging
feature. Thesystem will be enhanced later with more features. The two features used in this

experiment are lexical and POS tagging features (POS).

The lexical feature(LEX) is defined as four sulfeatures: the word itselfthe previous word,
the next word and the word after next. This feature is built from the training data. The
intuition is that NEs follow and precede certain tokens. The POS feature was defined for

each of current word, previous word and next word.

We have built a classifier from the training corpusind evaluated the model on the test set.
The lexical features improved the accuracy by almost 20% over the baseline. That
improvement was due to the fact that our baseline module was very strict and considers the
full entity name to be tagged while the algrithm deals with tokens. Thus, if one token
occurs in the training set as part of an NE then there is a chance to correctly detect it in the

test setif it wasa singletoken The details of performance are in Tablé4.

Accuracy %| Precision| Recall| F1
PER 67.02 | 54.31| 60.00
LOC 82.18 | 75.11| 78.49
ORG 28.86 | 32.09| 30.39
All 61.12 | 57.75( 59.39

Table6.4: Performance of the lexical feature

After that, we have added the POS features to the mogdahcreasing the accuracy by 7%.
Detalled in Table 6.5, the most improved class of that feature was the person class
person rames are always tagged as NNP in contrast to organizatioames,that could have
nouns and adjectiva The location class was not improved over the baseline since they are
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repeated in the corpussuggesting that the POS feature was overwhelmed by the lekic
feature. In addition, location NE are more likely to occur as single tokespwhich have less
effect on performance if missed thamissing part of multiple token NE instances, which are
often the case forperson and organization NE. Nevertheless, it is ab appropriate to
generalize that result to any other work as this experiment used the gold standard POS
tagging. Thus, we have replaced the POS tagging information in the corpus with the most
frequent POS tag from the lexicon builin the construction of our POS taggerwhich is the
bottom line of the POS tagger. This is will not béhe worst performance of our tagger given

the following:

- The segmentation factor is not included here as a corpus is pre segmented with gold
standard segmentation.

- The text quality of the corpus is very good as it has been carefully prepared by
experts with limited spelling mistakes.

- The ATB corpus was built from news text that would share common lexical items.

For the above reasons, we would expect the tagging accuracy on fre to be lower and
this will be investigated more in later chapters when we use a different corpus. Thus, the

purpose here is to measure the effect of different POS tagging qualities on the NER task.

When the classification model was built rom the mache POS tagged corpus, the
performance was degraded bg 4% drop in the quality of the POS featurel hat confirms
that ambiguous tokens are more likely to occur in text as nd¥E. Tokens of the person
class for instance wergéagged as NNPin 95% of occurrexceswith gold standard tagging
while it dropped to 80% when using the POS tagging baseline. Also considering the effect
on the accuracy of each clags Table 6.6, the person class tokens are more likely to be used
as non NE tokens. That means alsaohat collecting NEs in dictionaries will be neither
helpful nor detrimental to the performance; this is to be confirmed later in the following
section.

However the performance is still better than when only lexical features were employed. That
would suggest thausing the POS features with similar quality would always have a positive

impact on the accuracy of the model.
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Accuracy %| Precision| Recall| F1 Accuracy %| Precision| Recall| F1
PER 76.92 | 68.97|72.73 PER 67.00 | 57.76 | 62.04
LOC 82.21 | 77.38|79.72 LOC 84.90 | 73.76| 78.93
ORG 39.57 | 41.04|40.29 ORG 37.69 [ 36.57| 37.12
All 67.85 | 64.97|66.38 All 66.11 | 59.24| 62.49

Table6.5;: Performance of the POS feature Table6.6; Parformance of the POS baseline

6.4 Improving to Classification of Proper Nouns

The tagNNP is a generic tag assigneddny of the three NE classes. Using the POS tagging
information, the performance of our NER system was improved by 7% without the use of
any other features helping to classify proper nouns tagged as NNP except the lexical feature.
The accuracy of detecting NE was 74%ndicating the number of NEs that were detected
but wrongly classified. Thus, we use additional features to helm detecting nonNNP
tokens and classifying them. We propose three simple features and measure the system
performance when each one is added to our baseline of lexical feature and POS

information.

6.4.1 NE Gazetteers (GAZ)

A gazetteer of each class was usa@tda window of three tokens, i.e. current, previous, next.

The person gazetteer was provided by a government agency and contains 100k person
names. The locationgazetteer consistedhainly of countries and cities names collected from
the web and the size was 2k. The organittan gazetteer contains only thenamesextracted
from the training set. After the addition of this gazetteer feature, there wa® significant
effecton the overall accuracyas shown inTable6.7. To justify that performance even with

the large coverage foour person gazetteer, we have calculated the accuracy of the gazetteer
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without building the model. We adopted the IE standard metrics of precision, recall and F1.
The true positives, false positive and false negative were calculated as follows:

TP = the number of tokens that exist in gazetteer araielabelled as PER
FP = the number of tokens that exist in gazetteer and are not labelled as PER
FN = the number of tokens that do not exist in gazetteer and labeled as PER

Using the three measures equations:
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The low precision of the gazetteer, caused by false positives, could explain the insignificance
in the system performance even if our gazetteer has good recall. The overall accuracy of the
gazetteer is affected by the fact thanost person names are nouns and adjectives. These

categories are more frequent in text than a proper noun. For that reason, the gazetteer
feature was removed from the system.
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Accuracy %| Precision| Recall| F1
PER 79.41 | 69.83( 74.74
LOC 83.09 | 77.83| 80.37
ORG 39.06 | 37.31|38.17
All 69.34 | 64.33| 66.74

Table6.7: System performance with (LEX, POS, GAZ)

6.4.2 Trigger feature (TRG)

Three tables of NE triggers were manually handcrafted. Person triggers include titles,
prefixes and roles. Organization triggers include designators such @snpany Location
triggers include prefixes such asty. The three tokens before and after the token in focus are
matched against the trigger tablesince the named entity might not b preceded directly by

the trigger, due to the fact that Arabic adjectives follow nouns. Also, the trigger could come
after the named entity. If one of the tokens within that window is found in one of the trigger
tables, the value of the associated gazedt feature is set to the name of the corresponding
class. We have built another system that includes this feature in addition to the lexical and
POS tagging feature. The performance was improved by 1.3% and the best single class gain

was the ORG class site it has the most irregular POS information, Tablé.8.

Accuracy %| Precision| Recall| F1
PER 82.11 | 67.24| 73.93
LOC 82.16 | 79.19| 80.65
ORG 41.48 | 41.79| 41.64
All 69.75 | 65.61| 67.61

Table6.8: System performance with (LEX, POS, TRG)
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6.4.3 Class of previous word feature (C,)

Given that named entities come in chunks of tokens, the class of the previous word is a
good indicator of the currentword class. Also, the itgger feature previously discussed might
not be in the window of the current word but in the window of the previous word. We have
added the previous word class in an attempt to model the correlatitretween classes of
adjacent words. That feature had a gabeffect on our system witha 5% increaseasshown

in Table 6.9.

Accuracy % | Precision| Recall| F1
PER 84.95 | 68.10( 75.60
LOC 85.57 | 77.83| 81.52
ORG 60.82 | 44.03| 51.08
All 79.28 | 65.82| 71.93

Table6.9: System performance (LEX, POS, ©

6.4.4 Globalfeature (GLB)

This single feature is defined as the class of the other occurrences of the token within the
same article that have already been processed. If the same word is hdu the value of
global feature is assigned the class of the previously processed token. The class is used as a
feature regardless oivhether the token is at the start or in the middle of an NE. This feature
tokens takes into consideration the name aliadhypnomenon, which is especially prevalentin

news articles The performance is detailed in Tabl6.10.
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Accuracy % | Precision| Recall| F1
PER 79.44 | 73.28| 76.23
LOC 84.80 | 78.28| 81.41
ORG 40.85 | 43.28( 42.03
All 79.44 | 67.28| 68.23

Table6.10: System performance (LEX, POS, GLB)

6.4.5 All features effect

When we include all the proposed featue we can observea very good improvement over
the baseline of éxical and POS tagging features i.€7%. The details of peclass accuracy
are in Table 6.12. We tried our gazetteerfeature one more timewhen all features are
included and the system was significantly degraded by 3%hown in Table 6.11 The overall
results of our experiments in this chapter are listed with theccuracy of each feature in
Table6.13

Accuracy %| Precision| Recall| F1 Accuracy %| Precision| Recall| F1
PER 86.02 | 68.97 | 76.56 PER 91.40 | 73.28(81.34
LOC 86.70 | 79.64 | 83.02 LOC 85.92 | 80.09| 82.90
ORG 66.29 | 44.03 | 52.91 ORG 72.34 | 50.75| 59.65
All 81.82 | 66.88| 73.60 Al 83.40 | 70.06| 76.39
Table6.11: All features with GAZ Table6.12 All without GAZ
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Accuracy % Precision| Recall| F1

Base 70.98 | 29.21| 41.39
LEX 61.12 | 57.75( 59.39
LEX+POS 67.85 | 64.97| 66.38

LEX+POS,seiine 66.11 | 59.24| 62.49
LEX+POS+GAZ 69.34 | 64.33| 66.74
LEX+POS+TRG 69.75 | 65.61| 67.61

LEX+POS+C 79.28 | 65.82| 71.93
LEX+POS+GLB 7944 | 67.28| 68.23

All features 81.82 | 66.88| 73.60
All without GAZ 83.40 | 70.06| 76.39

Table6.13. Overall accuracy with features added

Comparing theseresults with previous work is not applicable as different settings are used in
each study. Howeverthe results are still quite informativeregardingthe effect ofthe added
features. Moreoverthe PERSON class was the most affected likie quality of POS tagging
as it is tagged as NNP and the nature of person names mskemore likely to be used as
non NE. Corpus size has a major impact on performance as shown inepious studies:

most systems exhibit performance increase proportional to data size.
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6.5Conclusion and Future work

Early results obtained in this work have proved the strong correlation between NER and
POS tagging inthe Arabic language. External resourcesush as gazetteers with good
coverage do not guarante¢ghe improvementArabic NER systems. Also, external cues can
be used successfullyn Arabic NER corpus-based approaches. However, these features are
currently just included blindly in the model without any effort to engineer them properly.
Utilizing a grammar that governs NE creation would definitely add to the performance, for
example an entity currently recognized as Organization could be better recognized as a
Geographical entity following a company dsignator. The accuracy of POS tagging has a
major impact on performance especialy on the person classification. However, there is no
system that guarantees the accuracy of the ATB tagging. Changing the sequence of
processing such as carrying out NER bef® POS tagging, could also improve both analysis

levels. To overcome the problem of annotated corpus size and its quality, we could obtain

the AEC corpus which will also help in comparing results with those of others.
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Chapter 7 Arabic Person Name Recogition

In our previous chapter,the gazetteer did not have any effect on the performance for two
different reasonsthe quality of POS tagging as we were using gold standard tagging and
the quality of the gazetteer itself. The performance of the systawhen the gazetteer feature
was included is affected by the fact that most Arabic tokens that could be used as proper
nouns could also be used as general nouns or adjectives.

In this chapter, we aim to investigate the effect of our POS tagger arstandad dataset.
Also, we use a standard set witla relatively larger size than what has been used the
previous chapter. We will see how we could improve the gazetteer performance with a
subset of unique person namesising a filtering technique that involvesour POS tagger

lexicon.

We also investigate the effect of exploiting novel contextual features for the task of Arabic
person name recognition. These features are generated from a corpus with the help of a
gazetteer that has a large coverage and througkideaging negative context.

7.1Current study

The present study focuses on the identification phase of person names as they haventist
complexity compared to other entity classes and they might occur in compound rparson
entities, e.g. an organization naed after a person. Thusthe correct classification of a
person name wouldrequire these compound entities to be classified. Another motivation
was that each class has its own context and hence different distinguishing features. This
work has a strong empasison finding novel features (for Arabic NER), based on human

intuition to tackle this task. Our experiments are based on the concept of Maximum
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Entropy. The work starts with building a named entity corpus for the PERSON class from
an existing corpus. Ater that, Maximum Entropy Modeling is used to build a classifier from
the datatesting one feature at a timeSome features have been employed previously in NER
and some are novel in the Arabic language. For each feature employed, the classifier
performance is evaluated on the test corpus (that was not used in training) to confirm its
effect before the final system test design. Finally, we build a model with all features proven
to be effective. For the data standardization issueye publish deep analysis rad

documentation of our corpus.

As this is a corpusbased study, discussion of features will be preceded dgomprehensive
discussion of the corpus used anan analysisof the POS taggerinsights gained from the

corpus will govern the system design.

Note: The Buckwalter transliteration schenié will be used throughout thischapter when

Arabic examples are introduced.

We have used a@avaimplementation available in the openNLP project.

7.2 Dataset and Task
7.2.1 Cormpus

Due to the scarcity of Arabic corpora annotated for the NER task, we investigated another
alternative that could be used in our experiments. The decision was to use the ACE corpus
distributed by LDC**. This corpus is a multilingual annotated corpus for the task of Mention
Detection (MD), a slightly different task from the MUC task. One of its subtasks consists of

t he recogni tion and classification of al |
mentions of entities in the text. Data in the corpus is separated by genre, i.e. type of the data
source. The genres which have been used in ACE 2003, 2004 and 2005 are the following:

32 http://www.gamus.org/transliteration. ht m
33 http://maxent.sourceforge.net/
34 http://projects.ldc.upenn.edu/ace/data/
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Broadcast News (BN) and News Wire (NW); Arabic Treebank (ATB), WebLogs (WL).

Details of each part are shown in Tabl@.1.

Part Source Size
ACE 2003 BN, NW 40171
ACE 2004 BN ,NW, ATB 155951
ACE 2005 BN, NW, WL 101244

All BN, NW, ATB, WL 297366

Table7.1: Corpus information

7.2.2 Corpus preprocessing

The ACE corpus is in theform of raw text files of news stories with standff annotation in
XML files. We have implemented an XML parser to extract text and annotation from the
standoff annotated corpus. As this corpus requirgseparation for the NERtask, the only
annotations kept are the person named mentions which are closely consistenth the
MUC guidelines. The new corpus format is formatted according to the IOB2 scheme (B for
Begin, | for Inside, O for Outside), e.g.:

John B-PER

met O

James B-PER

William -PER
O

We have split the corpus into 90% for training and 10% for testingable 1 shows the

distribution and number of person entities per genre.
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Training set Training PER Test set Test PER
Part Source size count size count
ACE BN 13517 361 2062 46
2003 NW 22521 403 2071 32
BN 52875 1090 10554 271
2(():0E4 NW 56640 1395 8469 162
ATB 23297 483 4116 70
BN 19622 536 2301 51
ACE
2005 NW 52643 1091 5122 135
WL 18356 373 3200 40
Total All 259370 5732 37886 807

Table7.2: Training and tess sets details and person count per part

7.2.3 CorpusQuality

The corpus contains some noise represented by the insertion of spaces into tokens.
Sometimes, the generated words are valid Arabic words. It wa®t possible to precisely
measure how frequent that happens ithe corpus. That kind of noise is commonly present

in media channels and it is believethat the corpus was not cleaned tmaintain this feature

The exampl e bel ow i s TWw2u0nOdo 1li2nl 3t. hl&é6e3ACE PDES 7TMadmd o

Corpus:

[pp 3y Kk ZwitheHyl iy CHis wife Hillary ]

I n that exampl e, t he two tokens-peganelticat ed f
words; both words are common nouns that would never be person names. Below is the

syntactic information of that phrase:

ZWjthPNN+PRP$ Hyl/NN ry/NN
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Moreover, space insertion intca non-entity token might generate an entityike token.

According to ACE annotation guidelines, the
represents peopl e. T h e s aitheb hagngseor nicknam&sof ;0 NAMO
individuals, groups and nations. Inthe ACE 2005 when ONAMO6 subt yyg
classified to indicate these derivatives. For instancel[O J] AHb, Arabs] was tagged as a
person of subtype ONAM6 in ACE 2003 and 20
nati onal ities were annotated as ONAMO. The e
POS tagging accuracyas will be discussed later

7.2.4 Task complexity

This task is far more complex in Arabic than in Latin alphabet languagegven the lack of
capitalization in Arabic proper nouns However, a more descriptive measure of this
complexity is required. To achieve this, we have calculatedtheé percentage of ambiguous
tokens in the corpus. Ambiguous tokens are tokens that might fall into the two classes
PERSON and OTHER. We have calculated the tagperword rate as:

.... AT AEQHTEOE OO0T Al
B Ol EAITOT O

pg

7.3 Feature Set
7.3.1 Lexical (LEX)

Three lexical features were used: current, previous and next word. The intuition is that
named entities woutl follow or precede certain keywals or collocations. Moreover, the
featurewould help to capture entities occurring in botlhe training and test set.

$http://projects.ldc. upenn.edu/ace/docs/ArabicE DTV42-3.pdf
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7.3.2 Gazetteer (GAZ)

The use by others of a gazetteer has proven to be effective in this task. So, we haed a

list of some 100k Arabic and Arabized names, provided by a government agency. The list
contains a large amount of noise, apparently because of data entry issues. Having a large
gazetteer means larger coverage but does not guarantee performance ingmant, as a

larger number of ambiguous tokens would fall into it.

Our first step was to evaluate the gazetteer, measuring its coverage. The number of person
tokensin the corpus that also exist inhe gazetteer was 5168ut of 11534, about 50% of all
persan entities in the corpus. However, that figure is not sufficient to predict the

effectiveness of the gazetteer.

Further analysis was needed to precisely measure the coverage and quality of our gazetteer
before starting our experiments. For that purpose, weirned to the standard IE metrics,
Precision, Recall and Fmeasure. These metrics were calculated on the corpus without

building the statistical model:

For the gazetteer coverage, we measure the correctness of the gazetteer based on the class of

the tokenin the corpus as follows:

TP = the number of tokens that exist ithe gazetteer andarelabelled as PER

FP = the number of tokens that exist ithe gazetteer and are notlabelled as PER
FN = the number of tokens that do not exist irihe gazetteer and a labelled as PER

,.,OX X1

G‘I'Q(li)'nl ALD
XXT ClIJTXX%&)43
i T XXT
YQoo(oe(—e(— V@
XXTATOQUL
v WU T
(1)
® ven PP
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The low precision was due to the largaumber of false negatives, that is words existing in
the gazetteer and not labelled gserson entities in the corpus. This proves the claim that

person names are mostly common nouns and adjectives.

The low recall is affected by the large amount of foreign names in the corpus. Also, the
definiion of the task would be another reasagnsince rames of nations and groups would
not be in the gazetteer. Tablg.3 gives a sample of the most frequent person entity tokens
that do not exist in the gazetteer. Only one of them is an Arabic tokewhich is the second
one in the list. This token is annotagd in the corpus as person class since it referes to Arab
as a nation. The remaining tokens in the table are mainly senior international non Arabic

politicians.

Arabic word | Transliteration | Translation | Number of occurrences
OHZI 3 Klyntwn Clinton 175
wyl3ay AlErbyp Arabic 141
bHAT Ayhwd Ehud 112

b6 Il Al 81
OMDF SArwn Sharon 73
pHO gwr Gore 52
ey bH bwtyn Butin 48
Tt F D] AwlbrAyt Albright 47
UHD bwhb Bob 45
Fpb FOJ AstrAdA Astrada 45
OF 3 H AnAn Anan 34
oy r T flLAdymyr Viadimir 34

Table7.3: Most frequent person tokens not found ithe gazetteer
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7.3.3 POStagging (POS)

POS tagging information did not improve the accuracy of NER systems from English news
text as it wassubsumedby the capitalization.The lack of capitalization in Arabic along with
generalpurpose entities suggests we should employ POS tagging. An assigned NNP tag is a

strong indication of a proper noun and alsopnames cannot follow certain tags.

We ran our POS tagger on the corpus, tgield a new corpus format compared to the

previous example:

John NNP B-PER
met VBD @)
James NNP B-PER
William NNP I-PER
PUNC O

It was found that 68% of person tokens were tagged as NNP. To better evaluate the tagging

accuracy, we used the sam&Imetrics as above.

Note that most locations and some organizations tokens are also tagged as NMmich
results in an inaccurate measure of performance, which is why precision is highly affected.
However, recall is relatively accurate and informative. Marover, we are calculating how

much the NNP tag indicates a person name

Similar to our calculation of the coverage ofhe gazetteer, we noted the following for the

POS tagging:
TP = the number of tokens tagged as NNP and labelled as person
FP = the numberof tokens tagged as NNP and not labelled as person

FN = the number of tokens tagged as nedNP and labelled as person

Using the same metrics of IE evaluation equations:
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N U U o ()
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The definition of the task would affect the NNP tagging accuracy as some of the person
tokens were tagged as adjectives e.g nationalies and some tagged as nouns e.g. groups.
Also, there were 300 English tokens in the cpus mainly from the WL corpus which

representEnglish user names. There were 72 of them labelled as person names.

Words that were not found in the tagger lexicon were tagged as OOV. The OQV count was
4047 tokens, of which 1638 are person entities, 40.49%his figure suggests that the tagger

accuracy is more affected by the foreign names and not the task definition.

Figure 7.1: POS tags ofPER classtokens®

3¢ 0-POS denotes the rem aining POS tagging categories
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Table 7.4 shows the summary of performance of the main two features of the system

described above:

External Resourceo| Gazetteer] POS
Precision 8.37 41.36
Recall 58.62 | 66.90
F-measure 1465 |51.11

Table7.4: Gazetteer and POS tagger accuracy

The POStagging is also used to segmetite corpus since we would haveompound tags.

We are always concerned with the stem of the current word and nditics. However, we do
not want to remove them totally as they have important information. Thus, lexical features

are governed by th&®OSfeatures as follows:

the current word is set tahe stem.

If the current token is has a proclitic then the presus word is set to the proclitiand

- If the current word has an eclitic then the nextword is set thaditic and the current

word to the stem.

- If the previous word hasan enclitic then the stem ofthe previous word is discarded

and only the enclitic is kept as theprevious word.

- If next word had a proclitic then the next word is discarded and only the proclitic is

kept as the next word.

The POStagging features are also flattened accordingly. Also, normalization is performed

on each token for theletters inthe Arabic alphabet that are moslikely to cause spelling

mi st akes di scussYedaipd.a& hapter
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7.3.4 Most frequent non-person tokens (AMB)

In an attempt to improve precision when employing a gazetteer, we use a list of the most
frequent nonperson tokens. This list is a subset of the gazetteer and Wwat by finding the

most frequentlyoccurring wordsin the gazetteer that are not annotated as a person entity in

the training corpus Table 5 shows a sample of the highest counts. These tokens are mainly
uncommon female person names. However, these are also prepositions known to have

high f r equency of occurrence i n any text. 0AN
transliterated (Arabized) foreign name O0AnnNno

Token | Transliterated| POS | Number of occurrences
cT Fy IN 9195
eB Mn IN 5286
nadl EIY IN 3374
nF An IN 2540
cC9 Alty WH 1544
oy >n IN 1515
Ey q Allys NN 748
ey Byn ADV 728
Ch bEd ADV 707

Table7.5: Sample ofthemost frequent tokens in gazeter that are not person entities

7.3.5 Effective Preceding Unigrams (UNI G)

N -grams have been used as an effective feature to capture context surrounding entities. That

is, this feature exploits the collocation phenomenon. We collected the most frequent words
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preceding person entities. The effect of this feature depends on the technique used to select
feature instances. The simplest technique is to use frequency of occurrence, considdhiag
highest frequency to be strongly correlated with the person clags person entities are not

frequent i n text, we al smotgemree@ae¢cidn@anpmermheon

7.3.6 List of most frequent non-person bigrams (BIAMB)

Since we plan to use lexical features that span current, previous and next words, and due to
the high false positive ratio caused by our large gazetteer, we used a list of bigrams that we
constructed from current and previous worslthat occur in the gazetteer but that are not
person entities Another list was also generated and employed, of theurcent and next

words. The size of thelist was 10k.

Arabic Transliterated | Count

eyl HOF| $rmAi$yx 125

Uoc Hzb Allh 99

w3 T Cg Fymdynp 61

c 3y [ AlAlys AlfisTyny | 60

Table7.6: Most frequent noryperson bigrams irthe gazetteer

7.3.7 List of unambiguous names (UNQ)

Some person entities do not require any processing by the system, as they are unique person
names and they will always be so, regardless of the context. It seems to be impossible to
collect tokens that could only be person names and not anything el§0 generate this
feature, we built a subset of the gazetteer without using the corpus. Instead we used the
lexicon of our POS tagger, which contains words and their possible POS tags@sted from

the Arabic TreeBank.Each word of the gazetteer was checked fiis existence in the POS

tagger lexicon. If it was always tagged as NNP, it was added to the unambiguous name list.
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If it did not exist in the lexicon, it was added to the list. e intuition here is that person
entities are not frequent in text but, if they are ambiguous, they would have to appear in our
ATB corpus. Locations and organizations are also tagged as NNP meaning that, if they
exist in the gazetteer, they will be partfothis list too. Figure 1 gives an overview of the

process with Area (B3 C) as our target list. The eventual size of the list was 92k.

A = POSTagger lexicon B=Person name gazetteer

\ /

Figure 7.2: Gazetteer and Lexicon

7.3.8 Trigger (TRG)

Triggers are tokens that occur around person names. They include titles, positions, etc. They
have been used with English and proven effective. Here, we have collected a list of triggers
containing 2@ tokens. The trigger feature is a Boolean feature, testing whether the word is

preceded by a token found in the trigger list.

7.3.9 Previous Class(C.)

Based on the results of the previous chapter, we used this feature to model the dependency

between adjacentwords.
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7.3.10 Tag of other occurrences (GLB)

This is a global feature used to check if the current token has been previously tagged as a
person in the same article. Itis common to use distinguishing context such as triggers when
an entity is first introduced.Later in the same article, it may be referred to by the first or last

name, so with less indicative context.

7.4  Experimental results
7.4.1 Baseline

To demonstrate the effect of our feature set on the model, we first constructed a baseline
which involved tagging NEs with their most frequent class in the training corpus. For that
purpose we have used CoNLL baseline utilityThe performance of the baseline ishownin
Table 7.7. It would normally be affected by the tag per word percentage, the repetition of

entities in the corpus and degree of human annotation consistency.

7.4.2 Effect of Proposed Feature Set

The results of proposed featureombinations are given in Tablé&/.7. In general, all features
had a positive effect on the model. Some of them give a very low improvem when they

are not combined with some other featuregjiven the correlation between them.

After adding the POS tagging feature to the system, the performance was increased
significantly, proving the strong correlation between POS tagging and NER in Arab
language. This effect is mainly because ®NP tags. The POS featureimproved the

performance by about 7%.

In the case of Arabic, we sometimes have combind@lOStag. We did not split them in the
corpus but rather that was done duringprocessing. The eason is that we avoid any error
caused by the segmentation module.

The GLB feature of a person entity in the same article did not benefit the system much

when employed on its own, in addition to lexical features. However, the system with all
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features actre was negatively affected when the global feature was removed. For this

feature to work, t he oot her octedirrencesd sho

The GAZ feature did not improve the performance much when first employed. Thus, we
added some constraint$o govern the process of generating the gazetteer and unambiguous
features based on the POS tag. If the POS of the current word is OOV, the gazetteer and
unambiguous features are set to true, as 40% of OOV words are person names. The same is
done for the previous and next word altering only the gazetteer feature. The result after
this modification is the one given irTable 7.7.

With respect to AMB feature, we ran a series of experiments to find the best list size

empirically. A list of the 500 most fregquent ambiguous tokens showed the best accuracy.

Collecting the preceding unigrams of the person cladgdNI, also did not add any gain to the
performance. Probably this information is already captured by the lexical feature used.
Thus, we used a simple aggtion to calculate the correlationrelying on relative frequency of
occurrence of the word preceding the person class tokens, divided by the number of all

occurrences:

#1 OOAI

: where Countdenotes the number obccurrences

For each class C, unigrams were ranked based on their correlation and the highest ranked

were included in the list of preceding unigrams.

The effect of the correlation quation is illustrated by consideringthe conjunction [ m, w,
and], which was ranked second of the most frequent words preceding person entites it
was also amongthe most frequentpreceding nonperson entities. Using the correlation

measure, this tken was not included.

When we first employed the UNIQ list in our system, there was no significant
improvement. The reason was that we had not checked the content of this list against the

corpus. We then checkedt and found out that some entities in theist were not person
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entities. We removed the most frequent neperson entities from the listleading to some
improvement. Then, we noticed that, for a token to be in this list, it should have been found
in the gazetteer first. That is, OOV words will notbe in bothlists. So, we used POS tag
information to change this feature: any word that was tagged as OOV was now labelled as
unambiguous. In this part of our experiment, we used POS tagging information as a

selection criterion, not as a feature in the stsn.

In similar systems, the previous word was checked against the trigger list and, if found, the
trigger feature( TRG) was set to true. However, in Arabic, thisis not sufficient, as adjectives

follow nouns. For example, without an adjective we have:
€EH?D BpADIOF

PresidentGeorge Bush

Alr{ys  jwrj bw$

However, if the trigger is followed by an adjective, the trigger will be one token away from
the entity, in Arabic. The trigger would still be adjacent to the entity in English. The

example béow shows the difference; the trigger is underlined and the adjective is initalic.

EHD BEPEFOPIOF
FomelPresidentGeorge Bush
Alr{ys AlsAbq jwrj bw$

This problem expands when we have more than one adjective. Testing on our corpus d t

the system being improved when the trigger window was increased to three tokens.

The class of the previous worcC ., improved the system with all features by 4.8% and that is
because we are using a token classification algorithm. We would like to note tlal features

would have a higher effect if this feature was included in all experiments.

Our last experiment was to leverage the previous context to correct the POS feature of the
previous word. When processing a given word, if the previous word was |deel as PER
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then the POS feature of pevious word is set to NNP. This caused the performande

increase t07/5.59%.

Feature Precision| Recall| F1

Baseline 37.99 | 50.21|43.26

LEX 61.04 | 58.45|59.72

LEX+GAZ 68.22 | 59.30| 63.45

LEX+UNIQ 68.71 | 59.51|63.78

LEX+ GAZ+UNIQ 69.50 | 60.04|64.42
LEX+POS 68.22 | 63.66 | 65.86
LEX+POS+Gaz+UNIQ 71.11 | 63.55(67.12
Lex+POS+GAZ+UNIQ+AMB+TRG+GLB 72.40 | 68.01|70.14
LEX+POS+tGAZ+UNIQ+AMB+TRG+GLB+C ;| 79.76 | 70.35| 74.76
All with POS , based orC, 81.81 | 70.24|75.59

Table7.7: Performance of baseline and differeféature combinations

7.5  System comparison

There have been a number of research experiments that involved the ACE dataset.
(Benajba et al. 2008a)reported evaluation on the overall classes of entties (6 classes)
without giving per-class accuracy. Moreoverthis system was trained and tested per genre.
Their best result was on BN 2003 which ithe smallest part of the corpus, achving 83.5%

on F1. Their worst accuracy was on WL 2005, with 57%, whichs justified by the noise
exhibited in web forums. The second worgperformance was NW 2004 12.4%), and this
part is the largest amonghe ACE dataset Thus, it is not possible to compare whatwas
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achieved only onthe person class with their reported results on@asses and on individual

genreexperiment.

(AbdulHamid and Darwish 2010)%elected part of the ACE corpus forheir experimens
They used ACE 2005 excluding WL dataset which is the very noisy part of the corpus.
Also, they excluded entities with subtype © GROUPG6 and pkeepind ddiiX 6
Ol NDI VI DUAL 6 p,evhich aretheenast apgropreate for the NER &sk but this
feature was not available in previous ACE datasets. Their reported accuracythe person
class was 81%-1. It is worth noting that their system reliednly on character Ngrams and

word roots.

Another experiment by (Benajiba et al. 2009byhere they used voting to combine SVM,
CRF and MEM classifiers adopted the same experimental settings above without per

class accuracy.

A further recent experiment in (Benajiba et al. 2009aas conductedusing aper genre
evaluation. However, their results orthe person class varied from 56.1% othe 2005 WL
genreto 81.4% onthe ACE 2003 BN genre Their system with only the context feature
achievedmore 70% in most genres which could be the reason for their very high accuracy.

In addition, they have used more features than what is used our experiment.
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In this chapter we evaluate ouapproach in previous chapter on another dataset as it was
built for the Arabic NER task. Moreover and based on our previous chapter results, we try
to find a way to integrate adjacent context efficiently into our design.

Thus, we move to NER as a sequendabelling problem. This technique has been widely
used in various NLP problems, POS, parsing ... etc including NER. The most widely used
algorithms have been discussed in chapter 2. In this chapter, we compare NER as a token
classification problem to a segence problem using statef-the-art technique. In addition,

we compare our design with previous work. Also, this experiment will be enhanced to

include location and organization in addition to person class.

8.1Hidden Markov Support Vector Machine

The Hidden Markov Support Vector Machine (HM-SVM) was proposedand explained in
(Altun et al. 2003) for labdling sequence data. HMSVM is a discriminative learning
technique based on a combination of the two most succedsfiuachine learning algorithms:
Support Vector Machine (SVM) and Hdden Markov model (HMM). HM -SVM addresses
all of the shortcomings of HMIM, while retaining some of the key advantages of HMM,
namely the Markov chain dependency structure between labels and an efficient dynamic
programming formulation. Both HM -SVM and CRF adopt a discriminative approach to
modelling and can account for overlappindeatures (labels can depend directly on features
of past or future observations). In addition, HMSVM includes two additional crucial
properties inherited from SVM: the maximum margin principle and a kernetentric

approach to learning nodinear discriminant functions.
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The onedack reformulation of the training problems is solved by using the cuttifglane
algorithm, which makes the complexity of the training step for HMSVM linear in the

number of training samplegJoachims et al. 2009)

HM -SVM has been used for many applications recentighowing greater success than other
classification ard sequence labelling techniques. When it was first introduced(Altun et al.
2003) it was compared with a number of stateof-the-art techniques (CRF and HMM) on
NER and POS tagging experimentswhere it produced lower error rates than either. Since

then, it has been receiving attention from the field.

HM -SVM outperformed conventional SVM and MEM by 3% on functiona Ilabel
assignment in the Chinese languagey UAN and REN 2009). In the biomedical domain, it
was compared with Neural Networks and CRHAn the task of finding protein interactions.
The HM-SVM outperformed theother two approachesm a crossvalidation experiment (B.
Liuet al. 2009)

A recent experiment on sign language showed a big gap in performareweenHMM to
HM -SVM by 18%. (Michael et al. 2011)

In information extraction from literature, HM -SVM was used to parse references to generate
author, date, event, etc. HMSVM was also compared to SVM and CRFshowing closeness
of the three but HM -SVM had a better accuracyX. Zhang et a. 2011)

SVM"™ toolkit®” version 3.10 is used as our implementation of HMEVM. We adopt the
first-order Markov HM -SVM with linear kernel. We have used the default pameters

setting except parameter,avhich was set to 1000 as it gave the best result.

8.2 Dataanalysis
8.2.1 Cormus

The corpus used in this experiment was the ANERCorpleveloped by Benajiba and freely

available on his websité. There were a number of reasons fdhis selection:

37 http://www .cs.cornell.edu/peopleftj/svm_light/'sv m _hmm.html
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. There has been number of research studies involving this dataset with very detailed
result analysis.

. The annotation specifically folows the NER task. Thus it is more appropriate to
validate our approach discussed in the previous chaptevhere our resultamight be

affected by the definition of the task it was built for.

. It has a simple IOB2 format and is contained in one file so that it is easier and more
obviousto split it to conduct crossvalidation.

. Although it was annotated only by asingle annotator, we believe he is an expert in
the field.

. Our tagger was built from the ATB corpuswhich was also used as part of the ACE
dataset used in the previous chapteandwould thus give a better tagging accuracy.

Class NE token count| NE count| Token/Entity
Person 6438 3238 1.9
Organization 3402 1912 1.7
Location 5003 3825 1.3
All 14843 8975 1.6

Table8.1: Corpus NE clasddistribution

Table 8.1 shows the NE classes of the corpus; both tokeand phrases. Also, it shows the

token rate per phrase. The rate confirms the fact that location names tend to be singe

tokens in contrast to person and organisation classesspecially in news articles.

8.2.2 Corpus POStagging

We ran our tagger discussed inhapter 5 on the corpus to make iteady for the learning

algorithm. Figure 8.1 shows the overalPOStagging of the NE classes.

38 http://www 1.ccls.columbia.edu/~y benajiba/dow nloads.htm|
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O-POS

Figure 8.1. POS class distribution of corpudlE classesexcluding O class

The number of OOV of the NEs is larger tharin the ACE dataset and this might be due to
using the ATB as part of ACE, which also was used in building theOS tagger and hence

provided better tagging decisions.

The OOV word count was 2829, 1.8% of the whole corpus. That is a very good coverage of
our tagger However, 72% of OOV were NE tokensPerson clas$?OS tagging is illustrated

in Figure 8.2 where it was he most affected class by the OOV tokens. We observed that the
corpus has a high percentage of foreign names due to being from international news
coverage. The OOV percentage was higher than that of the ACE datasets by 6% in the
person classsuggesting tht the tagger coverage was affected by being built from part of the
data used. Also, we found some spelling mistakes that would also be a source of OOV
tokens but we did not attempt to correct them. With respect to location class, 73% of
location names wee tagged as NNP compared to 79% in our gold standard set used in
chapter 6, this indicates that locatiosare generally limited in news articles and also that our
tagger has a good coverage of location namd2erson and location classes are more regular
in terms of their POS tags than organizations. Also, location names are limited given that
OOV is ranked 4", while OOV ranked second in the person class. It is worth noting that the
location class was not very different from the gold standard tagging exjpeent in chapter 6
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where it was 97% while here it was 73%. The organization class is still the most ambiguous

classin terms of its POS tagging.

OOV OPOS
3 &% &2
8%

O
OOV pos

NN
9%

32%

Person Location Organization

Figure 8.2 POS tag distribution of each NE clasexcluding O class

8.3 Feature set

We have used a different feature set for each class depending on the availability of the
feature as follow:

8.3.1 Person Class

The person class feature set the same ashe oneused in chapter 7. However, since the task
is different, we have recompiledthe N-gram lists thatwere created fromthe ACE corpus
Our unique names list was not altered as the ACE dataset was not involved in creating it,

only the gazetteer and the POS tagger lexicon.
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8.3.2 LOCATION

For this experiment we used only the following featureswithout any lists built from the

Corpus:

- Lexical (LEX): defined for previous, current and next tokens.
- Gazetteer (GAZ): defined for previous, current ad next tokens.

The gazetteer that we have used was built in an automated way. The countries list was not
hard to collect from the web. For cities, we have downloaded tHest of world cities from
GeoWorldMap?®*® which has only an English version of 37k citie The format of the data
consisted of the name of eachity with various longitude and latitude and time zone. To
createan Arabic version, we have used GOOGLE translate service to translate the list. The
first translation was not good enoughsowehaveladed t he ter m o0Ci,ty
which improved the translation as it was affected by the context. Then we removed any
occurrences of word that were not translated and kept in Englishwhich means that no
translation was provided. We used same egps as before to build our unique personames
list. Each tokenis searched in our lexicon and if it was foundo betagged other thanwith

NNP, it is removed otherwise it was kept in the list. The final list contains 24k tokens.
- POStagging(PO9S: defined for previous, current and next tokens.

- Trigger (TRG): defined for the preceding three tokens. Thaigger list has 30 location

prefixes.

8.3.3 ORGANISATION

- Lexical (LEX) : defined for previous, current and next tokens.

- POStagging POS): defined for previous,current and next tokens. Also, we have used

POS bigrams of current word with previous in addition tahe current word with the next

% http://geoby tes.com/F reeS el ices.htm
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word POS tag. The intuition is that the POS context of organization names is more

likely to be a sequence of nouns or nourand adjectives.

- Trigger (TRG) : defined on a window of three tokens preceding the current word.

8.4  Gazetteer Coverage

Prior to carrying out the proposed experiments, we have calculated tteoverage of the
gazettees since they are a very critical resource iour system design. We have used the IE
metrics of precision, recall, and Flwhich were previously discussed in chapter 4 and have
been used throughout this thesis.

For the person class gazetteer:
TP = the number of tokens that exist irthe gazetteer ancarelabelled as PER
FP = the number of tokens that exist irthe gazetteer and are notlabelled PER

FN = the number of tokens that do not exist inhe gazetteer andrelabelled as PER

Looking at these figures, we inferred thaalarge coverage gazetteer would not guarantee a
better accuracy. This is caused by person names that are in form of nouns and adjectives.
Compared to the accuracy of our gazeder in the previous chapter when using different
dataset, we have a 5% increase in the F1 measumhich is caused by the difference ithe
task definitions used in creating the two datasets.
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For the location class gazetteer:
TP = the number of tokenghat exist inthe gazetteer andarelabelled as LOC
FP = the number of tokens that exist itthe gazetteer and are not lallled as LOC

FN = the number of tokens that do not exist irthe gazetteer and are labhled as LOC

00AAE GE
oPpPWXOPpP e
. . L OQPT
2ARA T AP
CZpAPXX AP
¢ Bt
® CSamxxmo e

Even though our gazetteers had a different acquision methgdve had almost the same
accuracy in both. Itis worth noting thatthelocation class has a better precision even tngh

it was created automaticallysince location names are less used as AdR tokens.

8.5 Experiments

We split the corpus into 6 folds and used the top fold as a test set @hd remaining 5 as a
training set. First, webuilt a baseline that involvedaggingeach NE with its most frequent

NE cl ass if present i n the training set.

utility *°. The resuls of the baselineare given in Table 8.2. Location names seemed to be
limited in international news articles and hene performed better than the ottretwo classes.

Also, it benefit from being mostlysingle token entities

40 http://www.cnts.ua.ac.be/conll200 2/ner/bin/baselin e.txt
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Accuracy %| PRE [ REC | F1

PER 52.19| 34.05(41.21

LOC 77.34|167.91| 72.32

ORG 44.74| 47.22| 45.95

All 41.54| 26.67( 32.48

Table8.2: Baseline of most frequent class

In the following two experiments, we will build a classifierfrom training setusing the two
compared algorithms (MEM and HM-SVM) and evaluateit on the test setconsideringonly
the person clas. Based on the resuit we will carry out our crossvalidation on the three

classes.

8.5.1 Maximum Entropy Modeling Classifier

We have used the same implementation of MEM provided by OpenNLP that was used in
chapter 7. The second column in Tabl8.3 shows theaesults of the performance (F1) for the
main features used in our model. Results in the third columshown the result using the
samesets of features, butising the previous class as a feature and changitige POS tagof
the previous wordbased on that clas as we describeth chapter 7.

Our results in Table8.3 prove the efficiency of the proposed feature set. The best feature
when combined with lexical feature washe POS feature inboth approaches. A% increase

in performance was observed when using nthe POS feature combined with LEX feature,
rising to 16% when changinghe previous tag based on the previous class. Although our
unique list has a positive impact on the performancespecially when combined with the
gazetteer, the improvement in the grformance was not adarge as in the experiments
describedin the previous chapter since we had larger number of OOV person names that
would not fall in both dictionaries. The most significant improvement wasachieved by

integrating the POS feature withhe previous tag.
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The O0AIlI Il 06 measur e

i ndi cates

the performance

including bigrams andthe list of ambiguous tokens. We did not include details of them in

the table as they did notausea very significant improvemenif the system.

We observe that the lexical feature alone scored 59% in the previous chapter while it scored

50% on this dataset. This might be due to the size of the datassince ANERCorp is half

the size of the ACE datasetwhich means more contexts bNESs.

Feature Without C , | With C
LEX 50.37 50.37
LEX+GAZ 54.12 55.07
LEX+UNIQ 55.10 56.59
LEX+GAZ+UNIQ 56.23 57.12
LEX+POS 60.00 66.54
All 61.11 69.18

Table8.3: Effects of combining éatures usingdifferent approaches

8.5.2 HM -SWM classifier

8.5.21 SVM Fomat

SVM does not accept categorical featurewhich are the usual format of most NLP features.

It accepts only binary numerical features. Thus, it was required to convert our data to SVM

data format. The dataformat is explainedon the SYM"™"t o o |

Each line in the corpus file holds one class and the feature vector of the associated token,

and an optional comment, in the following format:

TAG qid:EXNUM FEATNUM:FEATVAL FEATNUM:FEATVAL ..

41 http://www.cs. cornell.edu/ people/ti/svm light/old/svm _hmm_ v2.13.html
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TAG is a natural number that identifies the NE clas€ that is assigned to the example. The
EXNUM gives the example number. The first line with a given EXNUM value is
interpreted as the first element of the sequence, the second line as the seetetdent, etc.
All lines with the same EXNUM should be in the same sentence and have to be in

consecutive order.

We have used a simple method that involved a hasha bl e. For each o0featu
feature vector we generate one feature number and is¢b 1 and store it in the haskable. If
the same ofeature/valued i s encountered agai
the table. Each sentence is a sequence and would have a different unigue Then, the

resultingfeature numbers are sortedhiincreasing order. Consider the following example:
John met Mike. Mike was in UK.

If we have these three feature availablé:: theword itself, f, : the POStag, f, : the POStag
of the previous word and C as the NE class or label. Tablg.4 shows themapping from

symbolic to numeric feature format required by SVNM"".

Categorical features SVM mapping SVM feature vector

f, f, 1 C TAG [(qid| F1 | F2 | f3 final vector sorted

John| NNP [ PUNC | B-PER 1 1 (11]21]31 1qid:11:12:131

met | VBD | NNP O 2 1141|5161 2Qqidl1415:16:1

Mike [ NNP | VBD | B-PER 1 1 (71]21]81 1qid:12:17:181

PUNC | NNP O 2 1]91([10:1| 6:1 20id:16:19:110:1

Mike [ NNP [ PUNC | B-PER 1 2 |1 71]21| 31 1qid22:13:17:1

was | VBD | NNP O 2 2 |11:1] 51 | 6:1 20id2516:111:1

in IN VBD O 2 2 1121 21 | 81 2Qid22:18:112:1

UK | NNP IN B-LOC 3 2 |13:1| 21 | 141 3qid22:113114:1

PUNC | NNP @) 2 2 191101 61 2Qid16:19:110:1

Table8.4: Data mapping
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8.5.22 HMM -SWM Results

Our approach used itheMEM experiment, discussed in chapter,fthat involves modifying

the tag of the previous word based on the previous class, was not applicable when using
SVM"™™ That is because it would require modifying the algorithm source itself. When
applying HM -SVM, this feature will be disabled since we do not have access to the features
in the testing phase. Also, the gobal featuréhat storesthe class of other occurrences of the

word is also disabledas it is built onling which also requires the code to be matked.

Table8.5 showsthe effect of combining featuresvhen using HM-SVM combinedwith our
best results obtained when using MEMHM -SVM was able to outperformMEM , which

suggests that it ha@ better way of integrating adjacent word features.

Feature MEM | HM -SVM
LEX 50.37 61.40
LEX+GAZ 55.07 64.63
LEX+UNIQ 56.59| 65.04

LEX+GAZ+UNIQ | 57.12| 65.63

LEX+POS 66.54| 69.75

All 69.18( 74.49

Table8.5: Comparison of theeffectof using different featuresNIEM vs. HM -SVM)

It is not correct to compare the two algorithms as they do not use the same internal
approach in finding the class of a token. The conventional SVM olal be compared with
MEM but not SVWM-HMM. Thus, our aim hereis to find the best way to integrate our

featuresinto the NER model.
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8.6 Cross Validation with HM -SVM

Encouraged by the performance of the HMEVM algorithm on the first fold of the corpus,
we haveconducted a crossalidation experiment on the whole corpus. We have adopted a

6 fold split of the corpus in order to compare with others.

On each fold, we have built an independent classifier for each class. Resultsthudse

experimentsare shownin Table 8.6.

Our best average performance was on the location class it was easier in terms of the

context of POS tags and alsdue tothe repetition of location entities in the corpus.

Our worst result was on the organization classince there was no gazeter employed and
also due to the syntactic structure of their naming systems that make them look like any

other Arabic phrase.

We have analyzed the differencebetween theresults of thebest and worst fold, fold 0 and
fold 2. It was found that the numberof person tokens tagged as NNP in fold O was double
that in fold 2, which indicates the POS accuracy effect of the NER.

Class PERSON LOCATION ORGANIZATION

Fold | PRE|REC| F1 | PRE|REC| F1 | PRE|REC| F1

0 |80.23|169.52| 74.49( 93.91| 77.84| 85.13| 71.63| 50.34| 59.13

1 | 74.64|60.34|66.73| 90.88| 81.82| 86.11| 63.98| 45.37( 53.09

2 | 73.11| 55.46| 63.07| 88.70( 73.49( 80.38| 74.76| 40.74| 52.74
3 | 7584|67.50| 71.43( 92.33| 82.59| 87.19( 79.85| 63.74| 70.89
4 | 78.44|69.43| 73.66| 84.95( 86.31| 85.62| 78.57| 47.20| 58.97
5 | 80.66| 55.58( 65.81( 86.07| 87./0 | 86.88| 69.92| 38.83| 49.93

Avg. | 77.15|62.47| 69.2 | 89.47| 81.65| 85.21| 7/3.11| 47.70| 57.45

Table8.6: 6-fold Cross Validation
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8.7  Comparison with previous work

(Benajiba and Rosso 2008jeported an accuracy of89%, 61% and 73% for location,
organization and person classesespectively. A separate classifier was built for each class

using CRF. Their system employed POS tagginga gazetteer, basghrase chunkng and
nationalities list. We could not compare our results with this system nor with the previous

one without knowing the exact dataset splitgiven the large variation in the performancef

each fold.

Another cross validation experiment inBenajiba et al. 2008bj)eported an overall accuracy

of 80.3%. Later, (Benajiba et al. 2009bjeported an accuracy of 81% on an updatacdrsion

of this dataset, whichis averyhigh accuracy However, we are not sure how the dataset was
enhanced and how much the annotation was affected. Moreover, no per class accuracy was

given to compare with.

LingPipe ** is a collection of NLP tools that contains a statef-the-at HMM -based NER
that was appliedto a number of languages including Arabic. A cross validation experiment

on ANERCorp was published on its website.

(AbdelRahman et al. 2010used a bootstrapping technigelin order to enrich thé& system
with more NE patterns. Hence, unlabelled data was usgedainly crawled from the web.
Their processing was a sequence of thresodules. The system is targeteen NE classes
including job, device, car, etc. The first modulewas a CRF classifier built using POS

tagging, base phrase chunk, morphological, character¢iams and semantic group features.

In (Benajiba et al. 20093)the authors reported per class cresalidation of 78.5% onthe
personclass 89.6% onthelocation class and 64.3% othe organization class. Interestingly,
the use ofthe context featurealone achieved 74% accuracy on the three classesich is
higher than the performance achieved by the other coraged systemsven with the use of
unlabelled data used byAbdelRahman et al. 201Q) Their gazetteer did not improve the

system but ratherdegraded performance

42 http://aliasi.com/lingpipe/ demo s/tutori al/ne/ reade. html
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We shared the same criteria used byAbdelRahman et al. 2010)o split the corpus into 6
folds of 25000 words each. LingPipe shares the same number of folds but the split was

based on number of sentencesjth each fold having 815 senteces.

We have selected théhree systems thatused exact or close experimental settings to ours;
(Benajiba et al. 20093) (AbdelRahman et al. 2010)and Lingpipe. In Figure 8.3, a
comparison of the four systems is illustratedshowing the superiority of (Benajiba et al.
2009a) Our system outperforms(AbdelRahman et al. 2010)nd Lingpipe on person and
location classesThe performance shown for the system ¢RAbdelRahman et al. 2010js the
one without the use of any unlabelled data t@ootstrap the system. In the organization
class, the performance ofour system is between thether two, although all three systems
perform with similar accuracy Itis worth mentioning that LingPipe did not use any features
other than character Ngrams intheir system. Even when the unlabelled data was used in
(AbdelRahman et al. 2010) our system still performs betteon the person class. However,
their bootstrapping technique was very powerful orhe other two classesspecially on the

organization class
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50 AbdelRahman et. A
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Figure 8.3: Comparisonof the four systems without the use ainlabelled data
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Another experiment on the same dataset was conducted (AbdulHamid and Darwish
2010)where they reportedaccuraciesof 88%, 73% and 82% for Location, Organization and
Person classesespectively. They used CRF to build a classifier for each class. Thest set
was selected randomly, meaningthat we cannot compare our results with theirs
Interestingly, they relied mainly on character Ngrams in their designwithout the use of
any other morphological, POS taggingand gazetteer features. They sugsed tha leading
and trailing N-grams are sufficient to capture most of the Arabic morphological features and
hence POS tagging.
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9.1 Thesis summary

Arabic NER is a very challenging taskfor various reasons. Challenges arise at different
levels of and/sis. These do not affect the NER task directly, but rather affect ppeocessing

steps required to approach NER successfully.

The lack of capitalization in Arabic is the main challenge for Arabic NER. This lack is more
significant due to the fact that naras are indistinguishable from adjectives and common
nouns. Our main hypothesis of this research is that Arabic NER is very closely bound to

POS tagging.

We shed light on those Arabic language features that affect Arabic NER both directly and
indirectly. Subsequently, we conductedh comprehensive survey of the task and techniques

of NER in Arabic and in other languages, and in different domains.

To prove our hypothesis, we have built an Arabic POS tagger, using TBL, from the Arabic
Tree Bank which yielded 96.6% accuracy on an unseen dataset. This result was higher than
(Diab et al, 20Qt; Mansour et al, 20079, who, similar to our approach,did not employ any
morphological features in their desiga We found that the NNP class achieved the lowest
accuracy, poving our subsidiary hypothesis that ambiguous tokens are more likely used as

non-NNP tokens in text. Details of our tagger design are given in Chapter 5 and results are

givenin Table 5.2.

Then, to provide suitable training and test data, we annotated T@0 words of the Arabic
Tree Bank with their named entity classes. A first experiment was conducted to measure the
ambiguity caused by proper nouns in the form of common nouns and adjectives. It was
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found that 28% of the tokens in the corpus were ambiguauthey have two possible NE
classes.

We analysed our corpus to find the correlation between Arabic NER and POS tagging. Our
analysis revealed that proper nouns have a large degree of regularity in terms of their POS
tagging context. It was found that locabn entities follow a preposition in56% of their

occurrencesn the corpus

Next, we built an Arabic NER classifier usingMaximum Entropy Modelling employing
lexical and POS features. The resulting accuracy wa$% F1. Given that the POS tagging
was goldstandard, we used the lexicon abur tagger to tageach token inthe corpus with its
most frequent tag in the POS tagging corpusvhich caused the accuracy to drop by%,

proving the sensitivity of NER to POS tagging errots

Our attempt to improve the peformance was by the use ofjazetteer feature When they
were employed there was no significant improvement to the accuracyVe investigated the
reason for these results; we found that althoughe gazetteer has a very good recall, it also
has avery low precision which has been discussedVe then investigated using the class of
other occurrencesof the word being processed, together with bst of triggers. Both had a
positive impact on the accuracy. The laskeature that was investigatedis the class ofthe
previous word, as named entities mosthconsist ofa sequence of token®ur systemwhen

employing the most effectivefeaturesachieved 76.4%1.

As our first experimentwas carried out on small dataset, we decided to investigate the
features on stadard set. UsingACE Arabic part, we have selected annotation that indicates
entity name and excluded otheraused for mention tracking taskWe have selected the
person class to investigate our approach. Our POS tagger discussed in chapter 5 was run on
the corpus first then we conducted some analysis of POS tagger and gazetteer accuniduy.
accuracy of thegazetteer which includes 100k person nameswas 14.7% This is due to

very low precision because of the task definitigron which names ofnations and groupsare
labelled as person entitiesT esting our tagger on the corpus showed that it was able to tag
68% of person entity tokens alINP. It was also found that 40.86 of the person tokens are

OOV. To deal with the low precisionof our gazetteeywe carried out the following steps:
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- We collected the most frequent wordsin the training setwhich occur in our gazetteer
and arenot labelled as person entity.

- We also collectedthe most frequent bigrams thatoccur in the gazetteer, athe system

will be highly affected by adjacent words

- We have used our POS tagger lexicon built in chaptérto collect gazetteer items that
were never tagger as a nGNNP. Words that are in the gazetteer and not in lexicon
were considered unique person named.he list of unique nanes list wasusal to

generate a new feature.

- Encouraged by thencrease in performance caused lijie previous word class in chapter
6, we have also used the previous class to modify tR©S tagof the previous word. If

the previousword islabelled aPERSON by t he c¢l|l assi fi er, its

We then built a classifier using MEM with the above featureslong with al features used in
chapter 6. The results in Table 7.7 proved the effectiveness of our approach improving the
accuracy fromthe baseline 0f43.3% to 75.6% on F1Using the unique names list was able
to improve the accuracy more than thegazetteer used to build it.When both were
employed, the performance was better than whehey were used individually. Our results
were compared wih previously reported results on the same datasaithough the splitting of
data into training and test sets was not the same in each caBesearchers who worked on
this datasetran their experiments per genravhich would definitely give better resultsThus,

it was not feasible to compareour work with theirs. However, we noted their resulsin

section 7.5.

Our features had a different impact on the system when the previousord class was
employed. This indicates the correlation between classand adjaent word features, which
was the focus of chapter 8Sequence labelling techniques weregmosed to deal with such a
case;HM -SVM is one suchstateof-the-arttechnigue We used a freely available dataset that
was used by other researchers order to compare their work with ours. Our experiment
discuwssed in chapter 8 was on persoihocation and organization classes. To have a good
coverage location gazetteer, we usedn MT translation tool (GOOGLE translate) to
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translate the English version ofGeoWorldMap*?, then we have used our POS tagging
lexicon to clean errors. If the Arabic word generated by the translation tool has a tag other
than NNP in the lexicon, itis not stored in the unique location names listasis the case with
our person names unique listThe location gazetteer had almost the same quality as the

person gazetteer when we calculated the recall and precis@rookup against our corpus

Our experiment of evaluatingclassifiers built withMEM and HM -SVM for the person class
showed the superidty of the latter, as shown inTable 8.5. The superiority was due to the
fact that the classifier wasble to model the @pendenciesbetween adjacentlassesvhen
augmented with HMM and alsothat SVM uses stateof the art kernel method techniquefor
classification.

We carried a croswalidation experiment on 6 folds of the corpusfor each NE class. The
results inTable 86 showedour best resultvas on the location classfollowed by the person
class. We compared our results with four systemsing the ame settings, and our system
ranked secondor person and location classes, and ranked thifdr the organization class
since we did not employ any specific features fohe organization class see Figure 8.3We
were able to achieve good results with sing features compared to the other systems that
used many knowledge sources in their designs.

9.2  Thesis Contribution

The main contributions of this thesis are summarized as follows:
1. We surveyed Arabic language features and how thedeaturesaffectthe NER task
2. We surveyed NER in general and the most successful approaches.
3. We surveyed the most relevant work on resolving ambiguity of Arabic NER.

4. We measured and proved the strong correlation between Arabic NER and POS
tagging.
5. Weintegrated Arabic POS taggingvith a large gazetteer efficiently.

43 http://geobytes. com/FreeS ervices.htm
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6. We measured theeffectiveness of a unique namlest.
7. We demonstrated that careful integration of features makes a difference.

8. We showed that focusing on non NEs in bigrams is a promising feature due to the
normally low rate of occurrences oNEs in text.

9. We built a location gazetteer automatically using the GOOGLE translate tool and

then used a POS tagger lexicon to filter incorrect output. This gazetteer had 71%
recall on our test set.

10.We investigated and proved that S\HMM is a very powerful sequence labelling
technique compared to MEM.

11 Our approach ofemploying a unique names list along with the large gazetteer and
POS tagging featuresis recommended for other languages and domains that lack
proper noun distinguishing €atures.

9.3 Limitation

This work did not attempt to tackle the problem of noisy textaused byspelling errors. It
does not using any character Mjrams which make a word with a spelling error equal to
any OOV word. Given the high percentage of NEs that ar®©QOV, words with spelling

mistakes would be more likelyto beclassified as an NE.

Our approach was evaluated on news text. Using features that have a sequential nature
would not be appropriate for other genreg which NEs often occur assingle tokers and

tites are dropped,such as emails and weblogs.

The system that we builtigpresumablyvery sensitive to the locale of the named entities. We
expect that its performance will be degraded if the text has a high percentageanéign
proper names.
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Future Directions

To dea with OQV tagging that highly affects our system, we plan to use GOOGLE
translate to disambiguate OOV words. Any word not found by the tagger will be
passed with its context to the translation tool. If the word was transliterated thet is

treated asa proper noun.

NER is a POS tagging problem: two problems that are very closely bound and
traditionally tackled in a sequential order. Moreover, POS tagging is related to
morphological analysis. We aimto approachthe problemas a singt steprather than
the traditional way of sequential processing. Given that ATB is annotated with
morphological analyses that are mapped to the POS tag, we will use it as our corpus.
To add NE annotation to it, we will run our NER tool on the corpus then manually
correct and add missing labels. The NNP tag would also be beneficial in the manual
work as itis a strongmdication of NEs. We will use morefeatures thatproven to be

successful suclas character sgrams and stemming

We plan to investigate the ge of joint hierarchal learning technique discussed in
chapter 2, to build a multi task model from singktask annotated data since we

already have oneannotatedcorpus for each task.

The performance of the SemCRF algorithm is very encouraging tdoe examined on
the task of Arabic NER. Also, we would like to applyit to the Arabic word

segmentation.

We plan to extend our feature set to include bag of words features, given the complex
syntactic characteristics of Arabic, such abe free orderfeature of verb and nouns.
Also, we plan to enrich our trigger list automatically from unlabelled data. To
overcomeOOV word caused by spelling errors, we plan tase character Ngrams tq
as currently this is left to the surrounding context. Thus, a word with a speiy

mistake is seen aa foreign name. h other words,both fall into the same category.

We shall review our segmentation modulesincethe design published ir{Benajiba et
al. 2009a)obtains 74% accuracyon the same dataset without any feature employed
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except the contextual feature, which we assume along with the lexical features in our

design.

7. We plan to build onemulti-classclassifierinstead of one per classas NNP could be
in any of the three classe (person, location and organization) If the word is not

found in the dictionaries then it will be competing with other classes.

8. We still need to work more on names that are in the person gazetteer kané not
person names. It is probablé we usecharacter N-gramsbuilt from the gazetteerswe
could get betterresultsby taking advantagecharacter patterns found in person names

9. The annotation scheme has an impact on the performancas has beenproved in
other research: IOB2 does not differentiate beten tokens in the middle of a NE and
at the end. Arabic proper nounsespecialy person nameshave some pattern in the

last names. Also, such considerations would be appropridi@ organization names.

10. We plan to work on modifying the HM-SVM algorithm so that it could modify the
previous words POS tag, based on the previous class as done with the MaxEnt

classifierin chapter 7.
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Appendix A

English POS Tagset

POSTag Description Example
CcC coordinating conjunction and

CD cardinal number 1, third

DT determiner the

EX existential there theras

FW foreign word d'houvre

IN preposition/subordinating conjunction | in, of, like

JJ adjective green

JIR adjective, comparative greener

JJS adjective, superlative greenest

LS list marker 1)

MD modal could, will
NN noun, singular or mass table

NNS noun plural tables

NNP proper noun, singular John

NNPS proper noun, plural Vikings

PDT predeterminer boththe boys
POS possessive ending friend's

PRP personal pronoun [, he, it
PRP$ possessive pronoun my, his

RB adverb however, usualy, naturally, here, well
RBR adverb, comparative better

RBS adverb, superlative best
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RP particle giveup
SYM Symbol
TO to togo,tohim
UH interjection uhhuhhuhh
VB verb, base form take
VBD verb, past tense took
VBG verb, gerund/present participle taking
VBN verb, past participle taken
VBP verb, sing. present, noi3d take
VBZ verb, 3rd person sing. present takes
WDT wh-determiner which
WP wh-pronoun who, what
WP$ possessive wipronoun whose
WRB wh-abverb where, when
# Pound sign
$ Dollar sign

Sentencefinal punctuation
, Comma

Colon, semicolon
( Left bracket character
) Right bracket character

Straight double quote

Left open single quote

Left open double quote

Right close single quote

Right close double quote
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Appendix B Arabic Collapsed Tagset

Tag Description

JJ Adjective

RB Adverb

CcC coordinating conjunction

DT determiner/demonstrative pronoun
FW foreign word

NN common noun, singular

NNS common noun, plural or dua
NNP proper noun, singular

NNPS proper roun, plural or dual

RP particle

VBP imperfect verb (present tense)
VBN passive verb

VBD perfect verb

UH interjection

PRP personal pronoun

PRP$ possessive personal pronoun
CD cardinal number

IN subordinating conjunction (FUNC_WORD) or preposition (PREP)
WP relative pronoun

WRB wh-adverb

punctuaion, token is , (PUNC)
punctuation, token is . (PUNC)
punctuation, token is : or other (PUNC)
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