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ABSTRACT

Whether present as a manufactured stabilised ceramic, or as an oxide layer on zirconium alloys, mechanical degradation in zirconia is influenced by the tetragonal to monoclinic phase transformation. Peridynamic theory was implemented within the Abaqus finite element framework to understand how the tetragonal to monoclinic phase transformation can itself cause fracture in zirconia. In 2D these simulations represent a single grain, transforming via an isometric dilational expansion, surrounded by a homogenous monoclinic oxide. The effect of transformation time, applied bi-axial pressure, and the fracture strain were assessed using the change in strain energy and the amount of damage in the oxide surrounding the transformed grain. Reducing the applied compressive stress or applying a tensile stress reduces the transformation strain energy. The introduction of a fracture strain leads to damage in the surrounding oxide region largely in the form of cracks, and reduces the transformation strain energy further by reducing the constraint on the transforming grain. The extent of the fracture, and reduction in constraint on the transformed grain, is more significant with the application of a biaxial tensile pressure.

1. Introduction

Whether used as an engineering ceramic, or present as an oxide layer grown thermally on zirconium alloys, zirconium dioxide demonstrates distinctive behaviours that centre on the tetragonal to monoclinic phase transformation. In either system the mechanisms for room temperature stabilisation, and potentially destabilisation, are the same. The addition of doping elements to manufactured zirconia has been shown to stabilise the tetragonal phase at room temperature (Duwez et al., 1951; Wang and Atkinson, 2011). A number of these elements are present as alloying elements in commercial zirconium alloys (Beck and Kaliba, 1991, 1990; Ghigna et al., 1999; Jiang et al., 1999; Li and Chen, 1994). Recent work using X-ray absorption near edge spectroscopy (XANES) (Hulme et
al., 2015), and density functional theory (DFT) (Bell et al., 2015), has indicated that solid solution tin incorporated into the oxide layer should be present in both Sn$^{2+}$ and Sn$^{4+}$ oxidation states. The reduction of tin in zirconium-niobium alloys has been shown to produce oxide layers with a lower tetragonal phase fraction (Frankel et al., 2013; Wei et al., 2013). A proposed theory behind this mechanism is that introducing a doping element with a lower valence state than Zr$^{4+}$ may stabilise the presence of oxygen vacancies, which in turn distort the lattice and make the tetragonal phase more energetically favourable (Fabris et al., 2002; Guo and Schober, 2004; Ho and Tuan, 2011; Shukla and Seal, 2005). As zirconium alloys oxidise entirely due to the inward migration of oxygen ions (Cox, 2005), there should be an increasing concentration of oxygen vacancies approaching the metal-oxide interface from the oxide surface (Cox and Pemsler, 1968; Na Ni et al., 2011; Yoo, 2001). This could be a contributing factor to the increased tetragonal phase fraction close to the metal-oxide interface (Petigny, 2000).

The tetragonal phase of zirconia has been proven to be stabilised by the application of compressive hydrostatic pressure (Garvie, 1978). Zirconia thin films can experience residual biaxial compressive stresses of the order of MPa to GPa, whether the material is applied as a coating (Scardi et al., 2004; Teixeira and Andritschky, 1999), or formed during thermal oxidation (Béchade et al., 2000; Jacquot et al., 1996; Petigny, 2000; P. Platt et al., 2015b; Polatidis et al., 2013; Preuss et al., 2011; Zhang et al., 2010). It is possible to destabilise the tetragonal phase by applying a tensile hydrostatic stress e.g. ahead of an advancing crack tip (Chevalier et al., 2009). In engineering ceramics this mechanism is referred to as transformation toughening because of the resulting retardation of crack growth by the tetragonal to monoclinic phase change and its associated increase in volume (Budiansky, 1983; Evans and Heuer, 1980; Kelly and Francis Rose, 2002). Oxides formed on zirconium alloys in autoclave and reactor undergo a transition and acceleration in the corrosion kinetics that has previously been linked with the formation of a network of lateral cracks close to the metal-oxide interface (Bossis et al., 2001; Polatidis et al., 2013; Yilmazbayhan et al., 2006).

Exposure of manufactured zirconia to moist environments up to ~400°C has been shown to cause the tetragonal phase to transform to monoclinic, this phenomenon is referred to as low temperature, or hydrothermal, degradation (Chevalier et al., 2009; Eichler et al., 2007; Guo and Schober, 2004; Shukla and Seal, 2005). These conditions are very similar to those experienced by oxidising zirconium alloys in nuclear reactors or autoclaves, and these oxide films also demonstrate a continuous reduction in tetragonal phase fraction and degradation in the protective character of the oxide layer (Petigny, 2000; P. Platt et al., 2015b; Polatidis et al., 2013; Preuss et al., 2011; Zhang et al., 2010). In both cases a key issue is the ingress of oxygen containing species. The tetragonal to monoclinic phase transformation is known to generate cracks (Chevalier et al., 2009; Kelly and Francis Rose, 2002), as a consequence of the ~6% volumetric expansion and ~16% shear strain upon transformation (Platt et al., 2014). Nano-scale cracks associated with this phase transformation have also been observed using transmission electron microscopy (TEM) in oxides formed on zirconium alloys (Bossis, 2002). In either scenario these cracks could create fast ingress routes for oxygen containing species, reducing the protective nature of the oxide film, or accelerating the rate of
hydrothermal degradation. A fundamental challenge then is in understanding exactly how this phase transformation leads to crack formation.

Whether the transformation occurs in sintered zirconia, or in the zirconia oxide layer grown on zirconium alloys, there are numerous factors that impact the extent of transformation induced fracture. Typically these factors occur simultaneously and make a systematic, quantitative experimental assessment highly challenging. As such, this research aims to improve understanding by applying the peridynamics approach in a simulated study of a single grain phase transformation induced fracture in zirconia.

Previously, finite element analysis has been used to simulate the tetragonal to monoclinic phase transformation (Platt et al., 2014). This work highlighted how relaxation of the in-plane biaxial compressive stress, or the application of a triaxial tensile stress, could destabilise the tetragonal phase. The volumetric expansion and shear strain associated with the transforming grain induced very high levels of stress in the surrounding oxide layer. However, these simulations did not include fracture. The result was that the transformation strain energy was artificially very high, and information on the likely crack formation was limited. Simulation of fracture in FEM is difficult due to the strong mesh dependence and requirement for crack branching criteria. XFEM offers improved results, but still has the problem that the use of classical partial differential equations leads to singularities at crack surfaces and tips (Beckmann et al., 2013). At a singularity, as the distance to the crack tip tends towards zero the mesh size must approach zero and the stress increase towards infinity. An alternative approach to the simulation of fracture proposed by Silling is that of peridynamics (Silling, 2000).

Peridynamics is a formulation of non-local solid mechanics theory that uses displacements, rather than spatial derivatives, to define the movement of nodes relative to one another (Kilic and Madenci, 2010a). By calculating the displacements of points connected within a defined cut-off distance known as the horizon, the peridynamics approach uses an integral formulation of a constitutive model (Beckmann et al., 2013). As such peridynamics does not lead to the formation of singularities, and shows much less mesh dependence than FEM, in the presence of defects such as cracks and voids. It also means the stress fields are, provided the mesh is adequately refined, both finite and convergent. However, in peridynamics the definition of material properties is dependent on a specific network of truss elements. As each node is connected to every other node within a defined horizon, there is a natural reduction in the number of connections constraining the nodes at the edge of a simulation. This reduction in constraint of the edge nodes effectively reduces the stiffness of this part of the network. This is typically corrected for by the appropriate application of boundary conditions and material properties.

The present work combines the peridynamics approach with finite element analysis to assess the tetragonal to monoclinic phase transformation in zirconium oxides. This includes factors affecting destabilisation, and prediction of the how the phase transformation can induce crack formation.
2. Model Construction

2.1 Peridynamics and Material Properties

The peridynamics method was implemented into the commercial FE code Abaqus as described in detail in (Beckmann et al., 2013). The explicit version was used to model the dynamics of the transformation and cracking. In peridynamics the material is represented by a series of material points (nodes in Abaqus). Mass elements were tied to each node and the material volume is dependent on the distance between material points, calculated with the bulk material density. In these simulations the nodes are connected by a network of truss elements which carry the force. This is done over a circular (2D) or spherical (3D) horizon (h). The horizon has been shown to give reasonable computation time for a horizon of 3 lattice or material point spaces and this is what was used here (Beckmann et al., 2013). The force carrying truss elements need to be tuned to give the correct bulk material elastic response. A sensitivity study has been carried out for the elastic modulus that was applied to the individual truss elements in order to generate a mesh that has an elastic modulus equivalent to that of zirconia (253 GPa) (P. Platt et al., 2015b). As this is a bond based 2D peridynamics simulation, equivalent to a pair potential method in the atomic scale method, the Poisson ratio is fixed as 1/3 (Beckmann et al., 2013).

In this work a square FE mesh was tied to the peridynamics mesh so that \( \varepsilon_{11}, \varepsilon_{22}, \) and \( \varepsilon_{12} \) strain components could be determined for the peridynamic truss network. The continuum elements to which the truss elements have been tied do not contribute towards the stress in the simulation. As such, negligible values have been assigned for the elastic modulus (\( E = 1 \times 10^6 \) MPa) of the continuum elements. Peridynamics distributes material mass only to the material points/nodes, as such the density of all of the elements has also been defined as a negligible value of \( 5 \times 10^{-10} \text{ g/cm}^3 \). The point masses applied to the nodes in the simulations generate an overall material density equivalent to that of zirconia (5.68 g/cm\(^3\)).

In order to incorporate damage into the model, a history dependent critical mechanical strain was applied to the truss element in the surrounding oxide region. Beyond this strain the bond will lose all stiffness for the remainder of the simulation. This critical strain is correlated with the strain energy release rate using equation 1, derived from the Griffith criteria for creating two new surfaces over the area of one whole horizon (Silling et al., 2007).

\[
S_0 = \sqrt{\frac{5\pi G_0}{9hE}}
\]  
(Eq. 1)

Where \( h \) is the horizon distance and \( G_0 \) is the total energy per unit crack surface necessary to totally separate two halves of a material (Kilic and Madenci, 2010b). \( S_0 \) is one of the primary factors under investigation. This study tested four critical fracture strains defined as 0.00711, 0.00553, 0.00395 and 0.00237, which gives fracture stresses of 1.8 GPa, 1.4 GPa, 1 GPa and 600 MPa. These values are
based on the fracture stresses and strains defined for manufactured stabilised zirconia (Eichler et al., 2007, 2004; Noguchi and Fujita, 1989), and values obtained for zirconia formed as an oxide layer on ZIRLO™ (Platt et al., 2016). After a truss element has reached \( S_0 \), and failed, the elastic modulus of the truss becomes negligible \( (E = 1 \times 10^6 \text{ MPa}) \). Here we used a zero order model of fracture, i.e. once \( S_0 \) is reached the truss reduces in stiffness without further strain.

2.2 Geometries and Boundary Conditions

The simulation presented includes a single zirconia grain surrounded by a homogenous oxide. The simulation includes a layer of continuum reduced integration elements overlaid by a network of truss elements which represents the peridynamics mesh. The geometry of the entire simulation is 16 \( \mu \text{m}^2 \), and the central grain has a diameter of 1.2 \( \mu \text{m} \) (Fig.1). Material point spacing was 0.1 \( \mu \text{m} \) and therefore the horizon was 0.3 \( \mu \text{m} \). A basic parametric study of the model size was carried out to define as large a model as possible relative to the size of the central grain, whilst balancing against available computing power. It is worth noting that the peridynamics formulation is neither plane strain or plane stress. Instead it is an approximation of a 3D model with a finite thickness based on the material point volume. Fig.2 shows a schematic of the central grain volume represented by the peridynamics and finite element simulations.

Symmetry boundary conditions have been applied to the first three rows of nodes on the bottom and left hand edges of simulation (Fig.3). These boundary conditions fully constrain displacement perpendicular to each edge face, but allow for displacement parallel to the edge face. This is done to ensure artificial edge effects are avoided (Beckmann et al., 2013). A range of stress states are possible in zirconia as an engineering ceramic, or as an oxide formed on zirconium alloys. A standard Abaqus FE simulation was used to calculate the nodal displacements necessary to induce the required bi-axial compressive and tensile stress states. These calculated displacements were applied to three rows of nodes on the remaining edges of the simulation, and displace the nodes perpendicular to the edge faces. By fixing one edge in place whilst displacing the opposite edge a global stress state can be induced across the simulation. After the application of these nodal displacements, symmetry boundary conditions are applied restricting movement in the direction perpendicular to each edge. This system of boundary conditions has been summarised in Fig.3, and allows for the representation of a single transforming grain in a much larger bulk material.

2.3 Phase Transformation

Volumetric Expansion

Previous FE analysis investigated a range of transformation variants which gave a volumetric expansion of \( \sim 6\% \) and a shear strain of \( \sim 16\% \), both of which are well within the ranges defined in literature (Bailey, 1964; Budiansky, 1983; Heuer and Rühle, 1985; Qingping et al., 1990; Stam et al.,
1994). The impact of variant selection and anisotropic material properties are not the main focus of this work, therefore for simplicity, the phase transformation has been simulated as a dilatational volumetric expansion. This is implemented via the hydrostatic strain, calculated from the strain tensors defined in (Platt et al., 2014), and shown in equation 2. The phase transformation has been represented as a volumetric or dilatational expansion via the expansion of a central set of truss elements (Fig.1). Each truss element within this central region increases in length by 0.019 (1.9%) in line with the hydrostatic strain defined in Eq.2 and the calculated strain tensors in (Platt et al., 2014). It should be noted that expansion strains were not been applied to the continuum mesh. The continuum mesh is tied to the truss mesh only as a means of mapping the strains.

\[
\varepsilon_{(100)m}^{(100)} = \begin{bmatrix}
0.0013 & 0 & 0.08125 \\
0 & 0.02647 & 0 \\
0.08125 & 0 & 0.02924
\end{bmatrix} = \begin{bmatrix}
0.019 & 0 & 0 \\
0 & 0.019 & 0 \\
0 & 0 & 0.019
\end{bmatrix}
\]  
(Eq. 2)

**Phase Transformation Rate**

Of particular interest in this work is the impact of the phase transformation rate on fracture behaviour. An upper limit for this is based on the speed of sound in zirconia, which can be defined using equation 3 (Fukuhara and Yamauchi, 1993).

\[
c_z = \frac{G_z}{\sqrt{\rho_z}} = \sqrt{\frac{83000}{5.68 \times 10^{-9}}}
\]  
(Eq. 3)

Where \( c_z \) is the speed of sound in zirconia, \( G_z \) is the shear modulus for zirconia (Chan et al., 1991), and \( \rho_z \) is the density of zirconia (Chan et al., 1991). All values were taken for polycrystalline material, and an assumption is made that these values are similar to that of single crystal zirconia. This gives a speed of sound in bulk zirconia of 3.82 \( \times 10^6 \) mm s\(^{-1}\). Assuming transformation of the grain begins in the centre and expands outwards, the upper limit for the time taken for the entire grain to transform can be calculated by the radius of the grain (~0.6 \( \times 10^{-3} \) mm) divided by the speed of sound in zirconia (3.82 \( \times 10^6 \) mm s\(^{-1}\)), giving a total transformation time of 1.6 \( \times 10^{-10} \) s. Although researchers often define the martensitic transformation as being close to the speed of sound (Deville et al., 2004), this is very difficult to measure experimentally. It has even been suggested that martensitic transformations might occur at closer to around one third the speed of sound (Wolten, 1963).

Implementing this into the peridynamics simulation involved increasing the length of the truss elements up to a maximum over the period of the transformation time to simulate the isotropic expansion of the tetragonal grain. It should be made clear that the expansion is applied continually to all of the truss elements in the central region, i.e. the transformation does not initiate at the centre and then spread through the grain. A parametric study was carried out to analyse a range of transformation times from 5 \( \times 10^{-11} \) s to 3.4 \( \times 10^{-9} \) s. The total simulation run time was 2 \( \times 10^{-8} \) s, meaning that the damage recorded includes any continuation of damage after the phase transformation has completed. However, qualitative assessments indicated that any additional fracture was negligible for almost all of the transformation times. The stable time increment was calculated using the von Neumann stability criterion and the time increment was fixed as 1 \( \times 10^{-12} \) s.
2.4 Transformation energy

When a tetragonal zirconia grain transforms into the monoclinic phase there is a change in the energy associated with the grain. This change in total free energy can be described using the following relationship (Eq.4):

\[ \Delta W = \Delta G_c + \Delta U_{\text{STRAIN}} + \Delta U_{\text{SURFACE}} \]  

(Eq. 4)

where \( \Delta W \) is the change in total free energy, \( \Delta U_{\text{STRAIN}} \) is the change in elastic strain energy and \( \Delta U_{\text{SURFACE}} \) is the change in surface energy (including phase interfaces and crack surfaces). \( \Delta G_c \) is the change in chemical free energy when transforming from an unstable parent phase to a stable product phase. Both the surface and strain energies are positive whilst the chemical energy is negative. The change in total free energy must be negative for the transformation to proceed (Chevalier et al., 2009; Kelly and Francis Rose, 2002; Platt et al., 2014).

3. Simulation Results & Discussion

3.1 Transformation strain energy

Using the continuum element mesh tied to the truss mesh it was possible to map the strains present in the simulation. Fig.4 shows the \( \varepsilon_{11} \) and \( \varepsilon_{22} \) components mapped by the continuum mesh for the central transformed grain, with no external applied pressure and no fracture of the surrounding truss elements. By isolating those continuum elements pinned to the truss representation of the transforming grain it is possible to define the change in strain energy as a result of the phase transformation. For a given continuum element each strain component was determined by subtracting the recorded strain after the transformation from the strain that would occur if it had been allowed to fully expand without constraint. Here the strain energy of a single element can then be calculated as follows for a plane strain formulation.

\[ U_{\text{STRAIN}} = \left( \frac{\nu G}{1 - 2\nu} \right) \left( \varepsilon_{11}^2 + \varepsilon_{22}^2 \right) + G(\varepsilon_{11}^2 + \varepsilon_{22}^2) + 2G\varepsilon_{12}^2 \right) A \]  

(Eq. 5)

where \( \varepsilon_{11}, \varepsilon_{22}, \) and \( \varepsilon_{12} \) are the strain components, \( A \) is the area of the grain after transformation, and \( G \) is the shear modulus. This method is similar to that of the Eshelby sequence used to calculate the elastic field associated with an ellipsoid inclusion (Eshelby, 1957; Kelly and Francis Rose, 2002). To test this approach a comparison was made with a 2D plane strain standard FE simulation, containing only continuum elements, whereby the central continuum elements are expanding directly to simulate the dilatational phase transformation.
Fig. 5 shows a comparison of the strain energies extracted directly from a standard Abaqus FE simulation, calculated based on the FE strains, and calculated from the strain in the peridynamic simulations. Each point represents a separate simulation, and in each case fracture is not permissible. The strains are defined for the peridynamic simulations via a continuum mesh (zero mass and negligible stiffness) to which the load bearing truss element peridynamic network has been pinned. It can be seen that the calculated FE strain energies compare very well with those extracted directly from Abaqus. This gives a great deal of confidence in the application of equation 5. The calculated strain energies for the peridynamics simulations demonstrate a very similar trend to that of the FE simulations, but with an overall reduction of ~12%. This difference is due to the reduced density of expanding truss elements at the interface. Fig. 6 shows the central truss elements overlaid onto the continuum elements, it can be seen that there are fewer truss elements that will expand at the edge of the central region when compared with the centre.

For clarity, all subsequent results relate to the peridynamics simulations. Fig. 7 shows the change in strain energy of the transformed grain for different transformation times, with a fracture strain of 0.0024 and no applied pressure. Each point represents a separate simulation. Although there is some scatter, the results show that below ~0.5 x 10^{-9} s the transformation strain energy drops significantly. This difference in the strain energy with regards to transformation time can be explained by the impact on the fracture behaviour. Fig. 8 compares simulations carried out for transformation times of 1 x 10^{-10} s and 1 x 10^{-9} s. The truss elements that have been fractured are shown as red, those that remain functional and load bearing are shown in blue. The reduced transformation time has significantly increased the number of fractured truss elements. An initial study of change in strain energy for a transformation time of 1 x 10^{-10} s, under different applied pressures, gave highly inconsistent and scattered results. Using this as a sensitivity study a transformation time of 1 x 10^{-9} s was used for all subsequent simulations.

Fig. 9 shows the change in strain energy for different values of applied biaxial compressive stress, a transformation time of 1 x 10^{-9} s, and based on fracture strains of 0.0024, 0.004, 0.0055, and 0.0071. This figure also includes the change in strain energy defined for simulations in which fracture is not permissible. In Fig. 9 this data is referenced as “NoFrac.”, however, it should be noted that this is the same data referenced as “Peri-Calc.” in a comparison with standard Abaqus FE simulations in Fig. 5.

Fig. 9 demonstrates a general reduction in the change in strain energy with decreasing compressive stress, or increasing tensile stress. Also, where fracture is not permissible the relationship between the change in strain energy and applied pressure is very close to linear (Platt et al., 2014). This also appears to be the case when fracture is allowed and the stress state is strongly compressive. Under a strong compressive stress the magnitude of the stress state has a greater impact on transformation strain energy than the fracture strain. For an applied compressive stress of 1 GPa, reducing the fracture strain from 0.0071 to 0.0024 (a difference of 0.0047) only results in a 5 μJ (~14%) reduction in ΔU_{STRAIN}. This is equivalent to reducing the applied biaxial compressive stress by 200-400 MPa, depending upon the fracture strain. Although there appears to be some deviation from linear at low...
levels of compressive stress, the impact of the fracture strain becomes more significant as the applied stress becomes tensile.

3.2 Damage Analysis

The damage fraction was assessed in these peridynamic simulations by taking the number of fractured truss elements and dividing this by the total number of truss elements in the oxide surrounding the central grain. This gave the damage fraction for the simulation as a whole. Fig.10 shows this damage fraction plotted against applied pressure for a transformation time of $1 \times 10^{-3}$ s. As with the change in strain energy, there is a much greater effect from applying a bi-axial tensile stress than there is when the stress is bi-axial and compressive. Comparing Fig.9 and Fig.10 it appears that there is a strong link between the change in strain energy and the extent of the damage to the surrounding oxide layer. The reason for this is that the increased fracture has reduced the constraint on the transformed grain, and therefore, the change in strain energy is reduced.

Fig.11 is a composite image, showing the maximum in-plane principal strain for the central transformed grain, imposed onto an image of the fractured truss elements in the surrounding oxide for a fracture strain of 0.004, with no applied external stress. Those regions of greatest strain in the central grain correspond well with those regions of the surrounding oxide that have experienced the most damage. Here, the greater strain is evidence of a reduction in constraint, corresponding to a lower change in strain energy. Much of the damage here effectively represents crack formation. However, the link between the damage fraction and the change in strain energy is not exact. From Fig.9 it can be seen that simulations with an applied bi-axial tensile stress of 350 MPa and fracture strains of 0.004 and 0.0055 have very similar values of $\Delta U$. However, Fig.10 shows that those same simulations have quite different damage fractions. The implication is that after a certain amount of fracture, further damage has a negligible impact on the transforming grain.

Fig.12 shows an array of fracture patterns for applied stresses of 300 MPa (tensile) to 1GPa (compressive), and for fracture strains from 0.0024 to 0.0071. This gives a visual representation of the damage shown in Fig.10, and provides insight into the way in which damage is occurring. Comparing the output for fracture strains of 0.004 and 0.0024, under an applied tensile stress of 300 MPa, there is a large difference in the damage fraction (Fig.10). Fig.12 illustrates that this is because the simulation has developed a second set of well-developed cracks. For all of the fracture strains studied, under an applied compressive stress of 1 GPa, damage is not represented by well-defined cracks but areas of failed truss elements. Although the damage fraction under this applied pressure is low (Fig.10), the failure of these truss elements has a large impact on the transformation strain energy (Fig.9).

The aim of applying a bi-axial tensile stress was to partly simulate the region ahead of an advancing crack tip. In oxides formed on zirconium alloys cracks are known to form parallel and close to the metal oxide interface (N. Ni et al., 2011; P Platt et al., 2015; P. Platt et al., 2015a), and perpendicular to the metal-oxide interface at higher temperatures (Omar et al., 2015; Parry et al., 2013). In both...
cases these cracks are linked with a significant reduction in the protective capacity of the oxide layer. If the advancing crack tip causes the phase transformation then the additional cracking could provide fast ingress routes for oxygen containing species (Bossis, 2002). In this situation, phase transformation induced fracture has been demonstrated using TEM (Ni et al., 2010). This fracture is said to be strongly linked with nano-pores formed along grain boundaries, which would correlate with an effective reduction in the fracture strength of the oxide surrounding a transforming grain. In manufactured zirconia coatings, the tetragonal to monoclinic phase transformation is known to arrest cracks due to the dilatational expansion (Chevalier et al., 2009). However, it has also been linked to the problem of crack micro-branching (Kirchner and Gruver, 1981; Nono, 2005), and is a significant problem associated with hydro-thermal degradation (Gaillard et al., 2008; Keuper et al., 2013).

3.3 Chemical and Surface Energies

Fracture strains of 0.00237, 0.00395, 0.00553 and 0.00711 can be correlated with Equation 1 to give \( G_0 \) (the total energy per unit crack surface necessary to totally separate two halves of a material) [41]. These fracture strains therefore correlate with values for \( G_0 \) of 0.24 J/m\(^2\), 0.68 J/m\(^2\), 1.32 J/m\(^2\) and 2.2 J/m\(^2\). An important note here is the definition of \( G_0 \), which rather than directly corresponding with any surface energy density is more representative of the difference between the surface energy density of a crack face and the energy densities of any pre-existing interfaces and surfaces such as grain boundaries or defects. The fracture strain or strength of a material is dependent upon the density and size of pre-existing cracks and defects. As a continuum simulation, well above the microscopic scale of defects, the only way that this formulation of peridynamics could incorporate an increased defect density is to reduce \( S_0 \) and concurrently \( G_0 \).

Garvie et al. have indicated that interfacial energies for monoclinic zirconia are not negligible, with coherent interfacial energy densities of 0.29 J/m\(^2\) and partial interfacial energy densities of 0.73 J/m\(^2\) [19]. Literature gives a mixed range of values for the free surface energy density of monoclinic tetragonal zirconia. Garvie et al. calculated a value of \( \gamma_m = 1.17 \) J/m\(^2\) for monoclinic zirconia at RT [58], which was refined based on experimental data by Shukla et al. to give a value of \( \gamma_m = 0.98 \) J/m\(^2\) [10]. However, Christensen et al. used DFT simulations to define ranges of between \( \gamma_m = 1.25 \) J/m\(^2\) and 2.5 J/m\(^2\) depending on the crystallographic plane of the monoclinic phase [59]. Although there is a large amount of variation in the free surface energies provided by literature, they do indicate that the higher fracture strain simulations, with \( G_0 \) values of 1.32 J/m\(^2\) and 2.2 J/m\(^2\), better represent microstructures with very few or no grain boundaries and defects in the surrounding oxide. This is more comparable with the fracture strains and stresses obtained applying DIC to thin oxide layers on ZIRLO\textsuperscript{TM} with smaller grains and defects (Platt et al., 2016), rather than those defined for manufactured stabilised zirconia containing larger grains and defects (Eichler et al., 2007, 2004; Noguchi and Fujita, 1989).

Garvie et al. also provided an equation to define the chemical free energy change (\( \Delta G_C \)) with regards to temperature as \(-285 \times 10^6 \left(1 - \frac{T}{1448}\right)\), where \( T \) is the temperature in Kelvin (Garvie and Swain,
1985). For these simulations, under no applied pressures at temperature of RT, 300°C and 900°C this gives values for $\Delta G_C$ of -26.1 pJ, -19.8 pJ, and -6.2 pJ. These values are much greater than those of $\Delta U_{\text{STRAIN}}$ and $\Delta U_{\text{SURFACE}}$ discussed in this manuscript, and as such it appears that the transformation should occur regardless of the applied load or fracture behaviour. $\Delta G_C$ could be reduced significantly by the introduction of oxygen vacancies (Shukla and Seal, 2005), either by doping elements (Li and Chen, 1994), or as a product of the oxidation of zirconium alloys (Ni et al., 2012). However, these results indicate that factors modifying the chemical free energy change could have the greatest impact on whether the phase transforms or not.

### 3.4 Development & Validation

This study used a non-local continuum method for the simulation of the tetragonal to monoclinic phase transformation in zirconia. The results demonstrate the impact of fracture on the transformation strain energy under a range of applied pressures, and fracture strains. However, at the present level there are a number of limitations and simplifications that need to be considered. The two-dimensional nature of the simulation will artificially reduce the overall transformation strain energy as there is no constraint against expansion in the out-of-plane direction. Another necessary simplification was the removal of the shear component. This will reduce both the transformation strain energy and the localised strains, thereby fracture, and make a study of the twinning phenomena impossible (Platt et al., 2014). Future developments of this simulation need to include three-dimensional configurations, shear components and twinning. A previous peridynamics study on brittle solids has shown that it is now possible to create fully polycrystalline models of oxides incorporating texture effects. The model developed here produced predictions of the reductions in strain energy, with respect to applied stress and fracture strain for single grains. This information could be further used to calibrate polycrystalline approaches that may be able to capture full fracture behaviour (Ghajari et al., 2014).

The challenge of carrying out this research experimentally provides some justification to the use of simulation, but it also limits validation of the results. There is significant evidence for cracking that results from the tetragonal to monoclinic phase transformation in sintered zirconia. Typically, the tetragonal to monoclinic phase transformation causes undoped specimens to crumble during cooling, unless the grain size is nano-scale (Namavar, 2007). FIB-SEM has shown that the tetragonal to monoclinic phase transformation causes extensive fracture, particularly along grain boundaries, as a consequence of hydro-thermal degradation (Gaillard et al., 2008; Keuper et al., 2013). Cracking is also apparent when using TEM to study the phase transformation in oxides formed during the oxidation of zirconium alloys (Bailey, 1964; Bossis, 2002; Ni et al., 2010). This gives qualitative validation that cracks form under certain conditions.

From literature the phase transformation induced fracture does not appear to be as extensive in oxides formed on zirconium alloys, when compared with manufactured zirconia ceramics. Studies have correlated increased tetragonal phase fraction with the increased compressive stress in the oxide layer (Frankel et al., 2013; Polatidis et al., 2013). This compressive stress could also be the
reason that phase transformation induced fracture is much less extensive in oxides formed on zirconium alloys. The combination of macro-scale compressive stresses, with a dual-phase anisotropic microstructure should lead to strong variations in micro-scale stresses in the oxide which could impact phase stability and fracture (Berdin et al., 2015). The macro-scale compressive stress, micro-scale stress concentrations, grain boundary porosity, and lateral crack distributions through the oxide layer all vary depending on the thickness of the oxide & oxidation time relative to the transition points in the oxidation kinetics (Berdin et al., 2015; N. Ni et al., 2011; Ni et al., 2010; P Platt et al., 2015; P. Platt et al., 2015b; Polatidis et al., 2013; Swan et al., 2016). Given the range of simultaneously occurring factors in either of these material degradation scenarios attributing one experimental outcome to a specific input can be misleading.

4. Conclusions

Peridynamics has been used to analyse the effect of fracture strain and applied stress on the fracture resulting from the tetragonal to monoclinic phase transformation in zirconium dioxide for a single grain. In the absence of any fracture, reducing the applied biaxial compressive stress, or increasing an applied biaxial tensile stress, reduced the change in strain energy ($\Delta U_{\text{STRAIN}}$) associated with the phase transformation. This effect was enhanced with the introduction of fracture. Reducing the fracture strain increased the amount of damage, reducing the constraint on the grain and thereby reduced $\Delta U_{\text{STRAIN}}$. The relationship between $\Delta U_{\text{STRAIN}}$ and the applied stress state was close to linear under a strong compressive stress. The reduction in $\Delta U_{\text{STRAIN}}$ became more significant as the stress state approached zero and became tensile. Under applied biaxial tensile stress the simulations demonstrated a significant increase in the damage fraction in the surrounding oxide region. The results from this systematic study could be used to further calibrate a polycrystalline peridynamics model to predict fracture in oxides.
Figures

Figure 1: Images of the single grain. A illustrates the full model; and B shows the detail of the truss element mesh.

Figure 2: Schematic of the central grain volume described by the peridynamics and finite element simulations.
Figure 3: Schematic demonstrating the model’s boundary conditions and load application.

Figure 4: (A) $\varepsilon_{11}$ and (B) $\varepsilon_{22}$ components mapped by the continuum FE mesh for the central transformed grain, with no applied pressure and no fracture of the surrounding truss elements.
Figure 5: Comparison of the strain energies for the transforming grain; extracted directly from Abaqus (FE-ELSE), calculated from the FE strain results (FE-Calc.) and calculated from the strains defined in the peridynamics simulations (Peri.-Calc.).

Figure 6: Central truss elements overlaid onto the central continuum elements.
Figure 7: The impact of transformation time on the change in strain energy.

Figure 8: Illustrations of the fracture profiles for transformation times of $1 \times 10^{-10}$ s (A) and $1 \times 10^{-9}$ s (B), with a fracture strain of 0.0024 and no applied pressure. (Note red indicates failed bonds).
Figure 9: The change in strain energy for different applied bi-axial stress states, with a transformation time of $1 \times 10^{-9}$ s, across a range of fracture strains.

Figure 10: Fraction of broken truss elements in the surrounding oxide region for different applied bi-axial stress states, with a transformation time of $1 \times 10^{-9}$ s, across a range of fracture strains.
Figure 11: A composite image showing the maximum principal strain of the central grain (continuum elements) imposed on to fractured truss elements in the surrounding oxide region.

Figure 12: Array of fracture patterns for a range of different applied stresses and fracture strains.
Appendix

Verification Problem Definition

To verify the implementation of peridynamics within the Abaqus FE framework a test case was analysed. The problem selected was an elastically loaded 2D plane strain plate containing a circular hole, as this exhibits both shear and normal stress. The simulation was a static load case where one side of the plate was fixed ($u_1 = 0$) and the other has the uni-axial tensile stress applied. Three approaches were assessed; FE, peridynamics, and analytical.

The plate dimensions and stress sampling paths can be found in Figure A1. The elastic stress concentration for this problem is slightly greater than 3. As a plane strain case the thickness is effectively infinite compared with the size of the hole. For both the FE and peridynamic simulations the hole was meshed with sufficient resolution to capture the hole curvature. The peridynamic simulation has the load and the fixed boundary conditions applied for a distance of two horizons into the material to avoid loading material surface effect. This model was created by converting a regular FE grid to a peridynamic mesh and then cutting a hole from the specimen. More details can be found in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Finite Element</th>
<th>Peridynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plate width</td>
<td>2m</td>
<td>1m</td>
</tr>
<tr>
<td>Inter-nodal spacing</td>
<td>0.001m</td>
<td>0.001m</td>
</tr>
<tr>
<td>Hole radius</td>
<td>0.05m</td>
<td>0.05m</td>
</tr>
<tr>
<td>Extension Load</td>
<td>10KPa</td>
<td>10KPa</td>
</tr>
<tr>
<td>Poisson's ratio</td>
<td>0.33</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Verification Problem Results

Figures A2 & A3 plot the stress values found from post-processing the peridynamics simulation with the stress values found in the FE simulation, and those provided from an analytical solution. The stress is calculated in a similar manner to that in atomic scale simulations and details are given in (Zhou, 2003). Figure A2 provides $\sigma_{xx}$ and Figure A3 provides $\sigma_{yy}$. On the legends, the Y values (red) refer to the vertical profile defined by the red line in Figure A1, and the X values (blue) refer to the horizontal profile defined by the blue line in Figure A1. Based on these profiles and Figures A2 & A3, the peridynamic simulations give stress values within 5% of the values provided by the FE simulations. Typically the peridynamic simulations slightly over-predict the stress when compared with the FE results.

The over-prediction of the stress is most apparent at the edge of the hole. Figure A4 plots $\sigma_{xy}$ taken from the circumference 1mm from the hole centre (the hole edge) and from a circumference 3mm from the hole centre (2mm from the hole edge). Although the results at the edge of the hole are not well correlated, it can be seen that the stress distributions are themselves are consistent.
Figure A1: Schematic showing hole in a plate problem. The plate size is in units of length over the hole size (a/r). Paths from which the stresses are extracted include: red for y direction (vertical line), blue for the x direction (horizontal), and the circumferential lines indicating paths where the shear stress is sampled.

Figure A2: Plate with a hole $\sigma_{xx}$ stress component in the x and y directions for analytical, FE and peridynamics plane strain.
Figure A3: Plate with a hole $\sigma_{yy}$ stress component in the x and y directions for analytical, FE and peridynamics plane strain.

Figure A4: Plate with a hole $\sigma_{xy}$ stress component following paths parallel to the hole edge at 1mm from the hole edge ($1.4a/r$) and 3mm from the hole edge ($2.2a/r$) for analytical, FE and peridynamics.

References


25