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Abstract. A texture enhanced spectral analysis framework is proposed for classifying hyperspectral images of plants of different conditions. Differentiating different plant conditions is important to precision agriculture as it helps detect diseases and stresses and optimise growth control. Advanced machine learning techniques are used to identify distinctive features in the spectral domain of hyperspectral images. In addition, texture properties are explored in the sub-band images. The framework integrates these two levels of properties at both feature extraction and classifying decision stages. The main crux of the work lies in the use of the significant spectral and texture features and a decision fusion mechanism to enhance the image properties, thus improving classification accuracy. Two hyperspectral datasets, originated from proximal hyperspectral systems, were used in the evaluation and significant improvements in classification accuracy achieved.
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1. Introduction

The number of imaging modalities has increased with the evolution of imaging technology [1]. Hyperspectral imaging is one of these modalities that has triggered a considerable amount of interest in exploring innovative research missions [2]. It can be considered to be a natural extension of multispectral imaging in terms of individual bandwidth and spectrum range. Hyperspectral imaging usually senses a wider range of the spectrum with a large number (i.e. hundreds) of detailed narrow bands. Images in this emerging imaging branch may be captured using one of the following four configurations: point, area, line, and single shot scanning [3, 4]. Hyperspectral imaging has been utilised in several applications such as remote sensing, agriculture, military and mineralogy [5].

The characteristics of spectral (i.e. function of electromagnetic spectrum) and texture (i.e. function of inter-pixel intensity) information are the fundamental properties of hyperspectral images. Each pixel is represented by a unique spectral signature in the former, containing reflectance, absorbance, or transmittance at each wavelength. Moreover, the electromagnetic coverage of this signature can cover single or several spectrum regions (e.g. visible, infrared, microwave, etc.) [6]. The resolution of the spectral information is defined by the ability of the system to distinguish between two adjacent spectral bands. On the other hand, the spatial resolution (i.e. the clarity of the image) is determined by the smallest detected pixel in the latter. Dark pixels represent low intensity values, whilst bright pixels represent high intensity values.

Hyperspectral imaging has attracted scientific interests from various disciplines and a tremendous increment in developing hyperspectral-based analysis techniques has been noticed [7]. Several image analysis approaches have been proposed in recent years, for instance spectral, texture, and spectral-texture based, and used for analysing hyperspectral images. In spectral analysis approach, several hyperspectral-based indices have been proposed and developed to study plant properties, types, and conditions for agriculture and geosensing applications. The normalised difference vegetation index (NDVI) is a popular example of these indices and it is widely used in both proximal and remote sensing to describe vegetation health as well as density. Moreover, other indices such as simple ratio, normalised difference, and modified indices have been introduced to detect certain plant health and stress levels through the content of leaf pigments, especially green pigment (i.e. chlorophyll) [8, 9]. In addition, several exiting and new indices have been introduced to identify and detect plant diseases [10, 11].

Selecting the most informative subspace of the datasets is another useful approach in spectral analysis. The selection process is a crucial step for hyperspectral systems because a large amount of data is being generated using said systems [5]. Feature selection techniques tend to be a good option for selecting relevant spectral subspaces or subsets for the investigated problem. It is “a process that chooses an optimal subset of features according to a certain criterion” [12]. Usually, independent (i.e. using data characteristics) and dependent (i.e. using learning algorithms) criteria are used to evaluate the goodness of the selected subspace [12]. Finding the best informative subspace may not only lead to a better utilisation of data storage, but also improve classification performance and reduce computational complexity [13]. Our previous study reported better classification performance on the use of a systematic spectral selection over those of using empirical indices [14].

Texture analysis is another common image analysis technique where adjacent pixels and their intensities are analysed or modelled to gain insightful information about surface properties of the image [15]. Several texture analysis techniques have been existed in the literature such as statistical, structural, transform-based, and model-based [16]. These techniques have similar aims but different methodologies. In other words, each technique has a unique form to investigate the texture, and thus determine its properties.

Spectral-texture analysis approach has been introduced to take advantage of both spectral and texture analysis approaches - i.e. using different perspectives to analyse and investigate the problem. Previously, the spectral-based approaches were only utilised without considering the texture-based ones in the analysis due to the assumption that spectral features contain enough information and the mixing issue in moderate spatial resolution images [17, 18]. Recently, the ability of various imaging systems to acquire high spatial resolution images have been improved, thus easing the mixing issue. However, increased spatial resolution may result in increased spectral variability within a class but decreased variability between classes [18, 19]. Currently, several studies highlighted the importance of incorporating spectral and texture features and the effect of the combined features on classification accuracy [17, 18].

Recently, there has been a surge of interest in feature and decision fusion to improve the classification performance of hyperspectral datasets. On the one hand, feature fusion is used to combine the best discriminative data properties from single or multiple sources, thus improving local predictive performance. Several methods can be employed to fuse features
such as simple concatenation and softmax regression [20, 21]. On the other hand, the goal of decision fusion is about improving overall classification performance through combining all local decisions under one centralised rule. Hard and soft fusion are the main examples of decision fusion. Weighted or unweighted majority voting and mean are examples of the former, whilst posterior probabilities, linear and logarithmic opinion pool are examples of soft decision fusion [22].

This work focuses on using different analysis approaches and combining them under a centralised decision to classify plant stress and disease conditions. Classification performance of the combined decisions is then compared to those using selected wavelengths, selected texture parameters, and selected wavelength-texture parameters. The texture properties of the images in this work have been estimated using Markov random field (MRF), whilst the correlation-based feature selection (CFS) was used for the selection purposes. The MRF is one of the most powerful models for texture description and has been utilised in several applications [23]. For feature selection, CFS was chosen due to its capability to eliminate redundant features, applicability over a wide range of applications, and positive ability in classification performance. The dominant features form each domain were then selected and fused for classification. The datasets studied were captured in controlled environments, i.e. in dark chamber or room with constant light source, to prevent noises and make the illumination and measurement conditions reproducible.

The main contribution of this work lies in introducing a framework that unifies the performance of several properties under one decision to improve the overall performance. This framework consists of two stages: feature and decision fusions. The first stage, including selection, is based on our previous work introduced in [2, 24], while the goal of the second stage is to fuse texture features based on selected spectral bands (selected fusion). A scheme of boosting weak spectral features from textural information is also considered in the second fusion stage. In addition, conventional and one-class support vector machines (SVMs) are used for classification for a comparison. One-class SVM is found to be more suitable for unbalanced data cases, especially when data of one class (abnormal) is missing. Although the datasets used in this study were all captured in the laboratory conditions, the methodology can be applied to field environments when suitable enclosure can be applied to hyperspectral cameras (e.g. portable systems) to reduce noise.

The remainder of this paper is organised as follows. The background is reviewed in Section 2. Section 3 presents the materials and the proposed framework, including the description of the hyperspectral systems and the datasets. The experimental results and discussions are given in Sections 4 and 5 respectively, followed by concluding remarks in Section 6.

2. Background

This section outlines the machine learning and texture analysis techniques relevant to this work. It is divided into four sub-sections, starting with a description of feature selection, an overview of texture analysis, followed by an introduction of classifiers and an explanation of feature and decision fusions.

2.1. Feature Selection

The process of retaining relevant subset of features to the problem investigated and eliminating redundant and irrelevant features is termed as “feature selection” [12, 25, 26]. Feature selection can not only reduce the dimensionality of the dataset (e.g. hyperspectral images), but also can gain better classification performance. Several feature selection algorithms have been proposed in the literature and a good number of them have been reviewed in [27]. Feature selection methods are generally classified, based on the evaluation criteria, into three models: filter, wrapper, and embedded [12, 25, 26]. The main differences of these models are: the use of a mining algorithm in subspace evaluation (in wrapper and embedded), computational time required (filter model is the shortest), and ease of implementation (e.g. wrapper and embedded are easy to implement). The primary goal of all of these models is to maximise a evaluation criterion \( J(.) \), thus defining a relevant subset of the features. This can be formulated as:

\[
J(S_i) \leq J(S_o), \forall S_i, S_o \subseteq X, i = 1, 2, ..., n
\]

where \( S_o \) denotes the optimal subset, \( S_i \) represents the \( i-th \) subset of \( n \) total subsets generated in the process of feature selection, and \( X \) denotes a specific dataset.

In this study, we employed a correlation-based feature selection algorithm (filter based) for the following reasons: 1) good ability in eliminating redundant features, 2) no predefined stopping criterion is needed, 3) applicable in a wide range of applications, and 4) easy to implement [28]. The concept of information theory (i.e. Shannon’s entropy \( H(x) \) and information gain \( I(x, y) \)) is used in this algorithm to measure the correlation instead of using simple correlation such as Pearson’s. In addition, the information-based symmetrical uncertainty (SU) is used to measure average feature-to-class \( (r_{cj}) \) and average feature-to-feature \( (r_{ff}) \) correlations in order to minimise the information gain bias introduced to
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the features [28]. Shannon’s entropy, information gain, symmetrical uncertainty, and the evaluation criterion of CFS are expressed as:

\[ H(x) = - \sum_{j=1}^{m} P(x_j) \log_2 P(x_j) \]  

(2)

\[ I(x,y) = H(x) - H(x|y) \]  

(3)

\[ SU = \frac{I(x,y)}{H(x) + H(y)} \]  

(4)

\[ Merit_s = \frac{N_{rf}}{N + (N + N(N-1))_{rf}} \]  

(5)

where \( N \) represents the total number of features and \( Merit_s \) denotes the heuristic evaluation criterion that determines the significant features, and process stops if no improvement is achieved after five consecutive iterations. Note that the entire spectral signature (of \( N \) wavelengths) is used to select a relevant subset of wavelengths.

2.2. Texture Analysis

Texture contains useful information about pixels structural arrangement and their relationship [15]. Extracting textural features from original texture image is essential for applications. Texture analysis techniques can be broadly categorised into statistical, structural, transform-based, and model-based [16]. The first technique uses the distribution of grey levels to describe the properties of texture and the co-occurrence matrix is a common example of this category. The second technique employs simple texture properties such as lines and edges to describe regular textures. The third technique transforms texture into another domain and then uses the transformed characteristics to describe the properties of the texture. 2-D Fourier transform and wavelet transform are two examples of this category. The last technique uses models and estimated parameters of the models to define texture properties. Markov random field (MRF) is a widely used example in this category.

Texture analysis has been employed in various applications such as pattern recognition and image segmentation [29, 30, 31]. Security screening, personal identification, and automated immigration control are examples, in which texture analysis is used to extract unique iris signatures. Analysis of texture has also been used as a post-processing technique to enhance the representation and thus improve classification performance.

MRF, a model-based technique, is used in this study to analyse texture. It is a natural extension of Markov chain model [32]. The corresponding intensities of neighbouring pixels are used to generate a probabilistic model. It is also regarded as an undirected graph model and it is more natural for modelling textures [33]. The structure of neighbouring pixels is used to define the order of MRF as shown in Figure 1 and it can be represented by the sum of local interactions \( V \). The local interactions of the first MRF order can be expressed as:

\[ V = \beta_0 + \beta_1(x_{i,j-1} + x_{i,j+1}) + \beta_2(x_{i-1,j} + x_{i+1,j}) \]  

(6)

where \( V \) denotes the local interaction sum and \( \{\beta_0, \beta_1, \beta_2\} \) are the MRF parameters. An MRF is said to be isotropic, if the perpendicular parameters for a specific order are the same, and anisotropic if the parameters are different. Positive parameters govern clustering of pixel intensities in a specific direction (e.g. \( \beta_1 \) in horizontal and \( \beta_2 \) in vertical directions) while the negative values of these parameters cause repulsion.

The equivalent Gibbs distribution can be used to describe the MRF mathematically [34]. Let \( P(x) \) denotes a Gibbs distribution for realisation \( x \), \( N \) represents a neighbouring system, \( \Omega \) denotes a finite lattice, and \( C \) represents all possible cliques, i.e. subset of a lattice consists of single and/or set of pixels which are neighbour to each other, then the distribution can be represented as:

\[ P(x) = \frac{1}{Z} e^{-U(x)/T} \]  

(7)

where \( T \) stands for temperature; \( U(x) \) represents the energy function that depends only on clique potential \( V_C \) on the lattice, which can be written as:

\[ U(x) = \sum_{c \in \Omega} V_C(x) \]  

(8)

\( Z \) denotes a normalising constant, also termed as partition function, and is defined as:

\[ Z = \sum_x e^{-U(x)/T} \]  

(9)

Several algorithms have been proposed in the literature to estimate the parameter of MRF, such as the maximum likelihood (ML) and the least square (LS) estimate [23]. The LS estimate is simpler and yields lower computational requirements compared to the ML, and is more preferable in practice. In addition, there is no closed form solution for the ML estimate of parameters (i.e. the assumption of an alternative function such as pseudo likelihood (MPL) is needed) and the result is not guaranteed [23, 33]. For the LS estimate, the parameters over a finite lattice \( \Omega \) can be estimated using:

\[ \hat{\beta} = \left[ \sum_{m \in \Omega} z_m z_m^T \right]^{-1} \left[ \sum_{m \in \Omega} \sum_{i,j} z_m x_{i,j} \right], m = 1, 2, \ldots, M \]  

(10)

where \( x_{i,j} \) is the centre pixel and \( z_m \) denotes the neighbouring pixels and can be represented as:

\[ z_m = \text{col}[x_{i+u,j+v}], (u,v) \neq 0, (u,v) \in N \]  

(11)
where \( u, v \) represent the location of the neighbouring pixels horizontally and vertically, respectively and \( c \) stands for column. It is worth noting that LS is not consistent for non-causal neighbour sets [23, 33].

2.3. Conventional and One-Class SVM

Support vector machine (SVM) is a non-parametric classifier for solving binary classification problems [35]. It is widely preferred due to its good generalisation ability with few training samples. The training samples are used to define the optimal linear hyperplane that maximises the decision boundary, hence minimising misclassification. Moreover, the generalisation of SVM can also be extended to non-linear cases via kernel tricks. Several kernels have been introduced such as radial basis function (RBF): \( K(x, y) = e^{-\gamma \|x - y\|^2} \), and polynomial: \( K(x, y) = ((x, y) + 1)^n, n \in \mathbb{R}^+ \) [35]. In addition, many methods have been introduced in the literature to extend SVM to multi-class problems [36]. Parallel SVM is one example, where one class is against all of the other classes. Another example is hierarchical tree-based (either balanced branches or one against all).

Conventional SVM can be expressed as the following quadratic equation:

\[
\min_{w \in \mathbb{R}^d, \xi_i \in \mathbb{R}^+} \frac{\|w\|^2}{2} + C \sum_{i=1}^{N} \xi_i
\]

subject to: \( y_i (w \cdot x_i + b) \geq 1 - \xi_i \)

where \( w \) is the weight vector, \( \xi_i \) represents a non-zero slack variable, \( y_i \in \{-1, 1\} \) denotes the class label, \( b \) is a bias, and \( C \) stands for a regularisation constant and is used in the non-separable case to penalise the samples that lie on the other class side. In this case, both the bias and weight vectors are adapted to solve the decision function \( f(x) = \text{sign}(w \cdot x + b) \) and \( \xi \in \{\pm1\} \).

On the other hand, one-class SVM is a modified version of the conventional SVM and it is used in extremely unbalanced-data cases. In other words, one class (called normal) is well sampled while the other classes (abnormal) are severely under-sampled, if not absent entirely. The lack of abnormal samples is usually due to the difficulty of obtaining them (e.g., high measurement cost) or the low frequency of the abnormal events [37]. The data description is an important domain where one-class SVM has been utilised to describe how abnormal samples are deviated from the normal samples used in the training process [38]. The model is generated to define the boundaries of the normal class. One-class SVM has been used in industrial applications [39], medical monitoring [40], and remote sensing [37] especially in high-integrity systems where abnormality raises a flag for a potential problem. One-class SVM can be expressed as:

\[
\min_{w \in \mathbb{R}^d, \xi_i \in \mathbb{R}^+} \frac{\|w\|^2}{2} + C \sum_{i=1}^{N} \xi_i - b
\]

subject to: \( (w \cdot \phi(x_i)) \geq b - \xi_i, \forall \xi_i \geq 0 \)

where \( \phi(x_i) \) is the transformed vector \( x_i \). It should be mentioned that \( C = \frac{1}{\rho} \), where \( \rho \in \{0,1\} \) and \( \rho \) is the lower bound of the support vectors, as well as the upper bound of the outliers, used to determine the flexibility of the decision boundary. Moreover, values of the decision boundary \( f(x) = \text{sign}(\omega \cdot \phi(x) - b) \) lie in \( \{\pm1\} \) where \( +1 \) denotes normal class (i.e., within the boundary) and \( -1 \) represents the abnormal. In addition, the linear boundaries of one-class SVMs can also be extended to non-linear cases through kernel tricks (i.e., transforming the data into a higher dimensional space).

2.4. Feature and Decision Fusion

Feature fusion is an active area of interest in machine learning. The process of feature fusion combines the most dominant features, either with different characteristics from a single source or multiple sources, to achieve the best possible classification accuracy locally [41]. Feature concatenation is the simplest method of feature fusion; however, the result is not guaranteed since it does not consider the differences in the feature space structures. Serial and parallel combinations are also two examples of feature fusion [42]. In the serial combination, the weighted features (of different characteristics or sources) are combined...
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The issue of decision fusion has received considerable attention in machine learning due to the ability of such fusion to improve global classification performance. It is the process of combining various classifiers in a weighted or unweighted sense to minimise the risk of selecting the least performing classifier [43]. Several theories on decision fusion have been proposed and we have simplified them into two categories; hard and soft fusions. In the former, the central decision of all of the classifiers can be achieved using weighted or unweighted versions of majority voting or averaging. However, the overall classification decision in the latter can be obtained using the posterior probabilities of each classifier without relying on their labels [22]. Note that the unweighted majority voting of the hard fusion, employed in our experimental procedure, can be expressed as:

\[
\hat{y} = \max_{y} \sum_{r} y_i
\]

where \(\hat{y}, y, r\) represent the fused class label, class label, and the total number of classifiers, respectively.

Several feature and decision fusion methodologies have been proposed in the literature to improve the classification accuracy of the recognition system locally and globally [21, 44]. For example, a softmax regression-based technique, called marginalized kernel, has been proposed to fuse spectral, texture, and local-self similarity descriptors of the QuickBird imagery linearly. The fusion process is done after estimating object-to-class and class-to-class similarities and then the fused features are used for classification. Each feature vector is encoded using a bag-of-visual-words method to unify all feature spaces (no normalisation is required) [21]. On the other hand, the decisions of Gabor features, gradient binary patterns, grey level co-occurrence matrix, and colour features are merged hierarchically to classify outdoor scenes such as forest, coast, mountain, and open country scenes [44].

In this work, both spectral and textural features were assessed individually, due to their differences in physical meanings and statistical properties, to select the distinctive features. Moreover, one-class classifier was used to extend the analysis of the framework to unbalanced situations - i.e. using only one class for training. This extension has been considered because not all abnormal samples (e.g. all diseases or stress types) are available in the real-world cases. For the fusion cases, the selected spectral and textural features were combined with and without considering the superiority of one feature over another. The former case shows better discrimination ability compared to the latter.

3. Materials and Proposed Methods

The materials and methods relevant to this work are presented in this section. First, the specifications of the HSI systems are provided. Second, the datasets are described. Last, the proposed framework is described and its schematic presented.

3.1. Hyperspectral Imaging Systems

Two HSI systems were used to capture the images: one is located at the University of Manchester, and the other at the Bonn University. For simplicity, we termed them UoM and Bonn systems, respectively. The former is based on a low-noise Peltier-cooled digital system (Hamamatsu, model C4742-95-1ER, Hamamatsu Photonics K.K., Hamamatsu, Japan). It generates effective pixels of 1024×1344. The spectrum range is 400 - 720 nm with spectral resolution of 10 nm, resulting in 33 narrow spectral bands. Moreover, a fast liquid crystal tunable filter is used to control the spectral transmission electronically and an infrared blocking filter is mounted in front of the lens to prevent leakage. Further information on this system can be found in [45].

On the other hand, the Bonn system is a line scanning system that operates over a visible and near infrared regions (400 to 1000 nm) with a spectral and spatial resolution of 2.8 nm and 0.29 mm respectively. Furthermore, this system is surrounded by six lamps (provided by the Analytical Spectral Devices Inc.) to provide homogenous illumination. More information about the orientation and pre-processing can be found in [11, 46]. Note that both systems have radiometric resolution of 12-bits, spectrally normalised using white reference, and are operated in a controlled environment to prevent noise.

3.2. Datasets

Two HSI datasets were considered in our experiment: UoM and Bonn datasets, captured in controlled environment (dark room or chamber) by the UoM and Bonn systems, respectively [46, 47]. A powerful and constant light source was used in the UoM case, while six lamps were surrounding the Bonn system to lighten the sample plate. The leaf samples in both datasets were flattened on the sample plate to maximise the reflectance and then the scene images were captured. The flat field for white reference surface and dark noise images (e.g. blocking the camera by a cloth or using...
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The unhealthy condition was further classified into Cercospora and Rust diseases. Both diseases were obtained from infected sugar leaves [46]. Some of the healthy sugar plants were then sprayed (using hand sprayer) by these diseases and covered by plastic bags for 48 hours to ensure diseases inoculation. The Leaves in the Bonn dataset were captured on five different days (days 7, 9, 11, 13, and 15) [48]. The unhealthy group was represented by 320 samples, while the healthy group was represented by 160 samples.

3.3. Proposed Framework and Extensions

The proposed classification framework can be described in two stages: feature fusion and decision fusion. The feature fusion stage is implemented according to our procedure used in [2, 24]. It consists of five steps: extraction of spectral signature, estimation of texture parameters, selection of significant features (spectral and textural), serial fusion (i.e. simple concatenation), and classification. The spectral information and the parameters of texture are then fused based on spectral relevance (i.e. dependent approach), selecting textural parameters based on spectral relevance, and based on relevance of the texture itself (i.e. independent approach). It should be mentioned that equations (2) to (4) are used to measure average feature-to-feature and average feature-to-class correlation values, and then these values are used (in equation (5)) to obtain the optimal subsets of wavelengths and texture parameters. Moreover, the selected texture parameters are used 'as is' and as mean over the selected wavelengths. In the decision fusion stage, all of the merged versions of the spectral-texture information (four in this case) are fused using unweighted majority voting (Equation (14)), thus forming a centralised decision of the classification (in other words, the outputs of the schematics in [2, 24] are combined).

Two extensions (selected fusion [2, 24] and a new one termed boosting fusion) have been made to the core of our proposed framework to enhance the overall classification performance. In the selected fusion, the unweighted majority voting is used to fuse spectral and texture information and then another voting stage is used to form the final decision. This extension has been made for two reasons: 1) spectral and texture properties have different structure, thus serial fusion might not be the best, and 2) relevancy has to be considered individually, as it might be not related.

On the other hand, the boosting fusion, shown in Figure 3, is proposed due to the superiority of spectral information over texture parameters. The concept of boosting has been adopted in this extension. Boosting focuses on misclassified samples, updates their weightings, and combines them to generates a strong centralised classification rule [49]. In this extension, misclassified samples of the selected wavelength are passed on to the feature-texture fusion stage, in which the selected wavelengths and texture parameters (normal and averaged versions) are fused through majority voting. This step is employed in this extension since previous studies conform the superiority of the spectral features over other features.
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4. Experimental Results

The experiments assessed the usefulness of the proposed framework and its extensions for analysing and classifying plant hyperspectral datasets under stressed and diseased conditions. The extended version of one-class SVM, proposed in [39], was used to generate the result of unbalanced situations. The decision function of the one-class SVM was further calibrated to class probability using non-decreasing (isotonic) regression. The calibrated result was then used to determine the parameters of the SVM as well as the threshold that distinguishes normal from abnormal samples. Further details on calibration can be found in [39] and the result can be expressed as a novelty score

\[ z(x) = b - w \Phi(x_i) \]  

The UoM and Bonn datasets were used in all of the experiments. In the conventional classifier case, 50% of the samples were used for training with a 10-fold cross validation and the remaining samples were used for testing. 60% of the normal samples were used for training and the remaining 40% and all of the abnormal samples were used for testing and validation in the unbalanced situation where the samples of controlled and healthy conditions considered as normal. The classification performance was represented as the average of 100 iterations.

4.1. Feature Fusion vs. Decision Fusion

Several texture parameters (estimated by the MRF model) were used for both of the classifiers and up to the third order was reported (high orders did not improve the performance). Tables 1 and 2 illustrate the averaged classification rate of 100 runs for both datasets.

What stands out in the tables is that spectral information is more dominant in the classification than texture properties. The average classification rate of any fused version is often better than individual ones, especially the texture-based, in both datasets. Furthermore, fusing the local decisions via majority voting (last case in Table 1) enhances the classification accuracy of the UoM dataset for the first order only, while no improvement for the Bonn dataset. This might be due to the sparse nature of the estimated texture parameters and their dimensionality (2 \times \text{order} \times \text{number of wavelengths}). Although the prediction performances of the conventional and one-class classifiers are almost the same, the latter setting is more applicable when only normal samples are available. Fusing a number of local decisions has been found better than fusing all decisions in the literature [50]. A few of manually selected decisions was used to improve the classification accuracy and the results are displayed in Table 3. Note that only the first order of the texture parameters were used to generate the result.

Closer inspection of Table 3 shows that the classification performance of fusing a few decisions was almost the same as fusing all decisions in the UoM case, while 5% improvement in the Bonn case. Fusing a few decisions tended to be more robust as shown in the Bonn case. Further analysis revealed that this was applicable for estimated parameters from first order MRF only. In addition, different combinations led to different performance. Finding a systematic way to combine the decisions may lead to better performance.

4.2. Selected Fusion

The decisions on selected spectral signatures and selected estimated texture parameters were fused via majority voting, resulting in four spectral-texture decisions shown in Table 4 (cases 1 - 4). These four decisions were then merged to form final decision (the case combined in the table), thus generating an overall classification rate. The estimated parameters from the first and the second order MRF from each dataset were used with conventional SVM only. The results indicate that the first voting stage outperformed the second one (combined).

Inconsistency in the classification accuracy (increase/ decrease) of feature fusion has been observed in table. Furthermore, increasing the order of the parameters led to better discrimination in the second majority voting stage. Further analysis (not reported here) revealed that further increase in the order led to a negative effect on the first majority voting stage and a positive one on the second stage. In addition, the classification accuracy of a few decisions (e.g. merging number 1 and 2) outperformed the overall accuracy. In contrast, no improvement in classification was observed compared to serial fusion with majority voting. This might be due to the sparsity nature of the estimated texture parameters.

4.3. Boosting Fusion

The selected spectral signatures from both datasets were used in this experiment with both conventional and one-class SVM in the boosting fusion. The misclassified samples were then passed on to the
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Figure 3. Schematic of boosting extension. The decision of misclassified samples (i.e spectrally selected) is fused via majority voting with the decisions of the selected texture (all versions) using the index of the misclassified samples. The label of misclassified samples are then replaced (through the same index) by the label of the fused decisions to generate the overall classification accuracy.

Table 1. Average classification rates of selected wavelengths (case No. 1), all selected texture parameters (cases No. 2 - 5), fused spectral-texture (cases No. 6 - 9), and fusion of cases 6 - 9 (case No. 10) on UoM using both SVM settings.

<table>
<thead>
<tr>
<th>No.</th>
<th>Approach</th>
<th>Conventional SVM</th>
<th>One-class SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1st Order</td>
<td>2nd Order</td>
</tr>
<tr>
<td>1</td>
<td>Sel. Wavelengths</td>
<td>91.68 (0.011)</td>
<td><strong>91.73 (0.011)</strong></td>
</tr>
<tr>
<td>2</td>
<td>Sel. Texture (dependent)</td>
<td>75.61 (0.016)</td>
<td>82.27 (0.018)</td>
</tr>
<tr>
<td>3</td>
<td>Sel. Texture (independent)</td>
<td>79.92 (0.018)</td>
<td>79.25 (0.016)</td>
</tr>
<tr>
<td>4</td>
<td>Avg. Sel. Texture (dependent)</td>
<td>52.74 (0.025)</td>
<td>72.67 (0.018)</td>
</tr>
<tr>
<td>5</td>
<td>Avg. Sel. Texture (independent)</td>
<td>54.98 (0.025)</td>
<td>72.29 (0.020)</td>
</tr>
<tr>
<td>6</td>
<td>Fused 1 and 2</td>
<td>92.07 (0.012)</td>
<td>78.39 (0.017)</td>
</tr>
<tr>
<td>7</td>
<td>Fused 1 and 3</td>
<td>91.45 (0.016)</td>
<td>71.82 (0.011)</td>
</tr>
<tr>
<td>8</td>
<td>Fused 1 and 4</td>
<td>91.44 (0.013)</td>
<td>91.10 (0.016)</td>
</tr>
<tr>
<td>9</td>
<td>Fused 1 and 5</td>
<td>91.81 (0.011)</td>
<td>90.23 (0.016)</td>
</tr>
<tr>
<td>10</td>
<td>MV 6 to 9</td>
<td><strong>93.90 (0.011)</strong></td>
<td>78.77 (0.017)</td>
</tr>
</tbody>
</table>

Sel.: selected, Avg.: Averaged, and MV: Majority Voting.

Several texture parameters that were estimated form the MRF model were used in this experiment and Table 5 shows the averaged classification rate of 100 runs for both datasets.

Several studies have shown the potential of
Table 2. Average classification rates of selected wavelengths (case No. 1), all selected texture parameters (cases No. 2 - 5), fused spectral-texture (cases No. 6 - 9), and fusion of cases 6 - 9 (case No. 10) on Bonn using both SVM settings.

<table>
<thead>
<tr>
<th>No.</th>
<th>Approach</th>
<th>Conventional SVM</th>
<th>One-class SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1&lt;sup&gt;st&lt;/sup&gt; Order</td>
<td>2&lt;sup&gt;nd&lt;/sup&gt; Order</td>
</tr>
<tr>
<td>1</td>
<td>Sel. Wavelengths</td>
<td>92.55 (0.013)</td>
<td>92.70 (0.015)</td>
</tr>
<tr>
<td>2</td>
<td>Sel. Texture (dependent)</td>
<td>66.95 (0.022)</td>
<td>66.67 (0.000)</td>
</tr>
<tr>
<td>3</td>
<td>Sel. Texture (independent)</td>
<td>66.48 (0.027)</td>
<td>66.53 (0.004)</td>
</tr>
<tr>
<td>4</td>
<td>Avg. Sel. Texture (dependent)</td>
<td>62.69 (0.052)</td>
<td>59.55 (0.033)</td>
</tr>
<tr>
<td>5</td>
<td>Avg. Sel. Texture (independent)</td>
<td>58.63 (0.064)</td>
<td>63.36 (0.030)</td>
</tr>
<tr>
<td>6</td>
<td>Fused 1 and 2</td>
<td>82.05 (0.021)</td>
<td>66.86 (0.002)</td>
</tr>
<tr>
<td>7</td>
<td>Fused 1 and 3</td>
<td>90.31 (0.017)</td>
<td>68.58 (0.007)</td>
</tr>
<tr>
<td>8</td>
<td>Fused 1 and 4</td>
<td>95.77 (0.010)</td>
<td>94.74 (0.012)</td>
</tr>
<tr>
<td>9</td>
<td>Fused 1 and 5</td>
<td>95.77 (0.009)</td>
<td>94.74 (0.012)</td>
</tr>
<tr>
<td>10</td>
<td>MV 6 to 9</td>
<td>90.85 (0.016)</td>
<td>67.85 (0.009)</td>
</tr>
</tbody>
</table>

Sel.: selected, Avg.: Averaged, and MV: Majority Voting.

Table 3. Average classification rates of selected decisions (many vs. all) on UoM and Bonn datasets using conventional SVM.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Average Classification Rate % (std)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UoM</td>
</tr>
<tr>
<td>MV 6 and 7</td>
<td>91.13 (0.012)</td>
</tr>
<tr>
<td>MV 6 and 8</td>
<td>92.32 (0.014)</td>
</tr>
<tr>
<td>MV 6 and 9</td>
<td>93.12 (0.014)</td>
</tr>
<tr>
<td>MV 7 and 8</td>
<td>92.02 (0.014)</td>
</tr>
<tr>
<td>MV 7 and 9</td>
<td>91.74 (0.016)</td>
</tr>
<tr>
<td>MV 8 and 9</td>
<td>92.44 (0.014)</td>
</tr>
</tbody>
</table>

MV: Majority Voting.

boosting, feature and decision fusions. What stands out in this table is that the improvement of the boosting fusion is almost 1% to 2% for the conventional SVM and 1% to 5% for the one-class SVM compared to the best possible performance of our previous framework. Moreover, this extension tended to markedly improve the overall classification rate over individual decisions. Furthermore, the classification performances of both classifiers were almost the same for the Bonn dataset but slightly different for the UoM dataset. In addition, a consistent improvement in classification rate has been noticed (apart from the first order in the UoM dataset) and this highlight the advantage of the boosting fusion.

5. Discussions

Fusion among spectral information and among texture information have been found useful. These have been also reported in the literature [2, 24, 42, 51]. The current study finds that spectral information is more dominant than texture parameters as shown in Tables 1 and 2. This may be due to the sparsity nature of the estimated parameters of texture that were generated using the LS estimate. This has highlighted the usefulness of fused features (spectral and texture) compared to using individual properties. As mentioned in the literature review, feature fusion tends to improve classification performance [42] and the experimental results of the current study agree with the previous studies.

In this study, the proposed framework with the boosting fusion (i.e. fusing misclassified samples only) has been noticed to improve classification accuracy compared to feature selection and other fusion schemes such as selected wavelengths, selected texture parameters, and fused spectral-textures properties. Moreover, the use of various decision combination schemes in this study indicates the advantage/disadvantage of such schemes compared with those using single decisions. In other words, careful selection of a decision fusion scheme will lead to better classification accuracy and thus outperform the results of individual decisions.

Another finding was the usefulness of one-class classifier compared to conventional classifiers (illustrated in Tables 1, 2, and 5). This finding is consistent with our previous work [2, 47]. The most interesting finding is the ability of the one-class SVM to detect stress and disease conditions using normal samples only. Moreover, the calibrated output of the one-class SVM in this framework led to better parameter utilisation compared to uncalibrated ones. It should be noted that both labels (normal and abnormal) were available in our study (i.e. laboratory environment) while this may not be the case if the experiment was conducted in the field. In addition, only two disease types were considered in our study, whilst several disease types may exist in real cases.

Future work will further explore different features...
Table 4. Average classification rates of the selected extension on UoM and Bonn datasets using conventional SVM.

<table>
<thead>
<tr>
<th>No.</th>
<th>Approach</th>
<th>UoM Dataset</th>
<th>Bonn Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1st Order</td>
<td>2nd Order</td>
</tr>
<tr>
<td>1</td>
<td>MV 1 and 2&lt;sup&gt;a&lt;/sup&gt;</td>
<td>71.45 (0.020)</td>
<td><strong>76.26 (0.020)</strong></td>
</tr>
<tr>
<td>2</td>
<td>MV 1 and 3&lt;sup&gt;a&lt;/sup&gt;</td>
<td><strong>75.25 (0.021)</strong></td>
<td>72.36 (0.019)</td>
</tr>
<tr>
<td>3</td>
<td>MV 1 and 4&lt;sup&gt;a&lt;/sup&gt;</td>
<td>49.42 (0.024)</td>
<td>66.72 (0.018)</td>
</tr>
<tr>
<td>4</td>
<td>MV 1 and 5&lt;sup&gt;a&lt;/sup&gt;</td>
<td>52.39 (0.026)</td>
<td>66.69 (0.019)</td>
</tr>
<tr>
<td>5</td>
<td>Combined&lt;sup&gt;b&lt;/sup&gt;</td>
<td>48.73 (0.024)</td>
<td>55.10 (0.021)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Based on Table 1 numbering and <sup>b</sup>Based on Table 4 numbering. MV: Majority Voting.

Table 5. Average classification rates of the boosting extension on both datasets using both SVM settings.

<table>
<thead>
<tr>
<th>order</th>
<th>Conventional SVM</th>
<th>One-class SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UoM</td>
<td>Bonn</td>
</tr>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>94.61 (0.010)</td>
<td>97.03 (0.012)</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>97.08 (0.007)</td>
<td>97.05 (0.011)</td>
</tr>
<tr>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>97.14 (0.008)</td>
<td>97.23 (0.010)</td>
</tr>
<tr>
<td>4&lt;sup&gt;th&lt;/sup&gt;</td>
<td>97.06 (0.009)</td>
<td>97.12 (0.012)</td>
</tr>
<tr>
<td>5&lt;sup&gt;th&lt;/sup&gt;</td>
<td>97.56 (0.008)</td>
<td>98.15 (0.008)</td>
</tr>
<tr>
<td>6&lt;sup&gt;th&lt;/sup&gt;</td>
<td>97.96 (0.006)</td>
<td>98.84 (0.007)</td>
</tr>
<tr>
<td>7&lt;sup&gt;th&lt;/sup&gt;</td>
<td>98.07 (0.007)</td>
<td>98.55 (0.008)</td>
</tr>
<tr>
<td>8&lt;sup&gt;th&lt;/sup&gt;</td>
<td><strong>98.16 (0.007)</strong></td>
<td><strong>98.89 (0.007)</strong></td>
</tr>
</tbody>
</table>

6. Conclusions

This paper presents a feature and decision fusion framework for classifying hyperspectral images of plants under stressed and diseased conditions. Two extensions have been used in the proposed framework with the primary goal of evaluating their classification performance, and consistency in relation to available datasets. The findings indicate the following. (1) It is significant to fuse spectral information and texture properties in studying plant types and conditions. This will not only help detect plant conditions but also help implement new strategies to reduce effect of these conditions. (2) It is beneficial to use one-class classifier when only data of certain conditions are available. (3) Decision fusion helps improve overall classification accuracy. Employing such fusion will prevent selecting the least performing classifier (i.e. unstable decision). (4) Feature-decision fusion has good impact on local and global classification performance. Using feature and decision fusion techniques tends to be more powerful than individual decision or classifier. (5) Fusing spectral features of misclassified samples with their textural features has certain influence on classification accuracy. Overall, the current study highlights the importance of the proposed framework in studying plant types and conditions.
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