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CHAPTER 1: Introduction

Figure 1: Central dogma of molecular biology, where a general information flow goes
from genes to mMRNA transcripts to protein products that affect metabolic pathways, which
generate changes in the function or phenotype of the organism. ficiesabetween
6omi cs organi s at i-laops withinthém amrealsoyvisdalsedd P& c k

Figure 2: Schematic of example techniques applied in metabolomics based on instrument
setup, instrument possibilities and experimental approach. Adopted from

Figure 4: Schematic of the desorptigonisation process in SIMS. The primary ion beam
bombards the santesurface, causing in desorption of multiple species. The majority of
species emitted are neutral atoms or molecules; a small part of emitted species is charge

Figure 5: Two operational modes of SIMS: static mode gives information about the
topmost gomic layer of the sample (A), whereas dynamic mode operates with high
primary ion doses to remove material to collect 3D information resulting in the creation of

Figure 6: Snapshots of thedg and Au" impacting the sample surfa¢here: water ice).

The Go' ion beam creates a crater with minimal -suisface perturbations (A); the &u

ion beam has a much longer energy track and hence, extensive damage is caused (E
Adopted and reproduced frofRyan, Wojciechowski and Garrison, 2007) 40

Figure 7: Data analysis workflow in metalmmics. Metabolomics investigations involve a
number of steps performed before the-gpedined hypothesis is answered and include data

Figure 8: Examples of univariate (UVA) and multivariate (MVA) approaches in data
analysis for metabolomics. Commonly used methods for UVAt-#est and ANOVA.
MVA can be divided into unsupervised and supervised methods that inelgdeCA,
HCA (unsupervised) ane.g.DFA, PLSDA, OPLSDA (supervised) analys€&onzalez
Riano, Garcia and Barbas, 20GFomskiet al, 2014). 56

Figure 9 A: Application of multivariate analysis in metabolomics studies. Example A:
discriminating phospholipids from different types of bacteria using MAM3I; adopted
and reproduced frorfishidaet al, 2002) 58

Figure 9 B: Application of multivariate analysis in metabolomics studies. Example B:
investigation of biomarkers for hepatitis C virus from urine samples of hepatitis C virus
patients using UPL®/S; adopted and reproduced fr¢gghanget al, 2013) 59

CHAPTER 2: Experimental

Figure 1: Schematic components of CHKL T-REx EPOFc-pcDNAS-FRT-TO cell line
used for metabolomics studies of EFO fusion protein expression. When induced, the
binding between tetracycline (TET) and its repressor activatesAeRfomoter for EPO

Figure 2: Schematic structure of EREX fusion protein. EPO structure incorporated from
Cheetham et al. 1998 81



Figure 3: A diagram of main stages in the footprint and fingerprint sample collection.

CHAPTER 3: Instrumentation

Figure 1: A schematic of a standard mass spectrometry platform. Samples are inserted tc
an ion source (atmospheric or vacuum presguteough an inlet system, where ions are
produced. lons travel through mass analyser being separated according to théo- mass
charge (/2 ratio prior the detection at the detector component. A PC is required to
acquire experiments and to control systend all its paramete(®unn 2008) 90

Figure 2: Scheme of Gao~MS: sampling (1), gas chromatograph (2), electron source
(3), ion focusing optics 4), ToF reflectron analyser (5)
(http://ciresl.colorado.edu/jimenez/CHEBA81/Lect/2013_GCxGC_Handouts.pdf
http://www.speciation.net/Database/Instruments/LiecdPegasusll -GCTOFMS;i509).

Figure 3: Scheme of MALDI Ultraflex Il ToF/ToF mass spectrometer: target plate (1),
electrodes (2), lens arrangement (3), Collision Induced Dissociation (CID) cell (4), timed
ion selector 1 (ToF1) (5), LIFT source (6), Post Lift Metastahlppgessor (PLMS) (7),

ToF 2 analyser for linear and reflectron detection (Suckau et al. 200Q3
http://maldi.ch.pw.edu.pl/porary/Artykuly/ultraflex_Ill_User_Manual.pdf) 94

Figure 4. Scheme of MALDI Synapt G3i HD mass spectrometer: target plate (1),
hexapole ion guide (2),-Wave ion guide (3), quadrupole (4), Wiave: trap (5), ion
mobility separation in helium cell (6)yansfer (7), QuanToF: high field pusher (8), ion
mirror (9) (http://www.waters.com) 96

Figure 5: SMALDIPrep matrix coating devicéTransMIT GmbH, Giessen, Germany).
Adapted from(http://www.unigiessen.de/faculties/f08/departments/iaac/spengler/research/
instrumentations/transmamaldiprep) 98

Figure 6: Scheme of APSMALDI imaging source connected to Q Exactive mass
spectrometer: Fens (1), injection flatapole (2), bent flatapole (3), quadrupole mass filter
(4), octopole (5), @rap (6), orbitrap (7), HCD collision cell (8)
(http://planetorbitrap.comfgxactive#.WCGx0_mLRpdoestler et al. 2008) 100

Figure 7: Scheme of J108D chemical imager: sample stage (1), quadrupole (2),
electrostatic analyser (3), buncher (4), collision cell (5)ecet (6), ToF reflectron (7)
(Fletcher egl. 2008) 102

CHAPTER 4: Expression of EPOFc fusion protein in transfected CHO cell line

Figure 1: Schematic of western blotting technique: a gel electrophoresis is performed to
separate proteins and is followed by a transfer of these proteins from the gel to
nitrocellulose membrane using electric current. Once the proteins are transferred onto the

Figure 2: Color prestained protein standard, broad range2dBl kDa). Adopted from
(https:/lwww.neb.com/products/p77tdlor-prestaineeproteinstandarebroadrangel1-
245kda) (A). Schemiatic illustration of the sample organisation on the -BBSE gel
(B). 110

Figure 3: A schematic Western Blot configuration of Efff© detection: EP&-c protein
transferred from gel electrophoresis onto nitrocellulose membrane is recognised by
primary antibody; secondary antibody that binds to primary antibodye&@IFc protein

Figure 4: TransfectedCHO cells growth curves (green) and cell viability curves (purple)
in the presence (06inducedb®q)jFc motenh indubesTieen c e
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error bars represent the standard deviation calculated from the data obtained from thre

Figure 5: Western Blots of medium samples removed from control cells (control) and cells
induced for production of ER®c (induced). Each blot contains a protein standard ladder
with 80 kDa and 58 kDa bands marked and positive control of purified ER@70 kDa).

CHAPTER 5: MALDI -MS sample preparation optimisation for metabolite profiling
Figure 1. The most common ways of sample deposition used in MALDI experiments:

Figure 3: MALDI negative ion mode averaged spectra of pure (with no sample) matrices
of 8 top methods of sample preparatior; the mos$ abundant matrix peak at/z 193.

________________________________________________________________________________________________________________________________________________ 146
Figure 4: MS spectrum of the calibration cocktail in MALDI positive ionisation mode,
mass rangen/z501 1000 shown, * matrix peaks. . 155

Figure 6: A comparison of intensity of ions derived from compounds creating the
calibration mixture according to the sample depositi@thod used in MALDI positive

ion mode. Expanded view of low intense ions (A). The error bars represent the standarc
deviation calculated from the data obtained from four experiment ( 159

Figure 7: A comparison of the intensity @/z317 andm/z625 ions for 5 top methods of
sample preparation for MALDI negative ionisation mode. The error bars represent the

Figure 8: MALDI positive ion mode PC scores 1 and 2 fimp sample preparation
methods: DHB with mixed sample deposition (A), DHB with overlay sample deposition
(B), THAP with overlay sample deposition (C); PC1 accounts for 89.7%, 93.6% and
95.1% of total variance, respectively. PCA plots illustrate the vegidretween fresh
medium (blue) and used medium removed on day 1 (red). Loadings plots illustrate
abundance of ions detected within the mass range-@0@0 Da;n = 4, outliers removed

(one repeat from B). Sample spots observed from-bUMALDI camera (magnification

Figure 9:A compari son of mass resolution for
with mixed sample deposition in MALDI positive ion mode. The error bars represent the

Figure 10: MALDI negative ion mode PC scores 1 and 2 for top sample preparation
methods: 9AA in 70% ACN (A), 9AA in 70% EtOH (B), 9AA in 70% MeOH (C), PC1
accounts for 95.3%, 89.0% and 93.1% of totalarare, respectively. PCA plots illustrate

the variance between fresh medium (red) and used medium removed on day 1 (blue)
Loadings plots illustrate abundance of ions detected within the mass rangd@®0a;

n = 4, outliers removed (one repeat fromaAd C). Sample spots observed from binilt

Figure 11: A compari son of mass resolution for
ions for 9AA dissolved in: 70% ACN (A), 70% EtOH (B) and 70% MeH ih MALDI
negative ion mode. The error bars represent the standard deviation calculated from the dat
obtained from four experiments € 4). 167



CHAPTER 6: Metabolic profiling approach to investigate transfected CHO cell line
responseupon EPO-Fc fusion protein production

Figure 1: General view of an animal cell with cytoplasm enclosed within a cell membrane,

Figure 2: General overview of a complexity of a metabolic network in CHO cells.
Metabolic network consists of major metabolic pathways highlighted in the figure.

Figure 3: Carbohydrate and energy metabolichpedys highlighting the major processes
occurring in cells: glycolysis (A), oxidative decarboxylation (B) and TCA cycle (C).
Carbohydrate and energy pathways are directly (in blue) and indirectly linked to other

Figure 4: Schematic ba cell membrane. A cell membrane consists of proteins and three
major classes of lipids: phospholipids, glycolipids and cholesterol that create lipid bilayer
(Klyszejko-Stefanowicz, 200Bretscher, 1972) 181

Figure 5: Averaged MALDIMS spectra in positive and negative ion modes from control
(CTRL, blue) and celinduced (IND, redJootprint samples according to inducer exposure

Figure 6: Averaged MALDIMS spectra in positive and negative ion modes from control
(CTRL, blue) and celinduced (IND, red)fingerprint samples according to inducer

Figure 7: Pacsitive ion mode GEMS metabolitefootprint analysis: PCA scores plots (A)
accounting for 74.8 % and 70.0 % of the total variance from the data set afdAPIBts

(B) accounting for 58.6% and 54.2% of the total variance from the data set on day 1 and
day 3 of inducer exposure, respectively. VIP scores (see text for details) from Component
1 (C) show the 15 most statistically significant variables (metabolite IDs) in theDRLS
model. PCA and PL®A plots illustrate the variance between control footprimhpgias
(CTRL, red) and celinduced footprint samples (IND, green). Highlighted areas show 95%

Figure 8: Positive ion mode GBS metabolitdingerprintanalysis: PCA scores plots (A)
accounting for 76.9 % and 79.2 %#4be total variance from the data set and .5 plots

(B) accounting for 75.6% and 72.0% of the total variance from the data set on day 1 and
day 3 of inducer exposure, respectively. VIP scores from Component 1 (C) show the 15
most statistically signifiant variables (metabolite IDs) in the RD& model. PCA and
PLSDA plots illustrate the variance between control fingerprint samples (CTRL, red) and
cell-induced footprint samples (IND, green). Highlighted areas show 95% confidence

Figure 9: Positive ion mode MALDIMS metabolitefootprint analysis: PCA scores plots

(A) accounting for 53.2 % and 57.6 % of the total variance from the data set afldAPLS
plots (B) accounting for 35.5 % and 43.9 % of the total variance from theseiabn day 1

and day 3 of inducer exposure, respectively. VIP scores from Component 1 (C) show the
15 most statistically significant variable®/f) in the PLSDA model. PCA and PL®A

plots illustrate the variance between control footprint samples (CT&l) and cell
induced footprint samples (IND, green). Highlighted areas show 95% confidence regions

Figure 10 Negative ion mode MALDMS metabolitefootprint analysis: PCA scores
plots (A) accounting for 74.6 % and 76.3 % of th&ltovariance from the data set and
PLS-DA plots (B) accounting for 71.2 % and 71.8 % of the total variance from the data set
on day 1 and day 3 of inducer exposure, respectively. VIP scores from Component 1 (C)
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show the 15 most statistically significantrigdoles (/2 in the PLSDA model. PCA and
PLSDA plots illustrate the variance between control footprint samples (CTRL, red) and
cell-induced footprint samples (IND, green). Highlighted areas show 95% confidence

Figure 11: Positive ion mode MALDIMS metabolitefingerprint analysis: PCA scores

plots (A) accounting for 53.0 % and 57.5 % of the total variance from the data set and
PLS-DA plots (B) accounting for 48.8 % and 49.9 % of the total variance from the data set
on day 1 ad day 3 of inducer exposure, respectively. VIP scores from Component 1 (C)
show the 15 most statistically significant variablesZ in the PLSDA model. PCA and

PLSDA plots illustrate the variance between control fingerprint samples (CTRL, red) and
cel-induced footprint samples (IND, green). Highlighted areas show 95% confidence

Figure 12 Negative ion mode MALDMS metabolitefingerprint analysis: PCA scores
plots (A) accounting for 81.5 % and 73.4 % of the total varidrm® the data set and
PLS-DA plots (B) accounting for 76.7 % and 66.0 % of the total variance from the data set
on day 1 and day 3 of inducer exposure, respectively. VIP scores from Component 1 (C)
show the 15 most statistically significant variablegZ in the PLSDA model. PCA and
PLSDA plots illustrate the variance between control fingerprint samples (CTRL, red) and
cell-induced footprint samples (IND, green). Highlighted areas show 95% confidence

Figure 13: Reconstruad biochemical map summarising correlations between metabolic
pathways influenced by the protein production in CHO cells. The summary includes
external and internal metabolome data from both time points of cell culture. Metabolic
pathways are divided int® main metabolism paths (colecoded). Metabolites influenced

by the protein production process are highlighted with visualised abundanc¢ high () and
low ¢). Two arrows with the same metabolite indicate changing abundance depending on
the type of metabome (external or internal). Metabolites placed in boxes are found in

Figure 14: Diagram of identified metabolites and their metabolic pathways (ccloded)

with a division to external and internal metabolome. Thag@im includes data from both
time points of cell culture and metabolic pathways with impact value >0.1. Metabolites
influenced by the protein production are highlighted with visualised abundancé: high () and
low ¢). Two arrows with the same metabolite isate changing abundance depending on

CHAPTER 7: Metabolic imaging of transfected CHO cells

Figure 1: Basic workflow of celbased MSI experiment. Cells are deposited onto a sample
support followed by washg steps (A), the ionisation source rasters across the sample in
an X and Y coordinate manner providing with mass spectrum for each pixel (B), data
analysis provides with an image of the cells illustrating the spatial distribution/af
values recorded]). 225

Figure 2: Averaged MALDIMSI spectra from control (CTRL, blue) and induced cell
areas (IND, red) for positive and negative ion moae&;250-1000 for positive ion and

m/z 280-1000 for negative ion,-matrix peaks (A). (Inset) 2D and 3D PCA scores plots
accounting for 46.1% and 51.0% of total variance (first three components) for positive and
negative ionisation modes, respectively (B). PCA plots illustrate the variancednet
control (CTRL, red) and induced cell areas (IND, green) with highlighted 95% regions of
confidence. 234

Figure 3: Averaged SIMS+ imaging spectra from control (CTRL, blue, n=3) and induced
cell areas (IND, red, n=5) forthé'1t ayer (6top | ayerd) and |
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m/z 30-900 (A). 2D PCA scores plots accounting for 61.2% and 85.2% of total variance
(first two components) for the top and lower layers (B). PCA plots illustrate the variance
between control (CTRLsed) and induced cell areas (IND, green) with highlighted 95%
regions of confidence. 3D PLISA scores plots accounting for 65.6% and 90.4% of total
variance (first three components) for the top and lower layers (C); 40 k£Vo@ source.

Figure 4: SIMS images of PC head gromyz184.06 within top layer and lower layers of
control (6CONTROL ' duaed (6t NDULCEDIOGNe CHO
of m/z184 ion for each sample within the top and lower layers is shown. Scale bar 50 pum,

Figure 5: MALDI -MS images of control and induced cells for both positive and negative
ionisation modes. Overlay (coleuoded) of three speciem/z 798.54077 (green)n/z
782.56689 (blue) anth/z760.5849 (red) for mitive ion mode is shown; max. count per
pixel: MALDI+, CONTROL: m/z 798.54077 (2.10xT), m/z 782.56689 (1.05xF) and

m/z 760.5849 (2.98x1Y); INDUCED: m/z 798.54077 (4.66x%), m/z 782.56689
(1.18x10) and m/z 760.5849 (4.51x1Y. Single ion atm/z 885.54974 for negative ion
mode is shown; max. count per pixel: MALDICONTROL 3.26x18 INDUCED
1.25x10. Scale bar 50 pm, pixel size 5 pm. 239

Figure 6: Distribution of possible lipid ions within control and induced cell populations.
Representative sghe ion images of Cl, SM and PC in MALDI positive ion mode are
shown. Maximum count per pixel (mc) for each mass is displayed. Scale bar 50 pum, pixel

Figure 7: Di stri bution of A Ddiphash&e Withinl eontimlsand e
induced c# population. PE ion is also shown to highlight possible cell membranes.
Metabolite assignments are colaxgded:m/z428.0368 (red)m/z798.5407 (green). Max.
count per pixel: MALDI+, CONTROL: m/z 428.0368 (1.51x1{), m/z 798.5407
(2.10x16); INDUCED: m/z 428.0368 (9.02x1}), m/z798.5407 (9.02x1Y). Scale bar 50

Figure 8: SIMS+ spectra from the*i(top layer) and 20" (lower layers) for control
(CTRL, blue) and tetracyclinmduced cells (IND, red) within a mass range of -B00

Da; 40 keV Gy beam. Different abundance of lipid species between control and induced
cells is shown, 252

Figure 9: Representative SIMS imagieof statistically significant metabolite fragments
detected in control and induced CHO cells. Images illustrate the location of each ion within
the area imaged. Maximum count per pixel (mc) for each mass is displayed. Scale bar 5(

Figure 10: MALDI -MS images of control and induced cells in positive ionisation mode.
Overlay (colourcoded) of three speciest/z798.54077 (greenjn/z782.56689 (blue) and
m/z760.5849 (red) is shown; max. count per pixel: MALDI+, CIBROL: m/z798.54077
(1.54x1d), m/z 782.56689 (1.01x1) and m/z 760.5849 (8.27x1Y; INDUCED: m/z
798.54077 (6.74xF), m/z782.56689 (4.56xTP andm/z760.5849 (2.18x1Y). Scale bar

Figure 11: Single cell analysis of CHO control and induced cells for MALDI imaging in
positive ion mode. Overlay (coloaoded) of three speciem/z 798.54077 (green)n/z
782.56689 (blue) anth/z 760.5849 (red). Enlarged single cells selected for multivariate
analysis are shown. Scale bar 50 um (zoom out image), pixel size 5 um. (Inset) 2D and 3D
PCA scores plot accounting for 48.1% of total variance (first three components). PCA
plots illustrate the variance between control (CTRL, red) and induced cell areas (IND,
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Figure 12: Representative MALDI+ single ion images of the most significant metabolites
from single ceHbased analysis of control and induced cells. A single cell highlighted from
control and inducedetl populations is enlarged and inset into ion images to illustrate
location differences between both cell populations. Max. count per pixel: CONTRQL.:
759.5724 (1.09x1), m/z796.5251 (3.10x1Y), m/z917.5387 (1.51xTY); INDUCED: m/z
759.5724 (1.70x10), m/z796.5251 (1.36x1%), m/z917.5387 (4.50xT). Scale bar 50 pm

Figure 13: Total ion count (TIC) SIMS+ spectra and TIC images from control CHO cells
from three different areas (A, B, C) within the same sampktached table shows
instrument settings and mass range of each area. Scale bar(fjbepm left top corner of

Figure 14: SIMS images of PC head groapz 184 and its fragments of CHO cells. PC
head group atn/z184.1, fragments ah/z86.1 andm/z104.1 are shown. Maximum count
per pixel for each mass is displayed (in green). Scale bar 10 um, pixel size 0.5 um; 25 keV

Figure 15: SIMS imagesof lipid fragments withintransfectedCHO cells. Fragments at
m/z165.1,m/z166.1,m/z189.1 andm/z369.4 are shown. Maximum count per pixel for
each mass is displayed (in green). Scale bar 10 um, spatial resolution <1 um, pixel size 0.

Figure 16: SIMS images of amino acid fragments within CHO cells. Fragments/zat
120,m/z130,m/z70 andm/z 81 are shown. Maximum count per pixel for each mass is

displayed (in green). Scale bar 10 pm, pixel size 0.5 pm; 25 keVbeam, | 265

Figure 17:.S1 MS i mages of nitrogenous baseso6 f
m/z 119, m/z 127 andm/z 135 are shown. Maximum count per pixel for each mass is
displayed (in green). Scale bar 10 pm, pixel size 0.5 um; 25 keVbeam, ] 266

Figure 18 A comparison of MALDI and SIMS images of sabllular compartments of
CHO cells in positive ion mode. MALDI species of P#/£798.54077m/z782.56689)
and DG (n/z760.5849) and SIMS fragments of PG/£104.1), MAG (m/z313.3) and DG
(m/z 576) are shown. Max. count per pixel, MALDI#/z 798.54077 (1.54x19, m/z
782.56689 (1.01x1 andm/z760.5849 (8.27x1Y); SIMS+: m/z104.1 (9701)m/z313.3
(256) andm/z576 (247). Scale bar 50 um (zoom out image MALDI) and 10 um (SIMS),

Figure 19: Analysis of heterogeneity of CHO cell population for MALDI+. Image shows
overlay of three lipid species: PE(22:5/18:1) atm/z 798.54077,
PE(16:1/22:6)/PE(18:1/20:5) ai/z782.56689, DG(22:2/0:0/20:4) at/z760.5849 within
control cell population. Enlarged single cells with different metabolite profiles are shown
(colourcoded): type A (red), type B (green) and type C (blue) and were selected for
multivariate analysis (n=5 for each type). Max. count per pirét798.54077 (1.54x 1Y),

m/z 782.56689 (1.01xTP andm/z 760.5849 (8.27x1Y). Scale bar 50 pm (for zoom out

Figure 20: A comparison of the averaged MALIMSI spectra from three different
metabolite profiles: type A (red), tgpB (green) and type C (blue) (A)/z250-1000, *

matrix peaks. (Inset) 2D and 3D PCA scores accounting for 81.8% of total variance (first
three components) (B). PCA plots illustrate the variance between analysed types of
metabolic profiles with highligled 95% regions of confidence. Heatmap shows
heterogeneity and diversity of compounds within each type of metabolite profiles across

13



Figure 21: A location of cells with different type of metabolite profile within cell
population in MALDI+. Single ion images correspond to metabolite profiles with the
highest abundance of each ion (coloaded): type A (redin/z605.5504, type B (green)
m/z 719.545, type C (blue)m/z 465.9930. Box and Whisker plots (insets) show the
abundance of ions within each type of metabolite profile. Metabolite profiles type A, B and
C are illustrated in overlay image (coleemded). Max. count per pixein/z 605.5504
(5.66x10%), m/z719.5416 (6.60x1) andm/z465.9930 (2.44x1Y). Scale bar 50 pm, pixel

Figure 22: Principal Component Analysis of cedi-cell heterogeneity withinransfected
CHO cell population for SIMS+. Multivariate analysis resulted with R6& PC3 scores
images and correlating PC2 and PC3 loadings plots. PC2 and PC3 scores images show tt
abundance of ions displayed in PC2 and PC3 loadings plots within cell population. The
most abundant ions within PC2 and PC3 loadings plots are highlightedepresentative
images of these ions are shown. Maximum count per pixel (mc) is displayed. Scale bar 1C

SUPPLEMENTARY INFORMATION

Figure 1: A comparison of total intensity of the calibration mixture in DHB (A) for
MALDI positive ion mode and PEG600 sulfate in 9AA é3b) for negative ion mode
according to the laser power used. The error bars represent the standard deviatiol
calculated from the data obtained from two experimentf)( 293

Figure 2: A comparison of S/N ratio of Arg and His ions in based on matrix solvents:
ACN/water 1:1 (v/v) with 0.1% TFA (A), 70% MeOH (B), 70% EtOH (C). The error bars
represent the standard deviation calculated from the data obtained from triplicate

Figure 3: A comparison of mass resolution of Arg and His ions based on matrix solvents:
ACN/water 1:1 (v/v) with 0.1% TFA (A), 70% MeOH (B), 70% EtOH (C). The error bars
represent the standard deviation calculated fritre data obtained from triplicate

Figure 4: A comparison of the intensity of Arg and His ions based on matrix solvents:
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Fc-fusion proteins(e.g EPOFc) are the most often created fusion proteins due to their
beneficial biological and pharmacological properties. The economic successusidfc
proteins and other biopharmaceuticals production however, greatly depeadsobust,
low-cost and tghly effective proteirmammalian cell extractiosystem. Understanding of

how cells respond to a protein production environment based on metabolic profiles
provides new goals for bioengineering of ell lines for best performance in
biomanufacturing Furthermorejnsights on howndividual cell metabolism and therefore
phenotyperespond to cell microenvironmeaitowsthe underlying biological mechanisms

to beexploredin greater detail.

This study bcused on the application of mass spectrometry (MS) technologies, combining
the analysis of metabolic profiles of cells extracts by /@& and MALDIFMS and spatial
visualisation andlistribution of metaboliteswithin cells producing the fusion protein by
MALDI-MSI and SIMS imaging.

The analysis of external and internal metabolome profiles of cells prodin@mngotein
showed an extendezffect of EPOFc fusion protein production on cell metabolism. The
findings indicate that changes observed in BERMroducing cells are related to enhanced
protein and lipid synthesis highlighting that these cells are in a state of increased metabolic
activity with the protein exocytosis into growth medium. Moreover, the composition of
lipid bilayer ofinduced cells samed to be different to neimduced cells.

These findings were confirmed with the analysis of HROinduced cells using MS
metabolic imagingMultivariate analysis highlighted a number of metabolites that were
significantly influenced by the protein expsé&s when compared to control cellBhe

major metabolic changes in induced cells were those related to lipid metabolism. The
information about metabolic changes in tetracyelmduced cells obtained from the
analysis of cell populations was furtheuppated with the analysis based on singlell
studes Singlecell based studsalso proved that investigations of individual cells provide
additional insights about changes in metabolism of induced cells that can be referred to ¢
unique, single cell andstphenotype. The analysis of CHO cells revealed a high level of
heterogeneity withina cell population. Different cell phenotype and hence, metabolite
content allowed for correlation between cell locations and their metabolite characteristics,
specific foreach type of cells.

This project has successfully shosambinationof bio-analytical techniques to investigate
external and internal metabolonehangesrelated toa fusion protein production in
mammalian cellsAdditionally, the significance of single ik@approaches in metabolomics
has also been highlighted, providing insights into the-cgllolar distribution of
metabolites in cells producing EFE2 and information on the level of heterogeneity
within a cell population.

A multidimensional approachfor metabolic profiling and future technological
improvements of singleell platforms are required to provide improved data acquisition
and data analysis in order to better understanknown processes involveith cell
metabolism.
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CHAPTER 1: Introduction
1.1.Significance and aims of the study

The goal of thework described within this thesis is to combine the use of various bio
analytical mass spectrometry (MS) platforms in metabolomic studies related to fusion
protein expression research. In addition, the application of mass spectrometry techniques il
the andysis of metabolites from small populations of mammalian cells and, ultimately
single cells, is another objective of the study.

The significance of such an approach is that novel insights on how single cell metabolism
and therefore phenotypes, respondtthhe cel | s microenvironr
allowing the underlying biological mechanisms to be explored in greater detail. This
knowledge is crucial in designing new types of cell platforms with specific functions such
as production of fusion proteins

The project will hence have a biotechnology focus. Cell platforms for fusion protein
expression and the metabolic response of the cells to this condition will be investigated
with a view to providing goals for bioengineering of cell lines for best pmdaoce in
biomanufacturing.

The analysis of cell extracts was performed using gas chromatography MBI${&and
matrix-assisted laser/desorption ionisation MS (MALWSE). Spatial visualisation and
distribution of metabolites within cells producing the fusiprotein was assessed by
MALDI mass spectrometry imaging (MSI) and secondary ion mass spectrometry (SIMS)
imaging. As discussed further below, MSI of individual cells is an area that with further
development and research could be significantly benefmiahetabolomics experiments

and consequently could bring new insights into characterisation of cellular variability

giving a better understanding about unknown processes involeedl metabolism.
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1.2.Metabolomics

The central dogma of molecular bigpdeclares a general information flow from genes to
MRNA transcripts to protein products. The protein products, for example enzymes, affect
metabolic pathways and therefore generate changes in the function or characteristics of th
organism such as morplogy, development or biochemical properties (so called
phenotype) Figure 1) (Nicholson et al. 1999 Robertset d. 2013) Such cellular
communication however is not unidirectional but is represented as a dynamic network with
many feedbackoop interactions between DNA, RNA and metabolites within different
6omics of mol ecul ar bi ol oggltheseNnteraeionk, ¢hkire s s
relationships and the way they are controlled presents a huge challenge for understandin
cellular function(Fell 1996 Hollywood et al.2006)

; Genomics (Genes) I

- I
R !
- Transcriptomics (mRNA) |
I .
i |
. Proteomics (Proteins)

Feedback

Metabolomics (Metabolites)

AZ0[01q Je[N2a[oW JO BWISOP [RJjUId I ],

Function (phenotype)

Figure 1: Central dogma of molecularbiology, where information flow goes from
genes to mMRNA transcripts to protein products and when these protein have
enzymatic properties that affect metabolic pathways, which generate changes in the
function or phenotype of the organism. Interactionsbetwen o6 omi ¢cs or gani

many feedbackloops within them are also visualised.

Metabolomics was introduced in the 1990s to report methods aimed at assessing the
metabolites present within cells and tissydscholson, Lindon and Holmes, 1999)
However, the idea that iicndprva fdiulad ssé ting hgahtt
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composition of their biological fluids was proposed in the late 1940s, where characteristic
patterns in urine and saliva were linked to diseases such as schizog/@atea &
Sweeley 1978Preti 2005)

The metabolome is considered as the final downstream product of the genome and refers t
the set of low molecular weight (<1500 Da) molecules (metabolisyn et al, 2011)
present in living organisms, needed for thgiowth, development and normal function
(Goodacreet al, 2004) Metabolites are therefore described as a group of small molecules
with a high level of chemical diversity, having a number of functions including structural,
cell signalling, energy source, defence effects and stimulatory or iohikithpact on
enzymes (Klyszejko-Stefanowicz, 2002) This diversity covers molecules such as
carbohydrates, aminacids, lipids and nucleotidg¢Zenobi, 2013) Apart from chemical
diversity, metabolites also have different physical properties due to the variations in atomic
arrangements g.g. sugars and amino acids) as well as different polariteeg. polar
ethanol, norpolar lipids) (Lahneret al, 2003) Additionally, depending on the cell and
type of metabolites, the spectrum of metabolite concentrations can differ within a range
from picomolar (1% mol/m®) to millimolar (10° mol/m® (Dunn, Bailey and Johnson,
2005) The total amount of existing metabolites is estimated to be from a few molecules in
one cell up @ 10° molecules for main metabolites in bigger cells. The size of the
metabolome is often a subject for a discussion as emerging data show also the importanc
of metabolic products of the microbiome, regardless of the metabolic makeup of an
individual (Robers et al, 2013) The potential size of the metabolome is extensive and it
varies within speciesS. cerevisiae-600 metabolitegForsteret al, 2003) plant kingdom

up to 200,000 metabolites(Fiehn, 2001) human metabolome ~42,000
(http://www.hmdb.cal)

Consideration of thdarge variety of physical and chemical properties that create the
metabolome and the dynamic scale of metabolite concensa®moss considerable orders

of magnitude,makes itevident that a broad employment of analytical technologies in

metabolomics research is required.
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1.3. Mass spectrometry as a platform for metabolomic studies

The goal of metabolomics investigations @ @nalyse a large fraction or all of the
metabolites present in a given sample and correlate their activity with metabolic pathways
and specific physiological stat@unn, Bailey and Johnson, 200%lowever, due to
physicachemical heterogeneity of the metabolome as well as complexity of the living
organisms, no single analytical technology lsleato supply information on all the
metabolites occurring in biological samples.

Since no single technology can compensate the coverage of the entire spectrum of th
metabolome, a multiplatform analytical approach is required to broaden the detection and
identification of metabolites in a biological system. A number of analytical methods have
been commonly applied in metabolic studiBsjak et al.2015 Lindon & Nicholson 2008
Boughton et al. 2016 Zenobi 2013) Additionally, a classification of different
metabolomics strategiese. targeted and notargeted analysis(GonzalezRiano et al.

2016 Hollywood et al. 2006) metabolic imaging approaghanni et al. 2012 Vickerman
2011)as well as strengths and limitations of different methods and the aims of the study
define the technology being selected for metabolomics res@étiets-Boaset al, 2005)

MS is a highly sensitive platform for detection, quantification and structure investigations
of hundreds of metabolites in a singlequisition. At the same time, the accuracy and
sensitivity of detection using MS depend on the experimental approach and the instrumen
setup e.g.sample separation, ionisation and detectieiguyre 2) (Gowda and Djukovic,

2014)

1.3.1. Sample introduction methods

Due to the complex nature of biological matrices, it is often essential to separate
metabolites of interest prior to MS analy§isndon and Nicholson, 2008However, the
application of direcinfusion MS (DIMS) of crude mixtures without prior separatitas

been used, providing highroughput coveragef samples, along with reduced time foe
analysis that is beneficial for huge analyte numbeeagssaeening research or clinical trials
(GonzalezDominguez, R Sayago and FernanéReramales, 2017for example, direet
infusion MS allowed for successful metabolic profiling of transgenic mice models of
Al zhei mer 6s di s e as ¢€Gontaleabominguez etnag, 2044 riipel e s
applicability of directinfusion methodlogy is enlarged by coupling with advanced
instrumentatiore.g orbitrap MS in order to improve mass accuracy measurer(lesits

Huhman and Sumner, 201hpwever, despite the improvements, this techniquiess
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common than chromatographic separation of the samples, especially for complex
biological analyte¢Agin et al, 2016)

A number ofanalyticalseparation techniques such as liquid chromatography (LC) or gas
chromatography (GC) became extremely effective tools for metabolite investigations and,
along with the development of new software, allow for quantitative analysis of hundreds of
metabolites n automation modéLindon and Nicholson, 2008)in this work, the GC
separation method was applied and therefore this technique will be described further.

GC is one of the most widely used separatechniques in metabolomic studies, which
after coupling to an MS device, becomes extremely effective in metabolite profiling and
targeted metabolic investigations, allowing for quantitative analysis of hundreds of
metabolites in automation modeindon and Nicholson, 20081:GMS has been applied

in various metabolomic investigations including metabolic profiling of mammalian cells
with different growth characteristigbietmair et al, 2012)or different feeding regimes
(Christopher A. Selliclet al, 2011)and drug metabolistHandeet al, 1988)and up to
date is used as a O0gol d st andé&inandCheneia. hi n
2016 Xu et al.2014 Dunnet al.2011)

The GCMS technique carries good metabolite separation and generally avoids ion
suppression, because of the use of gas phase and the nature of analyte ionisation in th
method (.e. typically electron ionisation). GMS is only usefulfor volatile and thermally
stablesamples thereforet requires chemical derivatization of nrualatile metabolites

prior to their analysis. The derivatization procedure is crucial folMEBCanalysis; it is a
complex and time&onsuming process and carsult in undesirable losses of metabolites
(Dunn et al, 2011) GGMS spectra are highly reproducible and contain putative
identification that can be confirmed with structural and mass spectral datéasbet

al., 2009) Development of the GC technique by muhieinsional approaches defined as
GCxGGMS has enhanced sensitivity, resolution and robustness of the metabolic analyses
when compare to the traditional G&@S method. Thismultidimensional approach
employstwo columns: the first column, where analytes agpasated according their
volatility and the second column, where compounds are separateddvateslrpolarity

(Lenz and Wilson, 2007)
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INLET IONISATION ANALYSER Possible mass resolution

Separation methods .

Electr: 1
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compound being compound being
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mass, is fragmentation Scan speed
Metabolic approach required?
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Figure 2: Schematicof example techniques applied in metabolomics based on instrument 41, instrument possibilities and experimental

approach. Adopted from http://www.rsc.org/images/MS2new_tcm18.02519.pdf.
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1.3.2.lonisation sources

Mass spectrometry by definition is Athe
with or without fragmentation, which are then characterized by theirZoadsarge ratios

(m and r el at (Tedd, 199)) GThe thalecutes analysed have to be charged
because the mass separation relies on the movement of these charged compoutits under
i nfluence of magnetic and/ or electric f
methods that differ in principles and performangesi et al. 2011, Baldwin 2005)
lonisation is one of the most impantastages in M$ased metabolite analysis. The
efficiency of analyte ionisation dictates the ability to detect and quantify a metgbadite

et al, 2013)

For the GC-MS platform, the most common ionisation method available in metabolomics
is electron ionisation (EljHoffmann and Stroobant, 2007his ionisation technique is a
preferable method of choice when screening samples and is used to ionise volatile anc
thermally stable molecules that can be analysed WSCThe main advantages of El are
good sensitivity and reproducibility that aMofor straightforward comparison between
spectra, identification of the specific profiles of the analytes or establishment of spectral
databases for untargeted metabolomics. However, El being a 'hard' ionisation methoc
causes extensive fragmentation of abetlites, making the identification of the molecules
more problematic. It is possible to decrease the energy of ionising electrons in order to
lower the degree of fragmentation, nonetheless, the sensitivity of the method declines
considerably{Dass 2006Halketet al.2005 Begleyet al.2009)

In this study, the main attention was given to another two types of ionisation im@des
MALDI-MS and SIMS and therefore, these will be described in a greater detail.

1.3.2.1. MALDI-MS

Matrix-Assisted Laser/Desorption lonisation (MALDI) was introduced in 1@88ras,
Bachmann and Hillenkamp, 198&hd it has since become a commonly used method in
studies of broad rame of molecules, including large, nwalatile proteins,
oligonucleotides and metabolitdtkewis et al. 2000 Korte & Lee 2014 Edwards &
Kennedy 2005)

1.3.2.1.1. Principles of MALDI

The first step of the MALDI technique involves sample preparation, where theeaisaly

mixed with a sec a |l | e d ([reisawend,i2@08)The matrix is a chromophoritow
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molecular weight compound that absorb the laser energy, protecting the analyte from
fragmentationHoffmann and Stroobant, 2007jhe mixture of analyte and matrix is then
spotted on a target plate and the plate is introduced to the instrument.

The second step occurs in the instrument, inside the mass spectrometer and include
desorption and ionisation of bulk portions of the anafgtdrix mixture by intense laser
pulses over a short duration tirfi@reisewerd, 2003)

Laser irradiation causes rapid heating of the sample crystals due to energy accumulation i
the condensed phase through excitation of matrix molecules. This rapid heating leads tc
sublimation of the matrix crystalsleorption of a crystal portion and expansion of the
matrix into the gas phase, ionising intact matrix molecules in the expanding matrix plume.
The expanding matrix plume contains many species: ionised matrix molecules, protonatec
and deprotonated matrix meolées, matrix clusters and neutral matrix molecules that are
then thought to ionise the molecules of analf@eecisewerd 2003Franz Hillenkamp &

Karas 2007)

The MALDI mechanism that leads to the creation of charged analyte and matrix ions is not
fully understood(Zenobi & Knochenmuss 199®reisewerd 2003)Two most widely
accepted models faon formationduring MALDI process have been proposed. Thst fir
model involves proton transfer to the analyte in the solid phase before desorption, wherea:
the second model assumes gas phase proton transfer to the analyte fromoméedo
matrix molecules in the expanding pluiifganz Hilenkamp and Karas, 2007As a result

of MALDI ionisation process, aumber of ions ar@bserved. Typically, single charged
ions occur: protonated ions [M+H]deprotonated ions [NH] or salt adductg.g.sodium
[M+Na]®, wher e 06M6 i s lyteamoleaule.rRaraly, rauttiplyacharged rnoas
[M+nH]"™" and radicals o&.g.matrix molecules can also app€Bioffmann and Stroobant,
2007)(Figure 3).
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Figure 3: Schematic of the desorptiofionisation in MALDI process. Laser pulses

irradiate the sample causing desorption and ionisation of multiple species.
1.3.2.1.2. Applications of MALDIFMS

MALDI-MS is a powerful analytical method that enables a parallel analysis of a large
number of samples. MALBMS is fast and sensitive (up to fOmol) and it can be
applied for the analysis of analytes with a wide molecular weight riaageom very low

(< 1000 Da) up to very high (300 000 D@joffmann and Stroobant, 2007Duncan,
Roder and Hunsucker, 2008)

In metabolomics, MALDIMS is one of the most common ionisation techniques applied in
the detection of known (targeted metabolomics) and unknown -témgated
metabolomics) small moleculdKiss and Hopfgartner, 2016Yhis technique has been
used to obtain metabolite profiles from bactdGalvanoet al. 2011 AlMasoud et al.

2016) tissue section@Bhandariet al, 2015)and cell§Poveyet al, 2014) providing with

good quality spectra with broad mass range of analytes detected. Additionally, MALDI
MS can also be applied in the analysis of metabolic profiles of serum, urine or tissue
samples and used to determine physiologicahgks of the organism caused by a toxic
agent. Subsequently, these changes could be linked to specific metabolic pathway:s
(Lagarrigue, Caprioli and Pineau, 201B)ALDI-MS has also been applied in a number of
targeted toxicity investigatioressg.from water sampleJaoet al.2011)

Oneof the widest applications of MALBMS in metabolomics are drug discovery studies
that can provide activity information about potential drug candidate, suggesting targets for
further drug development and indicating binding acceptors of the tested cainpoun

(CuperlovieCulf and Culf, 2016) There are a number of studies, where the suitability of
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MALDI -MS technique in drug metabolism analysis have been des¢hheattimanet al.

1994 Jiraskoet al.2014)

The potential of MALDIMS has also been shown in biomarker investigat{dhelsenet

al. 2016 Baget al. 2016) One of the approaches of metabolomics is to discover, validate
and quantify biological méers fore.g.diseasg Khamis, Adamko and EAneed, 2017)
Changes at the metabolite level originate from the disesseciated metabolome
adaptation and often occur in biological fluids before the appearance of clinical symptoms.
Accordingly, the detection of new biomarkers can improve the understanding and
diagnostics of human diseases such as cancer, diabetes or cardiovascular disorders a
eventually enhance the quality of life of patie(@wdaet al. 2008 Ciseket al. 2016.
Another advantage of the MALDI method is its application for quantitative studies that has
been shown previously several times, for example instbdy of glucose flux in mice
(Sugiuraet al. 2014), cyclosporin A concentrations in human blodMuddimanet al.

1994 and investigations of potentially hazardous substances in water sa@atsst @l.

2011)

Due to a number of advantages of this technigyge fast data acquisition, small analyte
volumes, tolerance to salts and buffers, ease of use and potentiabgethroiughput
analyseqHoffmann and Stroobant, 200Muddimanet al. 1994, MALDI has started to

be considered as a powerful tool in metabolomics studies.

1.3.2.2. SIMS

Developed in the 1960&Rouberolet al, 1969) the secondary ion mass spectrometry
(SIMS) technique has shown the potentalbecome a powerful tool in metabolomic
studies ine.g.lipid profiling in embryos(Tian et al, 2014)and cancer cell@©enbigh and
Lockyer, 2015)or studies of biomarkers for hypox{@rmitage et al, 2013) The great
advantage of this technique is, alowgh chemical information, its ability to image the
distribution of metabolites within cell or tissue with higher spatial resolution than the
MALDI -MS technique and quantitative informatifirecheneet al. 2007, Chandraet al.
2008)

1.3.2.2.1. Principles of BAS

SIMS is a surfacesensitive method applied in the analysis of secondary ions desorbed
from the sample surface after primary ion bombardnf€mkerman and Briggs, 2001)
Primary ion bombardment is initiated by primary ion guns tdaat be monoatomie.g.

Au’, clusterse.g.Aus’ or polyatomice.g.Cgo. The secondary particles that are produced
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are desorbed and ionised and allow for chemical analysis of the sample Stidace 4)
(Shard & Gilmore2013 Adriaensenet al. 2004 Vickerman 1997) Detectable ions are
usually restricted to a limited mass range of approximately a few hundred Da.
Additionally, due to a high level of fragentation of molecules, spectra analysis and data

interpretation is challengingickerman 2011Henderson 2013)
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Figure 4: Schematic of the desorptiofionisation process in SIMS. The primary ion
beam bombards the sample surface, causing in desorption ofultiple species. The
majority of species emitted are neutral (purple) atoms or molecules; a small part of

emitted species is charged: cations (green), anions (orange), electrons (yellow).

The secondary ion formation depends on the primary ion beam,ttire npda sample and

its electronic state and involves two processes: sputtering and ionisation of particles.
Firstly, when primary ions bombard a sample, partickesmolecules and atoms from a
sample surface are desorbed (sputtered). The emissiote(sm)tof molecules and atoms
occurs, when the energy of the beam bombarding this surface is high ea@ugh keV)

to overcome the surface binding energies (eV). Secondly, the sputtered particles are the
ionised, resulting in the creation of neutesld charged atoms and molecules as well as
fragments derived from a sample surfé8gmund, 1981)

Only a small fraction of sputtered particles is ionised (typically<l %) and the ionisation

processcan occur through: gaining or losing charged species (typically proton, also
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sodium, potassium and chlorine ions), gaining or loosing electrons and through

dissociation of the parent ions to produce fragment{@Gosksand Busch, 1983)

As the SIMS technique is based on the analysis of secondary ions, the relationship betwee
factors influencing the secondary ion generation is described by the SIMS equation
(Equation 1) (Vickerman and Swift, 1997)

Equation 1 The SIMS equation
0 T —s

Where:"O is a positive secondary ion current froine sample species;
‘Oi the primary ion flux;

[ T sputter yield of species;

| - ionisation probability of the speciésto positive ions;

— T fractional concentration of speciésin the sample layer

s 1 transmission of the analysis system including detector efficiency

The sputter yield and ionisation probability are two crucial parameters, which determine a
sample behaviour under SIMS. The sputter yield is the total yield desorbed from a sample
surfa@ (including ions and neutrals) per primary ion impact. The sputter yield is dependent
on the energy, charge and mass of the primary ion beam and the nature of the sampl

analysedVickerman and Swift, 1997)
1.3.2.2.2. Static and dynamic SIMS

With regard to the primary ion flux used for the analysis, there are two SIMS operational
modes that can be used: static and dynamic rffeidare 5).

Il n static SIMS, the f I ux®ianéperpcr (i.ensaticyiimit), o n s
resultirg in a bombardment of <1% of the atoms from the topmost layer of the sample
(Figure 5 A). Such conditios decreasehe damage to the molecular structure of the
sample and limits the area of desorption to a maximum of fQpemprimary ion impact.

For surfice investigations, this guarargebat sputtered particles are emitted from the
areas, where no previous bombardment occur@man 2005 Shard & Gilmore 2013,
Vickerman 1997 Lockyer 2014)
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Unlike the static SIMSnode in the dynamic SIMS mode the ssbrface of a sample is
investigated This mode involves the analysis of the material under ion irradiation as a
function of depth, as shown Figure 5 B.

Primary ions

Primary ions

Secondary ions ( )
( ) Secondary ions

o%0 /® ®
\ \ / ' - ® ¢ Yo, )

Top atomic layer \ ()

. ;é) z )1;(/;)

PO
Sample Sample
A Static mode B. Dynamic mode

Figure 5: Two operational modes of SIMS: static mode gives information about the
topmost atomic layer of the sample (A), whereadynamic mode operates with high
primary ion doses to remove material to collect 3D information resulting in the

creation of an etched crater (B).

The dynamic mode allows for the characterisation of 3D chemical distribution and
structural changes under highimary ion beam exposu(®cPail & Dowsett 20090ran

2005.

The choice of a primary ion beam for SIMS analysis is important as it determines the type
and amounbf material detected. Only polyatomic primary ion beants Cgso allow for

the dynamic analysis of molecular species due to the reduced chemical damage under the:
beams. The interaction of thes{Cion with the sample is described as a formation of a
crater at the surface of this sample with little perturbation of thessutace. On the other
hand, the Au’ ion separates into single Aions that continue their movement through the
sample, leading to considerable mixing and chemical damage (tens ofateeg)riigure

6) (Fletcher and Szakal, 2013)
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15 keV

15 nm
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Figure 6: Snapshots of the &' and Aus’ impacting the sample surface (here: water
ice). The Gy’ ion beam creates a crater with minimal suksurface perturbations (A);

the Aus’ ion beam has a much longer energy track and hence, extensive damage is
caused (B) Adopted and reproduced from (Ryan, Wojciechowski and Garrison,
2007)

1.3.2.2.3. Applications of SIMS

Several applications of the SIMS technique have been desdfilzeuhi et al. 2012
Vickerman 2011)Due to their enhanced secondary ion yield the application of cluster ion
sources enables the investigations of lipid content in biological systems involeegl. in
nontalcoholic fatty liver diseasgDebois et al, 2009) Al z hei me(Baés di
Domenechet al, 2013) Fabr y d®uballes a,a82680&) or Duchene muscular
dystrophy(Touboulet al, 2005) SIMS can als be applied in the analysis of organic and
mineral compounds associated to pigmentseig. paint samples, allowing for the
determination of (Richardinpei a.,nm?@11) Additionally, nother n t
applications of SIMS such as cositieemistry (Stephanet al, 2003) and analysis of
human remains in cultural heritage studi€srsoyet al, 2012)have also been described.
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Newertheless, most applications of the SIMS platform is related to imaging studies due to
the possibility of tightly focusing the primary ion beam, which makes this technique well
suited for the creation of high spatial resolution ion imgyesbellingenet al, 2015)

1.3.3. Mass analysers

Metabolite detection with high mass rkg@mn (> 10 000), mass accuracy (< 5 ppm) and
sensitivity is desired. Nevertheless, achieving these aims in a single MS analysis is
challenging because higher resolution generally leads to lower sensitivityicandersa
(Gowda and Djukovic, 2014)There is a variety of mass analyserg. quadrupole (Q),
time-of-flight (TOF) or Orbitrap and analyses alternatives such as single (MS) or tandem
(MS/MS), each of which has different resolution and sensitivity perform@thaimann

and Stroobant, 2007)

Quadrupole analysers offer good sensitivity for selected ions but limited mass resolution,
whereas TOF and Orbitrap offer high mass resolution. Generally, commonly used
quadrupole instruments can reach a resolving payweaio 4000,.e. about 34 times less

mass resolving power than instruments with TOF, wéideOrbitrap can reach a resolving
power up to 150 000 and excellent mass accuracy (< 2 (fpaggh 2004 Perryet al.

2008 Drexleret al. 2011) Moreover, quadrupole instruments are only useful for analysis
ions with masses up to 3,000 PMishur and Rea, 2012)

A higher mass resolution simplifies a differentiation between closely localisedtorass
charge signals. Hence, the development of MS instruments to improve their performance
has been implementéioco et al, 2007) For the analysis afmall molecules, a resolving
power of TOF instruments has been enhanced by introducing a reflectron component tc
TOF tubes(Hoffmann and Stroobant, 2007Additionally, the confidence in assignments

of m/z signals to specific metabolites can bgroved by tandem M@Joco et al, 2007)

Mass analysers organised in a tandem configuratiorQ-TOF or Fourier transform (FT)
Orbitrap (FFOrbitrap) are widely used in metabolom{&cheltemaet al.2014,Haoet al.

2012 Ghasteet al. 2016)thanks to their high mass resolving power (10 000 and more) and
high mass accuracy (< 10 ppm). Fourier transform instrumentsST-OrbitrapMS have

the highest mass resolving power (~ 500 000) and mass acaeutacy 1 ppm(Brown,
Kruppa and Dasseux, 2005)he appearance of high mass accuracy instruments with a
broad dynamic rangei.¢. a range over which ion signal is linear with the analyte
concentration) can enhance identification effectiveness of molecules in complex mixtures
(Hu et al.2005 Moco et al.2007).
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Mass analysers commonly used with GC are single quadrupoles or TOFs, but some currer
platforms are supplied with -QOF MS. QTOF and FTOrbitrap analysers are more
typical for metabolite priding and metabolite identification, because of their enhanced
mass resolving powéMoco et al. 2007, Gowda & Djukaric 2014) TORTOF, QTOF or
FT-Orbitrap can be coupled with MALDI devices
(http://maldi.ch.pw.edu.pl/pomiary/Artykuly/ultraflex_IlIl_User_Manual pdRompp &
Spengler 2013)whereas TOF mass analysers are typically used for SIMS instruments
(Sherazet al, 2013) Additionally, recent development of SIMS instrument coupled to
Orbitrap mass analysefhttp://www.npl.co.uk/news/3danosimdabelfreemolecular

imaging) gives new possibilities for metabolomic approaches.
1.3.4. MSbhased metabolic imaging

Understanding the multiple biochemical processes that occur within living organisms
requires not only the investigation of the molecular entities associated with these processe
but also their spatial visualisation and distribution within the individuals. The analysis of
morphological and molecular cell or tissue features is the foumdaidfo creating
knowledge aboué.g.biomarkers for disease or changed metabolism of cells, diagnostics,
prediction and prognos{®orris and Caprioli, 2013)

In metabolomics, mass spectrometry imaging (MSI) enables one to investighas spa
distribution of biological compounds present in cells and tissues by their direct ionisation
and detection. MSI has also opened new insights for cell and tissue characterisation in twc
and three dimension&ompp et al. 201Q Hill et al.2011)and promises extensive utility

for e.g. clinical applicationgDenbigh and Lockyer, 2013unch, Clench and Richards,
2004) and drug discoverylLou et al, 2016 Swaleset al, 201§. Modern MS imaging
platforms have seen major technicalvances that have enhanced the applicability and
adoption of the technology in other research aeegsinglecell and sukcellular imaging
(Schoberet al, 2012) New instrumentation provides high spatial resolution (< 1 pm)
(Rabbaniet al, 2011) high mass resolution (~100 000), high mass accuracy capabilities (<
3 ppm) as well as the ability to measure a wide easfganalyte¢Bhandariet al,, 2015)

Three of the most commonly used ionisation platforms for MS imaging studies are
MALDI, SIMS and cesorption electrospray ionisation (DE8R6mppet al. 201Q Cobice

et al.2015, Clench, 2016)
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SIMS platforns currently givethe highest spatial resolution (< 1 yu(Rabbaniet al.2017)

and can provide quantitative chemical informat{@handraet al, 2008) However,the
ionisation of the analytes requires high vacuuni®(bar) and due to the high energy of
the primary ion beams, the analyte fragmentation is int¢Rsbbaniet al. 2011
Vickerman 2011Hoffmann & Stroobant 2007)

The approach of SIMS imaging is frequently dedicated towards cellular anceuilar
analyses, including 3D imagin@rahamet al, 2016 Hill et al, 2011 Winograd, 2015)

and analysesfdissue section@-letcheret al, 2013 Touboul and Brunelle, 2015)

The use of stat SIMS for cellular MS imaging has been applied to a range of detectable
endogenous compounds such as lipids and other merdbatised small species.g.
cholestero(Jerigoveet al, 2011) The effectiveness of SIMS in imaging the localisation of
membrane contents, lipids in partiay is highly beneficial in bi@nalytical
investigations, especialginceonly a few techniques can do thisithout the use of other
labelling agent¢Lanni, Rubakhin and Sweedler, 201Rjpid profiles have been obtained
from a frog egg during early stages of development, opening the possibility for
developmental studiassing high resolution imaging MS and biochemistry of the sample
(Tian et al. 2014). Other studiesdemonstratedor visualisation of membrane cholesterol
within cultured macrophages and their relative quantification by cowoelatvith
fluorescence imaging, allowing for separation between cholestermhed and control
cellular populationgOstrowskiet al, 2007)

On the other hand, MALDI technigue is a soft ionisation method and offers a wide mass
range of analytes, high sensitivity and recently, high spatial resolugorif.4 pm
(Kompauer, Heiles and Spengler, 2Q1&yditionally, the development of new MALDI
technology allows for desorption anchiéormation process to take place in atmospheric
pressure (AP). The limitation of MALDI with low mass resolution instruments is however,
the interference of matrgerived signals with signals coming from metabolites. This
disadvantage can be overcome Ipplacation of highresolution and high mass accuracy
mass analysers.g. Orbitrap (Bhandariet al, 2015) Consequently, a number of dies
aimed at imaging of metabolites in different types of cells and tissues using the MALDI
MSI platform have been describéfiakahashet al. 2015 Shantaet al. 2012,Fulopet al.
2016 Swaleset al, 2015)

For example, various small molecules have been detected and localisedAnathioiopsis
thalianadried plant tissues with the application of different MALDAtrices(Takahashet

al., 2015) This technique has also been applied in metabolic imaging of drugs, drug
metabolite{Shantaet al, 2012,Swaleset al, 2015)and liposomes in mammalian tissues,
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providing infamation about transport of drug molecules from blood into brain(&idap

et al, 2016) Additionally, with constant development of MALIMSI devices, this
technique can be used for metabolite characterisation in tissue samples with efficient ion
yield and high spatial resolution (1.4 um), allowing for mapping cellular andelubar
distribution of lipids(Kompauer, Heiles and Spengler, 2017)

DESI is a soft ionisation method that uses charged solvent dropéetsléctrospray) in

order to release the molecules from a sample sificakatset al, 2004) This technique
operates under atmospheric pressure, giving a possibility to access the sample durin
acquisition and it does not require the aggtion of a matrix hence, does not experience
analytematrix cocrystallisation issuefCookset al, 2006) Additionally, DESI can also

be an alternative for compounds that are difficult to ionise using the MALDI technique
(e.g.inks) (Ifa et al, 2007)

The major limitation of the DESI technique is its spatial resolution becaud f o c us i n
charged solvent droplets is challengiiWjisemanet al, 2008) The spatial resolution can
vary from approximately 150 prfGirod et al, 2011)to recently improved 35 pm that has
been applied in the imaging of biomarker for disease within mouse brain ({Ssugpbell

et al, 2012)and drug distribtion studiegFerreiraet al, 2014)

Along with further improvements of techniques, MSI is becoming an emerging platform
for a diverse range of research fields, providing high quality spatial distribution and
chemical information of visualised compour{danniet al.2012 Aichler & Walch 2015.
Additionally, the development of validation and -calibration protocols as well as
information about a spatial resolution will progress fully quantitative metaboso
approaches and a realisation of the full potential of MSI will be achi€m&t and Snel,
2016)

The most expected goal of al l science st
data sets of the living organisms, where the complete dafttbeir function is based on
mutual interactions between genomic, transcriptomic, proteomic and metabolomic activity
(Weckwerth 2003Dunnet al. 2005) As more and more researchers becomarawf the
applicability and benefits of the metabolomics studies, the application area will enlarge

further.
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1.4.Metabolomics in practice

Metabolomics approaches have grown rapidly and become widely employed in many
different branches of analyseBhe application of metabolomic investigations has been

shown on a number of different studies and is broadly described in the litefiahte ).

Table 1: Metabolomics applications in different branches of studies.

Application

Examples

References

Funcional genomics data
sets produced by genomics,
transcriptomics and
proteomics are combined
with the attempt of
understanding how the DNA
sequence is translated into
information in a cell

Phenotype changes as a resu
of a genetic manipulatioa.g.
deletion of a genes.g.
Arabidopsisphenotype
discrimination based on
metabolic data between two
related lines of this plant and
their offspring

(Oliver et al. 1998
Pevsner 2009Taylor et
al. 2002)

Nutrigenomics study of the
relationships between genes
and nutrients found in food
and their influence on
different phenotypes and
personal health

Positive effect of
polyunsaturated fatty acid
supplementation on lipoprotei
metabolism in Caucasian
population

(Muller & Kersten 2003
Rudkowskeet al.2013)

Pharmaceutical industiye.
toxicological profiling,
biomarker studies for diseas
drug metabolism,
environmental stress

Fatty acid metabolism affecte
by toxicities faunde.g.in
drinking water; biological
activity of a potential drug
candidate

(Shiet al.2014 van
Ravenzwaayt al.2014
Ciseket al.2016 du
Preezet al.2017, Dinis-
Oliveira 2016 Hasler
Sheetakt al.2016

CuperlovicCulf & Culf
2016)
Metabolic engineering Production of pharmaceutical§ (Kulkarni 2016 Divol &
optimisation of metabolic and other biotechnology Bauer 2010Trosset &

interactions within cells to
enhance production of a
substance of interest on an
industrial scale and in a cost
effectivemanner

productse.g.biofuels

Carbonell 2015Wilkens
& Gerdtzen 2015
Georgeet al.2015)
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Metabolomics strategies are divided into two different approdahéargeted analysis and
unt argeted analysi s, somet i (Beown etr a,f2€00)r e d
Targeted metabolomics is the analysis of defined groups of chemically characterised
metabolites. This strategy can be beneficial with extensive understanding of these groups
e.g. metabolic enzymes, their products and biochemical routs, which theybcetri
Additionally, since all investigated molecules in targeted approach are defined, sample
preparation can be more easily optimised, decreasing highly abundant species in the
analysis as well as detecting any analytical artefacts that can be furtimeirawin.
Moreover, with the application of internal standards, chemical substances used for
comparison, the targeted metabolomics approach can be undertaken in gus@titative

and quantitative mannéRobertset al, 2013) When employing targeteahalysis, novel
relationships between metabolites can be identified in the context of specific physiological
states.g.diseasdZhaoet al, 2010)

By contrast, untargeted metabolomics is a broad study of all the measurable species prese
in a sample, including the unknowns. Due to its broad nature, untargeted analysis pipeline
normally employs a number of analytical methods and advanced data sutedysiiques

in order to reduce the large data set into a smaller collection of manageable signals. Thes
signals then need annotation using metabolite libraries and datédkha&snov, Bak and
Engelsen, 2014) Untargeted metabolomics allows for novel target detection, as
metabolome coverage only limited by the sample preparation procedures and attributes

of analytical techniques useglg.sensitivity and specificityRobertset al. 2013).
1.4.1. Fusion proteins

One of the recent area in where metabolomics has been applied is the proddicti
pharmaceuticals such as-fusion proteins that create the most rapidly expanding group of
bio-products and currently dominate the biopharmaceutical market due to their suitability
in applications in diverse clinical settinGohariet al., 2015)

Fusion proteins are proteins constructed through assembling two or more genes tha
originally code individual proteins. Some fusion proteins consist of complete polypeptides
and hence, have all functional sites of the original proteinsefileeless, other fusion
proteins consist of only parts of coding sequences (especially those naturally existing) anc
consequently, do not preserve the functionality of the original genes that formed them.
Fusion proteins combined from partial gene segeerare called mutant fusion proteins

and are often found in cancer cektsg.bcr-abl fusion proteinfhttp://chippi.md.biu.ac.i)l
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Both types 6 fusion proteind.e. combined from complete or partial gene sequences can
experience interactions between the two joined peptides that can alter their original
functions. Additionally, for partial gene combinations a variety of interactions between
different active sites and binding domains has potential to give novel proteins with new
functions (http://chippi.md.biu.ac.il/Czajkowskyet al. 2012) Individual cell analysis is

also crucial due to the fact that cell populations are, in most cases, not homogeneous
where cells behave nesynchronously. Therefore, cells must be studied independently in
order to obtain relevant and accurate metabolforination. Heterogeneity occurring
within cell populations would be lost when analysing averaged cell populations data
(Emara et al, 2017) and therefore, singleell investigations are essential to create

unbiased metabolic models.
1.4.1.1. Febased fusion proteins

Fc-basedfusion proteins are recombinant proteins consisting of an antibody Fc domain
directly joined to another peptide. Recombinant fusion proteins are constructed artificially
through genetic modifications.

Fc-based fusion proteins are the most often createdrfysoteins due to their beneficial
biological and pharmacological propertigzajkowskyet al, 2012) The presence of Fc
domain considerable increases plasma-lifalfof the protein, which extends therapeutic
adivity (Roopenian and Akilesh, 2007yhe Fc domain in Fbased fusion proteins also
allows for interactions of these proteins with Fc receptors present on immune cells. The
ability to interact with receptors on immune cells is crucial fob&sed fusion proten s 6
use in oncological therapy and vaccifjfgnmerjahn and Ravetch, 2008h addition, Fc
domain is believed to fold independently and can enhance the solubility and stability of the
whole fusion protein botin vitro andin vivo. Moreover, from aechnological point of

view, the Fc domain enables for easy and-tmst purification of Féased fusion protein

that is highly beneficial for manufacturdGarter, 2011)

There are a number of fasion proteins that have been introduced and are applied in
different health disorders, for example: Enbrel (Amgen/Pfizer) for rheumatoid arthritis,
Amevive (Astellas Pharma) for psoriasis and s$@ant rejection or Nulojix (Bristel

Meyers Squibb) for organ rejecti¢6zajkowskyet al, 2012)
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1.4.1.2. EPQFc fusion protein

One of the Fdased fusion proteins that has recently gained attention is eryttiogas

fusion protein (EP&rc) (Taschwelet al, 2012)

Human erythropoietin (EPO) is a glycoprotein hormone that controls red blood cells
production. This protein is produced naturahykidneys and is wpegulated in hypoxia
environment, resulting in increased generation of red blood(b&lgelset al, 2012)

EPO protein has a molecular mass of 30.4 KDaviset al, 1987)with four glycosylation

sites that accounts for approximately 40% of the molecular mass of this [{fedsekiet

al., 1987) Recombinant human EPO has been produced and become extensively appliec
as a therapeutic protein for the treatment of anaemia, AIDS or chemotl{éedipypann,

2007) However, EPO administration techniques otia@ninjections are limited, mainly

due to the inefficient penetration EPO through epithelial barriers.

Consequently, unique approaches have been undertaken to overcome this and othe
limitations and PO-Fc fusion protein have been introduced. EHR©O allows for a
recognition by neonatal Fc receptor (FCRn) on the epithelial cells of the lungs and this
interaction is then used to transfer EPO across the epithelium barrier to the blood
stream(Bitonti et al, 2004) Additionally, a number of attempts have been made to modify
structure of native EPO protein in order to improvetiterapeutic properties.g. by
increasing its molecular weight to slow down its in vivo metabolism or prolongifiealf
(Wanget al, 2010)

1.4.1.3. Mammalian cell lines as a platform for protein production

Recombinant Rbasedfusion proteins are now a wadbktablished class of therapeutics
(Czajkowskyet al, 2012) However, economic success greatly depends on a robust, low
cost and high effective protein production systgBisch and Racher, 2006)pominant
platforms sed for production of biopharmaceuticals are based on mammalian cell culture
due to their good effectiveness and gioahslational modificationgse. glycosylation that

is crucial in a protein mechanism of acti@durm, 2004)

Chinese hamster ovary (CHO) cells represent a common expression platform for the
production of biopharmaceutical products hence, much effort is given into further
development of the CH®ased production systefirummeret al, 2008) CHO cells are
epithelial (from tissue) cells derived from Chinese hamster, first isolated in 1957. Since the

original CHO cell line was characteris€io & Puck, 1958, a numbe of variantsof this
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cell line have been evolved for various purpo§esschweret al. 2012 He et al. 2012

00 Cal leaab20H) iKyriakopouloset al.2013)

CHO cells are a dominant platform used for the development of therapeutic proteins and
have aproven history of regulatory approval for expression of recombinant proteins. They
areconsi dered saf e, mai nly due to their o0
also, they grow relatively fast and robfurm and Hacker, 2011 Additionally, CHO

cell line can be cultured either as adherent cellsx@uspension and can be genetically
manipulated to improve production of prote(iXs et al, 2012)

The fundamental issues affecting the choice of a cell host for protein production, apart
from the ability to produce high protein concentrations and the low cost of manufacturing,
are the capability to produce high quality product witkiigel characteristics and the time

in which these high product concentrations can be accéBsmth and Racher, 2006)
Consequently, the improvement of chemically defined cell media and development of
feeding strategies have contributed to increased cell populations, resulting in higher
product titres.

Nevertheless, a major limiting factor for further improvements in process performance of
mammalian cell culture and protein expression is inefficient cell metabfliasthwe et

al., 2012) Therefore, better understanding of cellular metabolism pathways and cellular
physiology under protein production can offer improved longevity of cells and-dasde

manufacturing of desired protain

1.4.2. Single cell based metaboldos

In life sciences, the single cell is believed to be the smallest functional unit and its analysis
is certainly crucial. Singleell based metabolic investigations represent the analysis of a
wide range of molecular information carried on a variety ofrbadecules at the individual

cell level. Such information can give understanding about unknown processes involved in
e.g. cellular evolution, communication or adaptatiimaraet al, 2017) Additionally,

novel metabolomic investigations at the singd#l level can bring newinsights to
phenotypic differences within one cell population and in a very sensitive manner
(Heinemann and Zenobi, 2011)

Individual cell analysis is also crucial due to the fact that cells are not necessarily
synchronised €.g. different growth stage) and hence, thell geopulation is not
homogeneous. Therefore, cells must be studied independently in order to obtain relevan

and accurate metabolic information. Heterogeneity occurring within cell populations would
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be lost when analysing averaged cell populations data thedefore, singleell
investigations are essential to create unbiased metabolic nfEdesaet al., 2017)

There are a number of reasons for cellular heterogeneity: cells might be genetically
different, can live in a different microenvironment or happen to be a diffagenbrin a
different cell-cycle stage(Heinemann and Zenobi, 2011for instance, metabolomic
investigations on yeast cell cycle and on cell population level revealed significant changes
in gene regulation and metabolite levels during different stages of cell(byateay et al.
2007).With regard to CHO cells, it has been shown that CHO cell populations often show
diversity in spreading and adhesion during the cell growth, resulting in variations in cell
morphology. It is believed that adhesion and hence morphologlwahges, link to
phenotypic variation that can be of potential biological significance. The importance of
adhesion variability has been investigated by Baal. revealing the adhesion is non
genetic and cell cyclendependent but is scaled with the meama® receptors responsible

for adhesior(Daoet al, 2012)

Another source for cellular heterogeneity is phenotypic heterogeneity that is believed to be
stochastically i(e. randomly) induced. Due to a low copy numbers of specific molecules
within cells, some processes at the gene and protein production level are stochastic and ce
result in random variations in the abundance ofrbaecules. These variations can be
then intoduced to biological pathwaysg.regulatory processes, causing the generation of
multiple cell phenotypes even within the same environnfBaj & van Oudenaarden
2008 Veeninget al.2008)

Single cd metabolomics has a number of challenges. Firstly, individual cell approach has
to consider very low quantities of analytes. For example, glycolytic intermediates are
present at the low millimolar concentration rangéeircoli bacterium (in 1fL of volura),
attomolar concentrations occur in yeast (in 65 fL of volume), whereas in mammalian cells,
metabolites are present within a concentration range of femtomoles (in 500 fL of volume).
Such concentrations are approximately ti®ies lower, when compared toe amount of
metabolites that are usually use@.(nanomoles) in metabolomic studies at the population
level (Schmidet al. 2010. Moreover, unlikee.g.genomic or proteomics, amplificah of
analyte is not possible, making metabolomics even more challengigigemann &
Zenobi 2011) Another challenge in metabolomic investigations is a sample preparation
process, where a cell metabolisras to be stoppedpidly and ideally without a loss or
degradation of metabolites ¢salled quenching). Hence, the appropriate extraction
procedure should be based on the greatest number of metabolites recovered and also, ¢
the reproducibility of the metho{Sellick et al. 2011) Lastly, because individual cell
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metabolomics platforms are expected to reveal differences between single cells, these
platforms also needs to generate high quality measurements to enable fioeahingful
statistical data analyses and interpretaftfé@inemann and Zenobi, 2011)

Due to a limited number of techniqueBable 2) allowing for metabolic studies at the
singlecell level, only a few experiments have been perforighdeinemann and Zenobi,
2011) Howeve, singlecell analytical platforms have recently undergone rapid
development and reached an important level, where they have grown into powerful tools

used for characterisation of cellular variabilimaraet al, 2017)
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Table 2: Mass spectrometry technique applied in metabolomics studies for profiling

and imaging of small molecules at the singleell level.

Technique Description References

Matrix-free; semiquantitative; MS imaging
SIMS e.g.ToF- (pixel size < 1 um), subellular level; mass | Passarelli and
SIMS, NanoSIMS | range ~31000 Da; hard ionisation; low Ewing, 2013

throughput operation

Soft ionisation; matrixree; MS imaging

(pixel size ~35 pum); alternative for MALDBI Cookset al,
DESI-MS MS; semiquantitaive; mass range ~500,000 2006 Campbellet

) . al., 2012

Da; medium throughput operation

Broad mass range ~1{&D0,000 Da; soft

ionisation; quantitative; MS imaging (pixel

size < 10 um), suisellular level; matrix Heinemann and
MALDI -MS application; possible application of plates (Sf‘ Zenobi, 2011

called sample arrayi

singlecell deposition; low/medium throughpt

operation

Matrix-free; semiquantitative; soft ionisation;

suitable for small molecules; alternative for Thomaset al,
DIOS-MS MALDI -MS; MS imaging (piel size ~25 um) 2001, Lu, Guo

. . and He, 2007

medium throughput operation

Electrospray needle placed into a cell under

video microscopic observation and eleetro | H Mizunoet al,

spraying the cell contentga this needle; 2008 El-
NanoESIMS allows for subcellular studies; low throughpu Faramawy, Siu

operation; direct analysis of cgllsuitable for
larger cells; better sensitivity (than ESI) and
reduced droplet size can be obtained

and Thomson,
2005

Live single-cell MS

Curved fiber tip to point the focused UV lasg
beam onto a cell that ionises cell content;
analysis by LC/ESMS; low throughput
operation; potential for detailed qualitative a
guantitative studies

Izumi et al, 2009
Svatos, 2011

DIOST desorption/ionisation from porous silicon; LQiquid chromatography

52




1.5. Metabolomics and data analysis

Metabolite data generateby MS are in general rich in information and therefore,
chemometric statistical tools are often required to reduce the data dimensionality from suck
complex datasets. The main approaches in analysing metabolite datasets are to obtal
detailed insight intdhe molecular mechanisms of cellular metabolic routes and to identify
molecules that are involved in these pathw@msnzalezRiano, Garcia and Barbas, 2016)
Complete metabolomics investigations involve a number of steps that are performed before
the predefined hypothesis can be answered and includere)processingselecting
features from raw data to a suitable form; ii)-pesatmentfor example scaling to put all
samples and variables on a comparable scale; iii) procestsitistical modelling and data
visualization; iv) interpretationFjgure 7) (Sumneret al. 2007, Gromski et al. 2015
Sussulini 2017)

Biological problem Data pre-processing Data pre-treatment Data processing Data interpretation
and data acquisition

I — |!_ ||e_ I — | —

Univariate analysis:

Baseline correction Scaling e.g. t-test, ANOVA
Alignment Data filtering

Deconvolution Estimation of Multivariate analysis:
Normalisation missing values e.g. PCA, PLS-DA

Figure 7: Data analysis workflow in metabolomics. Metabolomics investigations
involve a number of steps performed before the prelefined hypothesisis answered

and include data preprocessing, pretreatment, processing and interpretation.
1.5.1. Preprocessing

The goal of preprocessing of metabolomic data is to create 2D datasets of features, where
often the rows correspond to the samples analysgédhacolumns ton/zvalues, retention

time or peak area, depending on the technique used. There is a numbeproicpssing

steps applied such as baseline correction, alignment, deconvolution and normalisatior
(Sussulini 2017Khakimovet al.2014)

Baseline correction compromises randprahd uniformly generated variations caused by
artefacts, which can appear during the measurement. Similarly, the aim of data alignmen
is to remove any shifts present and to group detected peaks across all samples according

their m/zvalue and/or retdion time window. Consequently, the grouped peaks are then
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integrated as peak intensity or peak area and are assigned to a specific feature in the da
table(Sussulini, 2017)

The sources of artefacts and shifts betweefz values and/or peak retention times
occurring during the experiment are variation®ig. pH, temperature, pressure or effects
coming from the sample matrix. However, the majority of chromatographic and mass
spectrometry data visualisation and processing software such as DataAnalysis from Bruke
or MassLynx from Waters provide buitt baselie correction and alignment functions
(Khakimov et al. 2014) Additionally, other softwares.g. MATLAB also enables fast
baseline correction, alignment and further processing across many samples simultaneousil
(Johnseret al, 2013)

Deconvolution is related to the separation of the true profileslasely eluted and/or
overlapping metabolite peaks. This process is a powerful tool for enhancing selectivity of
offered technologies and is important for quantitative investigations. Deconvolution is
often performed in automated software packages prowddh most GEMS and LCMS
instruments €.g. Pegasus, Leco, St. Jospehs, USA) but can also be achieved with the
application of other tools, for example Automated Mass Spectral Deconvolution and
Identification System (AMDIS) (for GBAS) (Hansen, 2006)

Normalisation is applied to the dataset to aetdor any norsample related variations
causede.g.during sample preparation or data acquisition and is particularly important for
guantitative investigations. Normalisation corrects variations by identifying some factor
that is alike in all samples anfixing the scale of each variable using the factor
characteristics €.g. internal standard)(van den Berget al, 2006) In addition,
normalisation is applied to each spectrum separately rather than across a group of spectr.
The most commonly applied method of normalisation is sum His@tian, where each
mass channel (for example) is divided by a sum of the intensities from all mass channels ir
the spectrunHenderson, 2013)

1.5.2. Pretreatment

Within all steps in the data analystigta pretreatment is believed to be a key step due to
its ability to make the data clearer and suited for the further anglysisdacreet al,
2007) During the prereatment step, the data are converted to minimise variable
redundancy, resulting in all variablbsingmore comparable with regard to si&ro and
Smilde, 2003)

There are a number of preeatment methods that have been applied in metabolomic data

analyss, for example scalinge(g. autoscaling, Pareto scaling), data filtering.d. by

54



standard deviation (SD), median) and estimation of missing values resulting in the
imputation ofe.g.zero values or values usihkgnearesineighbours (KNN)YPoveyet al.

2014 Gromskiet al. 2015 Khakimov et al. 2014) All pre-treatment methods have their
advantages and limitations, so careful consideration has to be given while selecting which
method to usévan den Bergt al, 2006)

Scaling allows for an equal importance to all variables, removes any scale differences anc
is usually performed after norigation stepSussulini, 2017)During scaling process, for

each variable (columnjs mean from the whole dataset is taken (also known as centering)
followed by dividing by a scaling factor. Depending on the type of scaiggautc
scaling, Pareto scalingtc the scaling factor is different. For example, during aataling

the standal deviation of a given variable (column) is used, whereas Pareto scaling instead
of standard deviation uses the square root of the standard deiatioden Berget al,

2006)

Other common steps in data fireatment are data filtering and estimation of missing
values. Data filterings a process where the sigialnoise ratio for the spectra can be
improved by taking out information that is confusiegy. outliers. The majority of the
existing data filtering techniques are based ondefened window filters, based omg.
standard dviation values, where standard deviation for each variable from all dataset is
calculated and checked against given window f{lt&ansen, 2006)

Additionally, it is advised to apply the process of replacing missing data with substituted
values (also known as imputation methods) in order to improve data analysis. Quite
commonly, about 10920% data frome.g. GC-MS experiments are missir{romskiet

al. 2014 Hrydziuszko & Viant 2012)There is a variety of sources for missing values such
as measurement error, failure in the identification of signals from the background or
deconvolution, resulting in false negative during segregation of overlappgrgls
(Hrydziuszko & Viant 2012 Steueret al. 2007) Likewise, a number of imputation
methods to estimate missing values can be applied, for example replacing missing value by
means of nearest neighbours (KNN) or replacing missing values with (¥éeakwerth,

2007) Rearding recent studig€sromskiet al. 2015 Hrydziuszko 2012), Pareto scaling

and kNN imputation method have been found as optimal for the dataset generated using
mass spectrometry techniques.

All above pretreatment methods faa their advantages and disadvantages and can greatly
influence the outcome from the data analysis. Therefore, a consideration has to be given
which pretreatment approach is best to select for the dataset, according to the study anc
type of sampléGromskiet al, 2014)
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1.5.3. Univariate and multivariate approaches in data analysis for metabolomics

Two main approaches of data analysis are typically applie metabolomics
investigations: univariate data analysis (UVA) and multivariate data analysis (MVA)
(Figure 8).

Univariate data analysis (UVA)

—> ftest

L3 one-way Analysis of Variance (ANOVA)

Multivariate data analysis (MVA)

—>  Unsupervised method

— >  Principal Component Analysis (PCA)
—>  Hierarchical Clustering Analysis (HCA)

—>  Supervised method

——  Discriminant Function Analysis (DFA)
—>  Partial Least Squares Discriminant Analysis (PLS-DA)
—>  Orthogonal Projections to Latent Structures Discriminant Analysis (OPLS-DA)

Figure 8: Examples of univariate (UVA) and multivariate (MVA) approaches in data
analysis for metabolomics. Commonly used methods for UVA aretest and ANOVA.
MVA can be divided into unsupervised and supervised methods that include.g
PCA, HCA (unsupervised) ande.g. DFA, PLS-DA, OPLS-DA (supervised) analyses
(GonzalezRiano, Garcia and Barbas, 2016Gromski et al., 2014)

In this study, two multivariate analytical toale. PCA and PLSDA were applied and
therefore, these will be described in a greater detail.

The UVA approach enables analysis to determine whether or not, the values measured fc
a specificvariable €.g.peak) differ significantly across collection of samples. There are
two commonly used methods of UVA, both with an assumption that the datasets follows a
normal distribution:t-test, applied to determine a comparison between two groups of
sanple and, onavay Analysis of Variance (ANOVA) test, when more than two groups of
samples are givefGonzalezRiano, Garcia and Barbas, 201Bpth methods provide @

value that corresponds to the probability of getting by chance a result as that observec
(Bartel, Krumsiek and Theis, 2013)
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UVA is typically used along with MVA that takes into account more than one variable at
the same time. MVA includes principal component analysis (PCA) that is usually applied
for a preliminary assessment of original clustering (grouping) of the samples. PCA, an
unsupervised method, determines clustering of samples wighptiori information of a
sample class and is based on the differences between signals in the metabolite profile:
PCA is often applied as a starting point in the data angiiskimov, Bak and Engelsen,
2014)

Another method, partial least squares regression discriminant analysitO@LS applied

for classification between groups but also to evaluate which variables cause the variation
and is employed to expose this variation among a collection of sa(@mezalezRiano,
Garcia and Barbas, 2016)

PLSDA, a supervised method, proposes the construction of predictive models based on
the estimated relationships amongi&hles {.e. regression) of the data within the dataset
against the class information within this dataseg.ccontrol, treated). PL®A allows for

a selection of the statistically significant metabolites that contribute most to the arranged
model(Gromski, Muhamadalket al, 2015)

One way to present statistically significant metabolite®.@ Variable Importance in
Projection (VIP), where the most meaningful metabolitesaasumed to be the ones with a

VI P s c(&Godeiengdal,12013)

The data analysisork-flow will result with a set of statistically significant metabolites,
allowing for the identification of the metabolic pathways influenced by the investigated
factor or certain environmental conditions.

A number of metabolomic studies use the appboaof univariate and multivariate data
analysis workflows. For instance, PCA was used in discriminating phospholipids from
different types of bacteria with the employment of the MAIND$ techniqueigure 9 A)
(Ishidaet al, 2002) Another example incorporates the application of PCA andPAS
multivariate analyses followed by the analysis of metabolites IDs and their metabolic
pathways in the study of urine samples from hepatitis C virus (HCV) pabgntdtra
performance | iquid chromatographyFigw&9 ( UP
B) (Zhanget al, 2013)
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Example A

I Example mass spectra obtained by MALDI-MS Multivariate analysis for MALDI-MS spectra
using PCA
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Score plots of MALDI mass spectra with PC1 and 2:
Escherichia coll (E) (24 h); Kiebsiella preumoniaec (K);
Salmonella choleragsuwis (Sa); Shigella boydii (Sh): and Eschenchia coli

1 iy L i - () (144 h).

o -
T00 750 800 830
Mass (mvz)
Typical MALDI mass spectra of the family: {a)
(b} i
Relative peak intensities of phosphelipids observed on the MALDI mass spectra of bacteria
Relative peak intensity (%)
Discrimination of different bacteria types Class of phospholipids* Abbreviation E. coli K. prenimantiace 5. bodii
based on phospholipids content Phosphatidy] ethanolamines (PEs) C30 62 41 52
call 24 14 62
cal 145 59 241
c320 48 48 60
332 22 14 24
c33l 26,0 41 187
C342 33 51 45 66
c3 17 L6 178 125
C35:2 46 50 59 19
C35:1 1nz 75 16 18
C36:2 32 34 33 9
[subtatal) (B7.9) (B.TY {347 {903)
Phosphatidyl glycerols (PGs) €331 42 37 a3 33
€341 35 37 a6 an
35:1 a7 23 44 11
a2 14 1a 15 13
jsubtotal) 121y (1L.3) {153) ()
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* Observed as [M+ 2Na® + H'] and [M + Na™] bons for PEs and PGs, respectively.

Figure 9 A: Application of multivariate analysis in metabolomics studies. Example A
discriminating phospholipids from different types of bacteria using MALDI-MS;
adopted and reproduced from(Ishida et al, 2002)
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Example B

— - - Metabolic pathways influenced by HCV based on metabolite
Multivariate analysis for UPLC-MS data using Identification of urinary biomarkers | IDs highlighted in multivariate analysis
urinary ers
PCA and PLS-DA
"o I ) ) )
A et Identification of urinary biomarkers in HCV cases.
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. 18 558 Aspartic acid 1 56574
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37 001 Note: T, content increased, |, content decreased
o1
. Metabolites altered in HCV subjects compared to healthy controls map to multiple biosynthetic pathways. Altered metabolites with KEGG
N * from the merged data set were mapped to KEGG and SMPDB reference pathways, and interaction networks were generated in Cytoscape. Green
02 . and red nodes represent patt and related metabolites detected, respectively (details in Table 52 of the Supporting Information .
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Metabolomic profiling of HCV patient and matched healthy
control in positive ionization mode by using UPLC—MS system: (A)
PCA model results for the HCV group in positive mode; (B} loading
plot of OPLS-DA of HCV in positive mode

Figure 9 B: Application of multivariate analysis in metabolomics studies. Exampl®: investigation of biomarkers for hepatitis C virus from
urine samples of hepatitis C virus patients using UPLE@VS; adopted and reproduced from (zZhang et al, 2013)
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1.5.4.Processing and analysis of MSI data

The very large size and complex nature of MSI datasets has led to the development of &
variety of different preprocessing and data analysis to@lsneset al., 2012) however,

many of them are not yet available commercially. In general, MSI datasets can be
processed at the spectral level and at the image levgbrégessing of spectral dataset can
involve background subtraction, alignment and normatisgiNorris et al, 2007) Due to

MSI spectra typically contain highequency noise and unresolved background, a
background subtraction method is important for accurate representation of molecular
distribution in MS images. Alignment and normalisation of spectra are appliedréxtcor

for some variations in ionisation due #&g. suppression effects or matrix effect (for
MALDI technique). One commonly used normalisation is the total ion count (TIC)
normalisation that accounts for total effects across the sample. In additionttalspase,

image noise can also appear due to the stochastic eventar(dom) during the analysis.
However, recent development of MSI data analysis packages have introduced algorithms
to minimise the impact of noise within an MS image. They also geotaols for data pre
processing, image manipulati@ng. region of interest selection and means for export of
MS spectra from individual pixels to other software for further ana(ysiseset al. 2012
Gessekt al.2014)

Ultimately, a consideration must be given to thegmacessing methods and the analysis

of MSI results in order to ensure the most accurate representatiom dédita Gessekt al.

2014)
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1.6.Summary

One of theareas of application fanetabolomics ishe production of bipharmaceuticals

One example are Hasion proteins, which are the largest group of currently created fusion
proteins due to their beneficial biological and pharmacologicalpegties. The
manufacturing of Fdusion proteins is dependent on an effective, robust andctsiv
protein mammalian cell extraction system. Insights into of how cells react to a protein
expression process based on metabolic profiles, brings newailmnsengineering of cell
platformsfor best performance ibio-manufacturing Additionally, information on how
single cell metabolism and hence, phenotype, responds to thaicelenvironmenwill

allow for biological mechanism® be examined in detail.

Different mass spectrometry techniques applied to metabolomics studies offer various
advantages and limitations in terms of sample preparation procedures, mass range detecte
mass accuracy and spatial resolution. At the same time, it is very unlikelyribat
individual method will give complete set of the answers to untargeted or targeted
biological questions. Multidimensional investigations seem to be the best approach to
obtain as much of such information as possible from one sample type. With thiackppro
data sets collected from different mass spectrometry techneqge€sC-MS, MALDI-MS

and SIMS as well as combined chemical and spectral information can be used to explore
cell metabolism and its changes in greater detail.

The work in this thesis attguts to investigate the effects of the-lfased fusion protein
production in mammalian cells using a metabolomic approach and with the application of
mass spectrometry techniques. GC-MS, MALDI-MS and SIMS for profiling and

imaging.

Chapter 2 describesthe cell line used for Fbased fusion protein expression, its

maintenance and procedures for footprint and fingerprint sample collection.

Chapter 3describes in detail the GRS, MALDI-MS and SIMS instruments used to

obtain the metabolomics data.

Chapter4 presents results of preliminary analysis of a response of CHO cell line exposed
to the EPGFc fusion protein induction and production.
A Aims to check the stability of the cell line under inducer exposure; to confirm the
EPOFc fusion protein productiom cells; to choose timpoints collection for

footprint and fingerprint samples
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Chapter 5presents results of optimisation of the sammleparation procedurfor the
MALDI -MS technique used foa detection ofmetabolites derived from footprint and
fingermprint cell samples.

A Aims to choose a MALDMS matrix, matrix concentration and its solvent for
metabolite profiling; to create a calibration mixture for MALRIS metabolite
profiling; to choose a sample deposition method for MAIMIB® metabolite
profiling; to confirm the suitability of chosen MALBEMS sample preparation
method for metabolite samples

Chapter 6presents results of the analysis of footprint and fingerprint metabolite profiles of
cells producing the EP®c fusion protein obtained by GS and MALDIMS. The
analysis attempts to investigatellular activity of CHO cellsand their metabolic state
upon the protein production.

A Aims to analyse the effect of EPEL fusion protein production on metabolism of
cells based on GMS and MALDFMS data; to findthe most significant
metabolite changes in cells producing EP©using UVA and MVA approaches;
to atempt metabolite assignment and metabolic pathway analgsitsmparelata
of metabolic profilexollected usingsC-MS and MALDFMS techniques

Chapter 7presents metabolite MS imaging approach of CHO cells with the application of
MALDI -MSI and SIMS imagig in order to investigate the cell response to the-EPO
fusion protein expression. The analysis attempts to characterise cells at the population leve
as well as single cell and sgbllular levels.

A Aims to analyse the effect of EPEX fusion protein mpduction in cells based on
metabolite images from cell populations; to find the most significant metabolite
changes in cells producing EF&2 using UVA and MVA approaches; to attempt
metabolite visualisation and metabolite assignment; to attempt investigaf
metabolite changes under protein production at the sgajldevel; to attempt
investigation of metabolite distribution at the stédlular level; to compare data
obtained using MALDIMSI and SIMS imaging

Chapter 8is a general discussion of tldata presented within this thesis and includes a

summary of results and ideas for the future work.
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CHAPTER 2: Experimental

2.1.Introduction

The goal of this work was to incorporate a metabolorbased approach to investigate the
effects of EPGFc fusion protein expression in mammalian cells.

Fc-based fusion proteins are the most often generated fusion proteins because of thei
beneficial biepharmacological propertie€zajkowskyet al, 2012) such as increased
plasma haHife of the protein(Roopenian and Akiélsh, 2007)and presence of Fc domain

that enables for easy and laest purification of Fdased fusion protein that is highly
beneficial for manufacture(Carter, 2011)

One of the Fdased fusion proteins that has gained attention is erythropbietinsion
protein (EPGFc) (Taschweret al, 2012) Human erythropoietifEPO) is a glycoprotein
hormone that controls red blood cells produciidagelset al, 2012)and its recombinant
version has been used as a therapeutic protein for the treatment of anaemia, AIDS o
chemotherapyJelkmann, 2007)EPOFc is one of some unique approaches that have been
undertaken to improve EPO therapeutic prope(iiéanget al, 2010)

A Chinese hamster ovary (CHO) cell line was used as a platform for thecER@ion
protein production. CHO cells aem epithelial (from tissue) cells derived from a Chinese
hamster, first isolated in 1957jio & Puck, 1958 and epresent a common expression
system for th@roduction of biopharmaceutical produ¢tsummeret al, 2008) This cell

line is a dominant platform usedrfthe development of therapeutic proteins and has a
proven history of regulatory approval for expression of recombinant proteins. CHO cells
have been considered saf e, mai nly due t
viruses also, they grow reiag¢ly fast and robugWurm and Hacker, 2011)

Metabolte extraction was performed according to the protocol developed previdesly (

et al.2009.

Current metabolite extraction procedures involve two stages: the initial quenching of the
cells and their metabolic activity, followed by extraction of the metabqiesnthaleret

al. 2012 Tenget al. 2009 Wiendahlet al. 2007). A standard approach for quenching of
cells requires the use of peeoled solution in order to stop cell metabolism by rapid
cooling of the cells and to preserve the characteristics of the metabolome. There is ¢
number of queching solutions that have been used, including: -@0% methanol in
extraction of metabolites from normébellick et al, 2009)and cance(Li et al, 2017)

cells as well as bacteriBécillusandBrevibacillug (AIMasoudet al, 2016) 0.9% sodium

chloride in the analysis of Chinese hamster ovary cell({teen, Bennett and Kontoravdi,
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2013)or phosphatduffered saline (PBS) in the analysis of mammalian ¢gltenthaler,
Gstraunthaler and Heel, 201Buffers maintain the membrane of cells however, they do
not stop enzyme activityTeénget al. 2009 Wiendahlet al. 2007). Up to date, methanol
solutions have been applied for quenching metabolism of cells and bacteria the most often
due to its low ganching temperatures (freeze point48°C), good metabolite recovery

and possibility of buffer supplementation that helps keeping integrity of cellular
membranesHernandez Borét al. 2014 Japeltet al. 2015 Martanoet al. 2015 Seret al.

2015 AlMasoudet al.2016)

The second step of the sample preparation protocol for metabolite profiling involves the
extraction of metabolites from cells. Firstly, cells need to be detached from their growth
surface, for example by scraping or application of trypsin, which allowsdiggction of
sufficient number of biomas¢Villas-Béas SGet al, 2007) The extraction isthen
performed by the disruptio of cell walls (lysation) bye.g the application of liquid
nitrogen followed by removal of the cellular deb(Bellick et al. 2009 Sellick et al.

2011) The extraction procedure however, should be carefully designed as it can provide a
number of complications, including damage and/or decrease in metabolite levels when
rapidly frozen(Wittmannet al, 2004)or irreversible binding of metabolites to cell walls
while freezedry cycles are applie@unn, Bailey and Johnson, 2005)

Accordingly, metabolite extraction in this study was performvét the application of cold
100% methanol followed by detaching cells by scraping and interruption of cell walls
(lysation) using liquid nitroge(Sellick et al.2009 Sellick et al.2011, Tenget al.2009.
Metabolic profiling was conducted using @€S and MALDIMS analysis of both
external (footprint) and internal (fingerprint) metabolome of CHO cells.
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2.2. Materials and methods
2.2.1. Materials

All cell culture consumables and solvents were purchased from Siginah
(Gillingham, UK) or Life Technologies/Gibco (Invitrogen Group, Paisley, UK), unless
stated otherwise. Plasticware was purchased from Fisher Scientific (Fisher Scientific, Fair
Lawn, NJ) or Dutscher Scientific (Essex, UK). Cell culture reagents included HAM F12
nutrient mix, Lglutamine, blasticidin, tetracycline (Sigmdddrich, Gillingham, UK),
Foetal Bovine Serum (FBS) (Life Technologies/Gibco) and hygromycin B in PBS
(Invitrogen Group, Paisley, UK).

2.2.2. Methods

All cell culture work was conducted within@ass Il biologicakafety cabinet (Machire
Limited, UK) and all work areas were carefully cleaned with 70% ethanol before use.

2.2.2.1. Characterisation of cell line

For this study, the CH®1 adherent cell line transfected withREX system was used
(Figure 1). T-REx sysém is a tetracyclineegulated mammalian expression system, where
tetracycline regulation is based on one of thBREXx system componentspcDNAG/TR
regulatory vector. The pcDNAG6/TR regulatory vector expresses the tetracycline (TET)
repressor and tetracyoé regulation is dependent on the binding of tetracycline to this
repressor. This bond results in activation of the promoter for expression of the gene with
encoded EP@c fusion protein. Additionally, pcDNAG6/TR vector encodes blasticidin
(antibiotic) resstance that allows for selection of stable transfectants (@aigura et al.

1994 Hillen & Berens, 199% CHO-K1 T-REx cells were trasfected withEPOFc
pcDNAS-FRT-TO plasmid that encodes hygromycin (antibiotic) resistance and
erythropoietin (EPO) Fc fragment recombinant protein (~70 kDa). Accordingly; FEEA®

under control of tetracycline repressor. Hygromycin, similarly to blagticadays a role of
selectable marker and is essential for selecting cells that contain these plasmids. In th
absence of hygromycin, the cell population might lose this plasmid, therefore losing the

ability to produce EP@-c (http://www.thermofisher.conhttps://www.addgene.org)
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Figure 1. Schematic components of CHEK1 T-REx EPO-Fc-pcDNA5S-FRT-TO cell
line used for metabolomics studies of EP®c fusion protein expression. When
induced, the binding between tetracycline (TET) and its repressor activates EREc

promoter for EPO-Fc fusion protein production.

A EPOFc fusion protein schematic structure is showkigure 2. The construct is built
from EPO protein and Fc fragment with six residues of histidine attached. Additionally, an

enzyme enterokinase site between EPO protein and Fcdragsmassembled.

EPO Enterokinase site Fc fragment His tag

Figure 2: Schematic structure of EPGFc fusion protein. EPO structure incorporated

from Cheethamet al.1998

An aliquot of a frozen CH&K1 T-REx cell line containing EP®c-pcDNAS-FRT-TO
plasmid (further called O6CHOO6 cell Il i ne)

PhD student Thomas Leach at the University of Manchester.

2.2.2.2 Resurrection of frozen cells

A cryogenic tube containing frozen CHO cells in liquid nitrogen was warmed in a water
bath heated to 37 °C to thaw the cells. Once thawed, 1 mL of cell suspension was added t
9 mL of prewarmed complete growth mediurgble 1) in a conical tube and centrifuged
(Rotofix32A Hettich Centrifuges, UK) for 10 min at 5@0o remove dimethyl sulfoxide
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(DMSO). The supernatant was removed and cells were suspended in 8 mL of fresh
medium and seeded onZb flask. Cells were counted ancell counting chamber (Thoma)
using Trypan blue according to standard protocol and placed in an incubator at 37 °C in
5% of CQ atmosphere. Cell culture was examined microscopically at 24 h periods to
check for any morphological changes and nutrientirements. Also, cell culture was

checked foMycoplasmacontamination monthly.

Table 1: Complete growth cell medium for CHO cell line.

Concentration in Catalogue
Content _ Company

cell medium number
HAM F12 nutrient mix n/a* SigmaAldrich N6658
L-glutamine 1.8 mM SigmaAldrich G7513

: Life
Foetal Bovine Serum (FBS) | 10% _ ) 10500064
Technologies/Gibcao

Blasticidin 10 pg/mL SigmaAldrich 15205
Hygromycin B in PBS 250 pg/mL Invitrogen 10687010

*complete formulation available on company website

2.2.2.3.Sub-culturing (passaging) of cells

Cells were grown as a monolayer ir2%h or T-75 flasks containing respectively 8 mL and

15 mL of complete growth medium. Flasks were assessed under inverted phase contras
microscopy (Model Pim, World Precision InstrumentVPI, Sarasota, FL, USA) to
determine the level of confluency. Cells were-suliured every 3! days at which point

70i 90% confluence of cells was obtained. The old cell medium was aspiratedl@ndl5

of prewarmed calcium and magnesium free phosphatiered saline (PBS) was added to
wash the cell monolayer and remove any remaining FBS that can inhibit the activity of the
proteolytic enzymes to be used. The PBS was removed airtal 1215 of trypsin was added

to the flask and the flask was placed in ith@ibator for 5 min to boost the performance of

the enzyme. After the incubation time had finishéd,(®mL of prewarmed cell medium

was added and cell suspension was agitated to disattach cells. Cells were counted in a ce
counting chamber (Thoma) usifigypan blue according to standard protofeéllick et

al., 2009) and seeded in fresh medium at the density as necessary, usually®0.1x10
cells/mL for 3 days of cell culture. The flask was placed in the incubator at 37 °C in 5% of
CO, atmosphere (Galaxy7DS, New Brunswick, Eppendorf, UK). Viability of cells was

checked with each passage.
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2.2.2.4. Cryogenic preservation (freezing) of cells

Cryogenic preservation is a practice of retaining cell culture in a stable environment for a
prolonged period of timavithout the need fomaintenance of the cell conditione.
feeding and passaging procedures detailed above. Theuluking procedure was
followed to the stage where the cells were incubated with trypsin iat@ L of pre
warmed cell medium was added. Cell suspension was transferred to a conical tube an
centifuged for 10 min at 50@. Supernatant was removed atte cell pellet was re
suspended to a density of 102 1@lls/mL in fresh cell medium containing 10 % DMSO.
DMSO acted as a cryoprotective agent in the freezing process. 1 mL of cell suspension wa
aliquoted to labelled cryotubes and placed ir2@ °C freezer for 24 h. After 24 h, the
cryotubes were transferred te80 °C freezer (U5786, New Brunswick, UK) for another

48 h. Once frozen, the ampoules were transferred to liquid phase nitrogen sassejs

for long term storage.
2.2.2.5. Inducer exposures

Tetracycline stock solution was prepared in water in a concentration of 1 mg/mL, added to
cells to a final concentration of 1 pug/mL and incubated for 3 days. Stock solution was
applied to cells whecells were examined under the microscope after 24 h from seeding to

exclude contamination and to control the morphology of cells.

2.2.2.6. Metabolome sample preparation

A development of a suitable metabolite extraction protocol was required that would be
optimum for metabolome analysis. The basic practice of harvesting adherent cells includes
the use of trypsin to disassemble cells from flask surface. This however, brings some majol
complications: trypsin does not inactivate enzymes, it can potentiabygeh the
metabolite profile because of its interactions with membrane proteins and, time needed for
centrifugation of samples during such protocol creates a great gap between harvesting an
guenching of metabolism that might result in the loss of sigmifiogetabolites. In order to
minimise changes in metabolite profile, cells were harvested by cell scraping. Metabolite
extraction was performed according to the method developed previfleshg et al.

2009, however the use of room temperature PBS rather than ice cold PBS thaing
washing step was applied in order to reduce cell shock and thus minimise potential
metabolome leakagélollywood et al, 2015) Figure 3illustrates the diagram of stages in

the collection of footprint and fingerprint samples. Cells were seeded and grown as
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described previously and iT-225 flasks with 25 mL of growth medium. After the addition

of tetracycline and thus, induction of the protein production, cell culture was maintained
for 3 days. Sample collection of footprint and fingerprint samples was performed on day 1
and day 3 otell culture. Control flasks were grown along treated cells and there were 4
biological replicates of control and tetracyclimeluced cells. All used cell media, PBS,
FBS, antibiotics and solvents had the same batch numbers to reduce introduction of

variation.
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Control cells Cells treated with the inducer
Footprint

1. Medium aspirated and centrifuged.
mmmm) 2. Snap frozen in liquid nitrogen.

. / . / 3. Lyophilised samples were stored at -80°C until analysis.

Fingerprint

4. Cells washed with PBS (twice).

/ / 5. Quenching with 100% MeOH (7mL, -48°C, about 5 minutes).
. . 6. Cells harvested by cell scraping.

7. Cellular biomass removed and collected into centrifuge tubes.

- ! = 8. Metabolite extraction through 3 freeze thaw cycles. Samples snap frozen in
liquid nitrogen and thawed on dry ice.

9. Samples centrifuged to pellet cell debris; supernatant collected and dried.

10. Stored at -80°C until analysis.

Figure 3: A diagram of main stages in the footprint and fingerprint sample collection

85



2.2.2.7. Metabolomic footprint sample collection

The expired media were aspirated from each culture flask, collected into 15 mL conical
tubes and centrifuged 10 min at 10§@t -8 °C to remove any remaining cellular debris.
The centrifuged metabolic footprint samples were aliquoted into smaller volantes
immediately snap frozen in liquid nitrogen. Same samples were lyophilised (Eppendorf
Vacufuge Concentrator 5301, Eppendorf, UK). All samples were store8D&tC until

further analysis.
2.2.2.8. Metabolomic fingerprint sample collection

After removalof the expired media, PBS (10 mL, room temperature) was applied to each
flask to wash cellular monolayer from any remaining medium. PBS was aspirated,
collected to 15 mL conical tubes and immediately snap frozen in liquid nitrogen for further
analysis of ay potential metabolite leakage. Washing step with PBS was repeated twice,
however PBS after first washing step only was collected for metabolite leakage analysis.
Following this, the cellular metabolism was quenched by addition of 100 % methanol (7
mL, -48 °C, about 5 min) and harvested by scraping the cell monolayer from the flask with
a disposable cell scraper (Corning, UK). The collected biomass was removed by pipette
and placed in 15 mL conical tubes. The samples were snap frozen in liquid nitrogen and
allowed to thaw on dry ice in order to break cell membrane and extract metabolites. This
process was repeated three times to ensure sufficient extraction. The samples were the
centrifuged 10 min at 5000 at -8 °C to pellet the cell debris. The supernataas
collected and aliquoted into smaller volumes and lyophilised (Eppendorf Vacufuge
Concentrator 5301, Eppendorf, UK) in order to concentrate metabolite extracts. PBS

samples were also lyophilised. All samples were storeBDatC untilfurtheranalyss.

86



References:

AddGene vector databageo date016 Available at: https://www.addgene.org
(Accessed: 4 November 2016).

AlMasoud, N., Xu, Y., Trivedi, D. K., Salivo, S., Abban, T., Rattray, N. J. W., Szula, E.,

Al Rabi ah, H., Sayqgal, A. and Goodacr e, R
Brevibacillus species using r apnaldBicenatal y s i
Chem 408, pp. 78667878.

Carter, P. (2011) o6l ntroduction to curre.l
engi neer i n gExpGelt RegBE7cpp.il26EL269. ,

Cheetham, J. C., Smith, D. M., Aoki, K. H., Stevenson, J. L., Hoeffel, $ydd, R. S.,
Egrie, J. and Harvey, T. S. (1998) O6NMR
comparison with its r NatStrpctBioi5, pp.@Gilé6d. c onf o

Chen, N. , Bennett, M. H. and Kont ovagvdi ,
cel | met abolism through a combined compu!
Cytotechnology66, pp. 945966.

Czaj kowsky, D. M., Hu, J. ,6 -fuSldnaproteins:diew and |
devel opment s andEMBOtMal Med4,pe 1085a02& t i ves o,

Dunn, W. B., Bailey, N. J. C. and Johnsol
current anal yfThe@rmalystlBOepp.l606626.0 gi e s 0,

Hernandez Bort, J. A., Shanmukam, V., Pabst, M., Windwarder, M., Neumann, L.,
Alchalabi, A, Krebiehl, G., Koellensperger, G., Hann, S., Sonntag, D., Altmann, F., Heel,
C. and Borth, N. (2014) O6Reduced quenchi
using filtrati onJBotednaBEsevierrBy/ e 1883t pp.&K103i on o6

Hl | en, W. and Berens, C. (1994) O6Mechani :
tetracycl i Apeual RevMicrehiod8) mpe3d669.

Hollywood, K. A., Winder, C. L., Dunn, W. B., Xu, Y., Broadhurst, D. I., Griffiths, C. E.
and Goodacre,R.(261) O6Expl oring the mode of actio
met abol omi ¢ anal y Mol8iosysslil, pm 2198220% T cel | s 6,

Japelt, K., Christensen,J.andVilBoas, S. (2015) O6Metabol ic
Lactobacillus paracasei: tlrept i mal g u e nMidrabirCell Fact 14, . E3g vy 6 ,
139.

Jel kmann, W. (2007) OErythropoieti kurdft el
Haemato) 78, pp. 188B205.

Ki mura, M., Takatsuki, A. and ¥sageagfrons hi ,
Aspergillus terreus (BSD): a new drug resistance gene for transfection of mammalian
c e | Bioshim Biophys Actal219, pp. 653659.

Kronthaler, J., Gstraunthal er-Thro@@hputand He:
Metabolomic Biomarker Screening: A Study of Quenching Solutions to Freeze
I ntracell ul ar Me tlankeg Bid 16,pp. B0®7. CHO Cel | s 6,

Li, X., Wong, C. C., Tang, Z\Wu, J., Li, S., Qian, Y., Xu, J., Yang, Z., Shen, Y., Yu, J.
and Cai, Z. (2017) oDetermination of- ami |

87



MS/MS and [U13C5}g | ut ami ne as T{diapta 163 ppt 286292. t r acer

Life Technologie$2016). Avalable at:
https://www.thermofisher.com/uk/en/home/references/protocols/preggpression
isolationand-analysis/proteirexpressiofprotocol/inducibleproteinexpressiorusingthe
trex-system.html (Accessed: 4 November 2016).

Martano, G., Delmotte, N., iEfer, P., Christen, P., Kentner, D., Bumann, D. and Vorholt,
J. (2015) O6Fast sampling method for mamm:
chromatograplyna s s s p e d\atiProtogel®, ppy Id.1.

Nagels, B., Van Damme, E. J. M., Callewaert, Mb&au, L., Tavernier, J., Delanghe, J.

R. , Boets, A., Castilho, A. and Wetering:
expressed EP®c from stably transformed Nicotiana benthamiana plants presenting tetra
antennaryNg | y c an sJXBotechnpl 160, pps 242250.

Roopenian, D. and Akilesh, S. (2007Nat 6Fc|
Rev Immungl7, pp. 715725.

Sellick, C. A., Hansen, R., Stephens, G. M., Goodacre, R. and Dickson, A. J. (2011)
OMet abol i te ext mauttured mammélianccelis fer gisbal mmetabolite
profiling TL - 6 ANat Prot 6, pp. 12411249.

Sellick, C. a, Hansen, R., Magsood, A. R., Warwick, B., Stephens, G. M., Goodacre, R.,
Dickson, A. J. and Dunn, W. B. PhHhRidogi€ly o6 E1
Valid Metabolite Profiling of Suspension Cultured Mammalian Cells Effective Quenching
Processes for Physiologically Valid Metabolite Profiling of Suspension Cultured

Ma mma |l i a AnalCkemB1ls pp.,174183.

Ser, Z., Liu, X.,, Tang, N.N and Locasale, J. W. (2015)
met abol omi ¢cs f rAeahBiochem475upp.28.c el | s 0,

Taschwer, M., Hackl, M., Hernandez Bort, J. A., Leitner, C., Kumar, N., Puc, U., Grass, J.,
Papst, M., Kunert, R., Altmann, F. and Bort N. (2012) 60Gr owt h, p
glycosylation in a CHO EpoFc producer cell line adapted to glutaminee e gJr o wt h 6
Biotechno] 157, pp. 296303.

Teng, Q. , Huang, W., Collette, T. W., EKk |
quenchingnethod forcellc ul t ur e b a s e Metah@omegdd,pp. ©IPA0L. s 6 ,

Tjio, J. and Puck, T. T. (1958) 06Geneti c:
constitution of J&@Med408,pp.25026& sue cul tur ed,

Trummer, E., Ernst, WHesse, F., Schriebl, K., Latenmayer, C., Kunert, R., Voraiinkr

K., Katinger, H. and M??1 1 er, D. (2008)
different EpeFc expressing CHO clonesbycrssp eci es mi crdarray a
Biotechno] 3, pp. 924937.

Villas-Bbas SG, Roessner, U., A., E. H. M., Smedsgaard, J. and Nielsen, J. (2007)
Metabolome analysis: an introductioHoboken, NJ, USA: John Wiley & Sons, Inc. doi:
10.1002/0470105518.

Wang, Y:J., Hao, SJ., Liu, Y:D., Hu, T., Zhang, GF., ZhangX., Qi, Q-S., Ma, G:H.

and Su, ZG. (2010) OPEGyl ation markedly enhan
humannomg| ycosyl ated erythropoietin: A dompeé
Controlled Releasel45, pp. 306313.

88



Wiendahl, C., Brandner, J. J., Kuppers, C., Lu, B., Schygulla, U., Noll, T. and Oldiges, M.
(2007) OA microstructure heat exchanger |
c e | ChemdEng TechnpB80, pp. 32R328.

Wittmann, C., Krémer, J., Kiefer,P.jBhz, T. and Heinzl e, E. (

shock phenomenon on quantificatAmmhn of i ni
Biochem 327(1).
Wur m, F. and Hacker, D Nat Bi@exhindl 29, pp. FliB"R2& t CH

89



CHAPTER 3: Instrumentation
3.1. Introduction

Biological experiments require specialised instrumentation for the acquisition of data with
high mass accuracy, high mass and spatial resolution. The application of different
analytical tools suitable for the characteiisatof small molecules offers the advantage of
gaining complementary information about biological samples and leads to better
understanding of metabolism of living organisfBsijak et al. 2015%.

Since its invention in 1912, mass spectrometry (MS) is-esthblished platform for a
number of scientific disciplinegDunn, 2008) A standard arrangement of mass

spectrometry instrument is shownRigure 1.

Sample Detection
introduction Ton source Mass analyser system PC

Figure 1. A schematic of a standard mass spectrometry platform. Samples are
inserted to an ion source (atmospheric or vacuum pressures) through anlet system,
where ions are produced. lons travel through mass analyser being separated
according to their massto-charge (Mm/2) ratio prior the detection at the detector
component. A PC is required to acquire experiments and to control system and all its

parameters(Dunn, 2008)

Samples can be introduced to the mass spectrometer in l@gica{mospheric pressure
MALDI), solid (e.g MALDI, SIMS) or gas phasee(g GGMS), depending on the type

and arrangement of the system. Subsequently, a sample is transferred to an ion sourc
where positively or negatively charged ions are produced. lons then are separatec
according to theimassto-charge (/2 ratios in a mass analyser. The separated ions go
through a detector component for required detection and data is then collected and store
on PC(Li & Gross 2004 Dunn 2008)
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3.2. Platforms for metabolic footprint and fingerprint analysis

3.2.1. GGMS
3.2.1.1.Agilent 6890N GC LECO Pegasus Il EI TOFMS

Analysis was performed using Agilent 6890N gas chromatograph oven (Wokingham, UK)
coupled to a LECO Pegasus lll electionisation(El) timerofrilight mass spectrometer
(To~MS) (LECO Corporation,St Joseph, USA) aafied by ChromaTOF software ver.

2.32 Figure 2). The GC oven was operated with 6 N helium as the carrier gas with a flow
rate of 0.8 mL per minute, in a 1.3 split mode with a start temperature of 70 °C. A VF5
MS column (Supelco, Gillingham, UK, 30 mOx. 25 mm | 0. 25 em f i
applied with the transfer line and source temperatures held at 230 °C and 200 °C
respectively. The temperature of the GC oven was ramped up at a speed of 20 °C pe
minute until approaching the final temperature of 32ZD. Subsequently, the final
temperature was held for 5 min with the total run time of 20.5 min including a solvent
delay at the start. MS scan acquisition rate was set to 15 Hz, detector voltage was 1650 \
and samples were analysed within a mass rang@i 600 Da.

Once the sample is injected to a gas chromatogr@iglire 2, (1) and (2), it enters the
column, through which different compounds of a sample pass in a carrier gas at different
rates. Different retention times of compounds are recorded ongeexitethe end of the
column. Subsequently, the gas phase compounds are introduced to the mass spectromet
where they interact with an electron beam to produce iBiggie 2 (3). lons then are
separated according to their m#ssharge ratio irthe ToF analyser, detected and results

are recorded Higure 2 (5) (http://ciresl.colorado.edu/jimenez/CHEM
5181/Lect/2013_GCxGC_Handouts.pdf
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Figure 2. Schemeof GC-ToF-MS: sampling (1), gas chromatograph %), electron
source (3), ion focusing optics (4), ToF reflectron analyser (5)
(http://ciresl.colorado.edu/jimenez/CHEM5181/Lect/2013_GCxGC_Handouts.pdf
http://www.speciation.net/Database/Instruments/Lecdnc/Pegasuslll -GCTOFMS-
;1509).

3.2.1.2.Data analysis

Deconvolutionof raw data was performed using LECO ChromaVef. 2.32software
package (LECO Corporation, St Joseph, USA). Deconvolution included baseline
correction (minimising noise), pegkcking based on peak width, library search from 4
databases (2 instrumedépendent and 2 National Institute of Standards and Technology
(NIST) databaes) and calculating the peak area and retention time based on retention
index of known hydrocarbons. QCs for footprint and fingerprint samples were also
deconvolved and used to generate metabolite IDs. The final outputre@naon timevs.
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mass data atrix with related metabolite IDs and peak areas linked to each sample
injection. Metabolite identification strictly followed the Metabolomics Standards Initiative
guidelinesdescribed previouslgSumneret al, 2007) The data matrixvas exported from
GC-MS software to Microsoft Excel ver. 2007 (Microsoft Corporation, USA) files and
further analysed with MATLAB ver. R2012a (The MathWorks Inc., UK) and
MetaboAnalyst 3.0¢http://www.metabanalyst.a/faces/home.xhtml
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3.2.2. MALDI-MS
3.2.2.1. MALDIi ToFi MS Ultraflex Il ToF/ToF mass spectrometer

MALDI -MS optimisation was performed using MALDIoFR MS Ultraflex Il ToF/ToF
mass spectrometer (Bruker Daltonics, Billerica, MA, USA) equipped with 337 nm
wavelength nitrogen pulsed UV lasé&idure 3). Spectral acquisition was conducted using
FlexControl 3.0.183.0 software (Bruker Daltonics, Billerica, MA, USA). The instrument
was operated in high vacuum (1nbar), the ion source voltage (ISV)1 and ISV2, lens
voltage (LV), reflectron voltage (RV) 1 were 25 kV, 21 kV, 9.5 kV, 26.3 kV respectively
for positive ionisation mode an@0 kV, 17.45 kV, 7.5 kV and 21 kV respectively for
negative ionisation mode. Theass range of 0 to 1000 Da was analysed in reflectron
positive and negative ionisation modes at pulse repetition rate of 100 Hz. A number of
1500 shots was acquired wusing O6randomo
spotted on a MPT 38dell groundsteel target plate (Bruker Daltonics, Billerica, MA,
USA).

Nitrogen laser lonpath - >

........... S |
o

"3

Figure 3. Scheme of MALDI Ultraflex Il ToF/ToF mass spectrometer: target plate
(1), electrodes (2), lens arrangement (3), Collision Induced Dissociation (CID) cell (4),
timed ion selector 1 (ToF} (5), LIFT source (6), Post Lift Metastable Suppressor
(PLMS) (7), ToF 2 analyser for linear and reflectron detection (8)%uckau et al. 2003
http://maldi.ch.pw.edu.pl/pomiary/Artykuly/ultraflex_Ill_User_Manual.pdf) .

Firstly, the sample is placed on a target plate and is introduced to the instrigerg 8

(1)). Once the laser irragties the sample, it triggers ablation, desorption and ionisation of
sample and matrix, producing different ions. The ions are then directed to the ToF mass
analyser and are separated according to th&ratio (Figure 3 (8)). For MS/MS analysis,

the ions are directed to Collision Induced Dissociation (CID) cell, where they are
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dissociated by collisions during a passage with gas inside the CIDFaglird 3 (4)

before they enter the mass analyser. Subsequently, all ions are introduced to timed ior
selecor 1 Figure 3 (5)). Time ions selector 1 is a mass filter used to separate a particular
precursor ion and related products from all the other ions for MS/MS study. Selected
precursor and product ions then go through the LIFT source, where they gaiolgrartic
energies in order to be simultaneously detected in MS/MS speckignorg 3 (6)). The

parent and fragment ions travel through ToF mass analyser and hit the dé&bector 8

(8)). Additional function can be applied with Post Lift Metastable Suppre$2loMS)
(Figure 3 (7), where the parent ion and daughter ions formed after the LIFT process are
deflected, resulting in a spectrum with fragments formed between the source and the LIFT
cell only (Suckau et al. 2003
http://maldi.ch.pw.edu.pl/pomiary/Artykuly/ultraflex_Ill_User_Manual.pdf)

3.2.2.2. MALDI Synapt G2 Si HDMS mass spectromier

MALDI -MS optimisation, footprint and fingerprint profiling were performed with MALDI
Synapt G2Si HDMS mass spectrometer (Waters Corporation/Micromass, Manchester,
UK) equipped in Nd:YAG 355 nm wavelength nitrogen UV laser and repetition rate of
1000 H (Figure 4). The spectra were acquired using MassLynx ver. 4.1 SCN941 build 18
(Waters Corporation/Micromass, Manchester, UK) in the mass range of 20 to 1000 Da and
in the fAsensitivity modeo, with expected
opg at ed i n hi Ynibaryirereflecurom pogitde ahd negative ionisation modes
with 0 V on the sample plate and 10 V extraction voltages. The total acquisition time was
30 second at a rate of 1 scan per second using default pattern of speatt@mcoamples

were spotted on a MPT 9@ell steel target plate (Waters Corporation/Micromass,
Manchester, UK).
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Figure 4: Scheme of MALDI Synapt G2Si HD mass spectrometer: target plate (1),
hexapole ion guide (2), TWave ion guide (3), quadrupole (4)Tri -Wave: trap (5), ion
mobility separation in helium cell (6), transfer (7), QuanToF: high field pusher (8),

ion mirror (9) (http://www.waters.com).

Firstly, a target plate with the sample on is introduced to the instrurRigniré 4 (1).

Once the laser is fired and hits the sample, different ions are produced. The ions then trave
through hexapole ion guidd=igure 4 (2) that focuses beam abns and moves them
further with little or no loss of signal through Travelling WaveWave) Figure 4 (3)),
quadrupole Figure 4 (4)), ion mobility TrtWave cell Figure 4 (5), (6), (7) until they

reach QuanToF mass analyser, where the ions are anagserling to their mads-

charge ratio. With applied ion mirror present in QuanToF the resolution can be enhanced
(Figure 4 (9). The separated ions then go through a detector component for required
detection and data is then collected.

In the Tri-Wave bn guide Figure 4 (5-7)) the ions can also be additionally dissociated
(CID) for MS/MS studies. Subsequently, the parent and daughter ions are mass analysed i
QuanToF mass analyser. Additionally, ion mobility experiments can be performed using
Tri-Wave omponent with the trap cell, mobility separation in helium cell and transfer cell
(Figure 4 (5), (6), (7). In the TriWave device the ions are separated according to their
mobility (drift time), providing structural (collisional croesgctional) informatn on the
sample (http://www.waters.com/waters/en_CGBYNAPT-G2-Si-High-Definition-Mass
Spectrometry/nav.htm?cid=134740622&locale=en_.GB)
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3.22.3. Data analysis

Spectra were analysed with FlexAnalysis 3.0.96.0 (Bruker Daltonics, Billerica, MA, USA)
or MassLynx ver. 4.1 SCN941 build 18 software (Waters Corporation/Micromass,
Manchester, UK), depending on the instrument used for experiments. The data was
combined, aved and exported in Brukspecific files or .raw files (for Synapt &) and
further processed using MATLAB ver. R2012a. The results were assessed in Microsoft
Excel ver. 2007 and Origin Pro ver.8.1 (OriginLab, Northampton, MA, USA) for statistical

calailation.
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3.2.3. Mass spectrometry imaging (MSI)
3.2.3.1. MALDI-MSI
3.2.3.1.1. Matrix coating

Cell samples on poliz microscope glass slides were transferred to Giessen, Germany in
order to conduct matrix coating and MALDI imaging experiments.

Matrix wasapplied on the cells using a robot matrix preparation system (SMALDIPrep,
TransMITGmbH,Giessen,Germanyigure 5). Sheath gas (grade 5.Q)Nvas regulated to

80 psi at the output of the nitrogen regulator to have a flow rate of 5 liters/minute. The
spraynozzle was placed 11 mm above the sample and a syringe pump was used to appl
100 pL of 30 mg/mL DHB in 50% acetone with 0.1% TFA and 80 pL of 30 mg/mL pNA

in 50% acetone at a rate of 10 yL per minute for positive and negative ionisation modes,
respective). This combination of gas flow, nozzle height, deposition rate and matrix
solutions has been previously optimised by the Spengler group and used to acquire higl
quality imaging datdR6mpp & Spengler 201R6mpp et al. 201Bhandari et al. 2015

Khalil et al. 2015)

Figure 5: SMALDIPrep matrix coating device (TransMIT GmbH, Giessen,
Germany). Adapted from (http://www.uni -giessen.de/faculties/f08/departments/iaac/
spengle/research/instrumentations/transmit-smaldiprep).
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3.2.3.1.2. APSMALDI10 imaging source

Experiments were performed in collaboration with Professor Bernhard Spengler at the
Justus Liebig University Giessen in Germany. The research was carried outansing
AtmospheriePressure Scanning microprobe Matfgsisted Laser Desorption/lonisation
(AP SMALDI10) imaging source (Trar8lIT GmbH, Giessen, Germany) connected to a
Fourier transform orbital trapping mass spectrometer (Thermo Q Exactive, San Jose, CA
USA) equipped with a nitrogen pulsed UV laser using wavelength of 337 nm and
repetition rate of 60 HzZ~{gure 6). The laser beam was focused to a spatial resolution of 5
pum and energy of 0.06 pJ (for attenuator at 40°) per spot. The stage raster stegrpuakre

to the laser spot size. The sample was placed on the stage and was moved in X, )
dimensions to coordinate the area of interest. MS imaging data was acquired in continuou:
mode using the Tune software (Thermo Scientific, Bremen, Germany) in theangsof

250 to 1000 Da and in the dAprofiling mod
atm/z200. The instrument was operated in positive and negative ionisation modes with +4
kV and -4 kV on the sample plate, respectively. Internal calibratios a@aplied using
matrix peaks as reference masses for both positive and negative ionisation modes: [SDHB
4H,0+NH,4] " atm/z716.12461 for positive and [3PNBH] at m/z409.09021 for negative

i oni sati on mode . Mass accuracy MSE) v p|
achieved. Laser, sample stage and mass spectrometer were synchronised and controlled
a microcontroller and wmouse built software. More information on the instrument details
can be found in the recent literatugh@ndari et al. 2013 oestler et al. 2008R6mpp et

al. 2010)
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== Detector

Thermo Scientific
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Figure 6: Scheme of APSMALDI imaging source connected to Q Exactive mass
spectrometer: Slens (1), injection flatapole (2), bent flatapole (3), quadrupole mass
fiter (4), octopole (5), GCtrap (6), orbitrap (7), HCD collision cell (8)
(http://planetorbitrap.com/q -exactive#.WCGx0_mLRpg Koestler et al. 2008)

Once the sample is fixed on a sampler stage and the laser is fired, different ions are
produced. The ions are traesfed to the mass spectrometer, where they travel through the
S-lens that increases the transmission of the iBigge 6 (1). Subsequently, the ions go
through injection flatapole and bent flatapolegire 6 (2), (3). Both compartments
prevent unwanté moleculesi(e. neutrals and highrelocity clusters) from getting into the

system, therefore increasing experiment robustness and reducing the noise. The ions the
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pass a quadrupole mass filter and octapeigufe 6 (4), (5) and enter the @ap Figure

6 (6)). The quadrupole mass filter allows movement of ions of only a specified mass range
into the Gtrap for accumulation, therefore enhancing sensitivity of MS and MS/MS
experiments. The ions are then pushed into the orbitrap mass anklgsee 6 (7)) that
traps the ions. The oscillations of the ions between theidgdt halves of the trap relate to
the m/z values. The image current of this lefjht oscillation is then measured and
Fouriertransform processed to record a mass spectrum. BOMB! analysis, the ions are
fragmented in Higheenergy Collision Dissociation (HCD) celFigure 6 (8). The ions
selected in the quadrupole pass through ttiea and then are transferred to the HCD cell,
where multiple collisions take place. The iomsldheir fragments are then returned to the
C-trap and are injected to the orbitrap for mass ana(i#as et al. 2012Scheltema et al.
2014 Hu et al. 2005)

3.2.3.1.3. Data analysis

Spectra were saved imaw files and converted to .imzML files using online free .raw to
.imzML converter(http://msimaging.org/wp/rawto-imzml-converter/) The data was then
accessed in an online free MS imaging software (MSiReader ed9
http://www4.ncsu.edu/~dcmuddim/msireader.htrilsults were exported in .xIsx format
and further processed with MATLAB ver. R2012a software and free online MetaboAnalyst

ver. 3.0 softwaréhttp://www.metaboanalyst.ca/faces/home.xhtml)
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3.2.3.2. SIMS imaging
3.2.3.2.1. The J108D chemical imager

Samples with control CHO cells (n@mduced) grown on silicon wafers were sent to
lonoptika Limited and analysed using a JBI» chemical imager (lonow@& Limited,
Hampshire, UK) [Eigure 7).

7 . 5 Ion guns

- A s

- Glove box
2

6 1
Preparation chamber /@

Sample entry port

Analysis chamber
%

Figure 7: Scheme of J108D chemical imager: sample stage (1), quadrupole (2),
electrostatic analyser (3), buncher (4), collision cell (5), detector (6), ToF reflectron (7)
(Fletcher et al, 2008)

Firstly, the sample is introduced to the glove box and further to the instrumemnglththe
sample entry port and the preparation chamber. The experimental setup is initiated by
manipulating the sample, using camassisted sample positioning. The sample is then
introduced to the sample analysis chamber by softe@nérolled automatedsample
handling. When the sample is placed on the sample skagear€ 7 (1)), it is sputtered

with the primary ion beam, resulting in a creation of secondary ions originating from the
sample. The secondary ion beam enters the quadrupole eléngeme (7 (2)) and then go
through an electrostatic analys€igure 7 (3)). Any excess energy ions are rejected by an
electrostatic analyser, resulting in decrease of the secondary ion energy spread before tf
ions get injected to the bunchd&igure 7 (4)). Here,the secondary ions are collected and

temporally condensed through ejection in a secondary ion pulse. The secondaaye
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then accelerated into the ToF mass analyBgjute 7 (7)), where the ions are analysed
according to theim/zand further detecte(Figure 7 (6). The instrument configuration
allows for MS/MS experiments too. In MS/MS mode, before the secondary ions are
injected to the ToF mass analyser, they enter the collision Figlire 7 (5), where a
selected precursor ion is dissociated. Brsar and product ions are then introduced to the
ToF mass analyser and detec{étetcher et al. 20Q8&Hill et al. 2011) Other ions are
blanked before entry to the ToF by a timed ion gate.

The sample was sputtered with 25 keVsAand 40 keV Go'ion beams. Experiments
included imaging of a rge of different cell samplesTdble 1). The instrument was
operated in positive ionisation mode and spatial resolution of <1 pm and ~8 pm.
Experi ments were also performed wusing 0I

record spectra with extrafosu on | ow (6l ow quad) or high

Table 1. SIMS experiments performed using J108D chemical imager, settings for

each experiment are included.

Sample Settings Primary ion gun

128 FOV, 256x256 pixels, mass rang .
Control cells, area A 25 keV Ay
20-800 Da, 6pA current

128 FOV, 256x256 pixels, low quad, .
Control cells, area B 25 keV Ay
mass range 2800 Da, 6pA current

128 FOV, 256x256 pixels, high quad .
Control cells, area C 25 keV Ay
mass range #0000 Da, 6pA current

Controland induced 64x64 pixels, mass range-300 Da,

40 keV Q;0+
CHO cells (day1) 110pA current, 10 layers
Control and induced 64x64 pixels, mass range-800 Da, .\
40 keV Go
CHO cells (day2) 70pA current, 10 layers

3.2.3.2.2. Data analysis

Spectra weresaved in .dat files and further processed with MATLAB ver. R2012a

software and J105 Image Analyser software (lonoptika Limited, Hampshire, UK).
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CHAPTER 4: Expression of EPQFc fusion protein in transfected CHO cell line
4.1.Introduction

Changes ine@ll metabolisncan be causdoly a varietyof different factors, for example cell
cultureexposure to specific inducergsulting in protein expressiamthese cell§Wilson,

2013) A number of preliminary techniques are appliacbrder to evaluate such changes
and investigate their potency.

Western Blot is an analytical technique used to detect specific protegnginissue
homogenate or cell medium and involves two steps: gel electrophoresis to separate protein
according tohe polypeptide length followed by a transfer of the proteins from the gel to a
nitrocellulose membrane and their detection by a speddtection antibdy (Figure 1)

(Gilda & Games 2013Kar et al.2015 Lee 2008)

Anode (+)

Filter paper
pap Detection

Nifrocellulose membrane

- ol - PN

Filter paper

Transfer

Gel Cathode (-) Nitrocellulose membrane with
transferred proteins

Figure 1: Schematic ofwestern blotting technique a gel electrophoresisis performed

to separate proteins and is followed by a transfer of these proteins from the gel to
nitrocellulose membrane usingelectric current. Once the proteins are transferred
onto the membrane, targetprotein detection is completed using specific protein

antibodies.

SDSPAGE is a method used to separate macromolecules such as proteins according t
their electrophoretic mobility that depends on the length of the polypeptides. The first step
of this pro@dure involves a sample preparation, where the protein samples are mixed with
buffer containing anionic detergené. SDS. Commonly used buffer for protein sample

preparation for SD®AGE is Laemmli buffer, containing bromophenol blue and glycerol.
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The bomophenol blue acts as a dye front of the gel that witls proteins, therefore
helping in sample localisation. It also helps to observe the sample during loading onto a
gel. The glycerol raises the density of the sample so that it stays in the saniplEhevel
betamercaptoethanas used to reduce disulfide bonds within protélsrien & Scofield

2006 Gilda & Gomes 2013)The addition ofSDS causes denaturation of the proteins and
imparts a negative charge to denaturated proteins. Thus, negatively charged proteins ca
migrate from the negative electrode towards the positive electrode pihyacrylamide

gels and be separated based airtmass only. Depending on their mass, each protein
migrates differently through the gel: large molecules move slower, small molecules move
faster(Lee 2008 Kurien & Scofield 2006)

The following step in SD®AGE procedure is the preparation of stacking and resolving
buffers. Stacking and resolving buffers are used in order to stabilise the pH value of the
experiment set up to the desired pH vallensen, 2012Moreover, the stacking gel is a

gel that has lower concentration of polyacrilamide than resolving gel, which is more
concentrated. The stacking gel is usually fixed on the top of the resolving gel and it is used
to inaease the electrophoresis resolution due to its concentrating effect on the sample
right at the beginning of the resolving giélee 2008 Jensen 2012)Iin addition, both
stacking and resolving gels consists of ammonium persulfate (APS) that plays a source o
free radicals that initialise formation of a gel awd N, -teMainethyldtbylenediamine
(TEMED), which stabilises free radicals and enhances polymeriséliemsen 2012
Kurien & Scofield 200k The last step oSDSPAGE process is preparation ofeth
electrophoresis buffezontainingglycinein order tomaintain electric neutrality within the
buffer and gel¢Kurien & Scofield 2006Gilda & Gomes 2013)

Once an electrophoresis is performed, proteins from the gel are transferred onto a
nitrocellulosemembrane using an electric current. This is usually completedolaitting

buffer containing alcohol that promotéinding of proteins to the membragkurien and
Scofield, 2006)

This chapter presents a preliminary analysis of a response of CHO cell line expased to

tetracycline as an inducer fBPOFc fusion proteirexpression
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4.2. Sample peparation

Cells were grown as a monolayer in-avéll dish at a density of 0.05x36ells/mL in 2.5
mL/well of complete growth medium for 4 days (3 biological replicates). Cell dishes were
assessed every day under inverted phase contrast microscopeeeots! morphology

and to determine level of confluency. On each data poeitday 1, 2, 3 and 4) the old
medium was removed and collected and cells were wasitie® mL of prewarmedPBS

in order to remove medium and FBS remains. The PBS was aspirated and 1.5 mL of
trypisn was added to each well and dishes were placed in the incubator for 5 min.
Subsequently, 3 mL of pr@armed cell medium was added and cell suspension was
shaken to @attach cells. Cells were then counted in a Thoma cell counting chamber (1:1,
v/v cell suspension with Trypan blue). The number of cells and viability were recorded to
obtain a cell growth curve. Previously removed medium was then spun (5 ming)1{@00
remove cell debris and 50 pL of the supernatant was collected to Eppendorf tubes and ke

frozen €20 °C) for Western Blot analysis.
4.3. Methods

The following experiments were performed by Thomas Leach, who kindly agreed to help
with the analysisA gel dectrophoresis and western blotting were accomplished according
to standard procedurékee 2008 Li et al2002 Kurien & Scofield 2006)and protocols

used in Prof. Alan J. Dickson lab. All reagents were purchased from Sifgiriah

(Gillingham, UK), unlessstated otherwise.
4.3.1.Sodium dodecyl sulphate polyacrylamide gel electrophoresis (SEFAGE)

SDSPAGE was completed using the MIBROTEAN Tetra Cell system (BiBad
Laboratories Ltd., Hertfordshire, UK). Protein molecular masses were extrapolated by
measuring against the Color prestained protein standard, broad ra@¢g &MDa (BioLabs

Inc., Ipswitch, MA, USA). Firstly, stacking and resolving buffers were prepared: stacking
buffer 0.5 M TrisHCI, pH 6.8, resolving buffer 1.5 M TrHLCI, pH 8.8. Subsequently,

stacking and resolving gels were made according to the formulation presengdaieril
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Table 1 Formulation used for preparation of SDSPAGE gels.

Stacking gel Resolving gel
H,0 9 mL 5 mL
5 .
Ogo%/lil Wﬁ@%ﬁ'@[gﬁ%e 2mL 6mL
Buffer* 3.75mL 3.75mL
10% SDS 150puL 150puL
10% APS* 75uL 75uL
TEMED* 15uL 7.5uL

* Added immediately before us&PS: ammonium persulfatd,EMED: N , N, - NO,
tetramethylethylenediamine

Resolving gelwasfixed with the addition of misopropanol layer on the top to prevent air
bubbles formation. Ae isopropanol layer was removed once the resolving gel had fixed,
and stacking gel was then fixed on the top of the resolving gel. This was followed with a
preparation of SD®AGE samples. Medium samples that had been removed from cell
culturewere mixedl:1 (v/v) with 2xLaemmli buffer (0.026 (w/v) bromophenol blue, 20

% (v/v) glycerol, 0.125 mM Tris pH 6.8) and 198 (v/v) betamercaptoethanaind then

boiled at 95 °C for 5 min prior to loading on a gel. Laemmli buffer was with the addition of
anionic cetergent (SDS) in order to denaturate the proteins and to impart a negative chatge
to transformed protein25 pL o the medium samples, the standard protein mass ladder
(Figure 2 A) and positive control for Epbc were then loaded on a gel and the
electrghoresis in a electryresis buffer (15 mM Tris, 192 mM glycine and @ol(w/v)

SDS solution,pH 8.3) was performednitial electrophoresis was set at 80 V until the
bromophenol had passed to the resolving gel. Voltage was then set to 180 V until the
bromophenol had begun to run off the bottom of the gel. Gels were then stained with
InstantBlue, proprietary Coomassiaiat(Expedeon Inc., San Diego, CA, USA ) for<1h

in order to visualise the proteins. There were two $A&E gels: gel with medium
samples removed from nenduced cells and gel with medium samples removed from
induced cells. Schematic illustration okthgel is presented figure 2 B. Gels were stored

in deionised water until further analysis.
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Figure 2: Color prestained protein standard, broad range (11245 kDa) Adopted

from (https:/lwww.neb.com/products/p7712color-prestained-protein-standard-

broad-range-11-245kda) (A). Schematic illustration of the sample organisation on
the SDSPAGE gel (B).

4.3.2.Western Blotting

Western Blot with SDSPAGE gels prepared previously was performed usiegTE 22

Mini Tank Trarsfer Unit (Amersham Biosciences Ltd., Buckinghamshire, UBDS
PAGE gels nitrocellulosemembraneandfilter papes were soaked in blotting buffer (25
mM Tris, 192mM glycine, 20% (v/v) MeOH; pH 7.4) priothe transferThe transfer was
performed and rumvernight at 70 V at 4 °An order to check the transfer efficiency,
Ponceau stain (0.26 (w/v) Ponceau in % (v/v) acetic acid) was added to the
nitrocellulose membrane and was incubated for 30 s. Once the protein bands were
visualised, the stain wasashed off with PBS (with 0.075 % (v/v) Tween20 to prevent
nonspecific proteirprotein interactiongkurien & Scofield 2006Lee 2008)

Once the proteins were transferred on a nitrolmekl membrane, the membrane was
incubated for 1 h at room temperature in blocking protein solution (3 % (w/v) milk PBS
with 0.075 % Tween20). After blocking step, il of primary mouse arHis antibody
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(Abcam, UK)(2 ng/mL in PBS was added to the membeand membrane was incubated

for 1 h at room temperature. The primary antibody binds to His tag on Fc fragment of
EPOFc fusion protein. The incubation was then followed by washing the membrane with
3 % (w/v) milk PBS with 0.075 % Tween20 for 5 min. Thasking step was repeated 3
times to remove excess of unbound primary antibody. After washing, the membrane was
incubated for 1 h at rootemperature with secondary antbuselgG conjugated IRlye
antibody (Biosciences, USA) (dilution 15000 in 3 % (w/v)milk PBS with 0.075 %
Tween20). The secondary antibody has bispecificity function and binds to both: the
primary antibody and IgG portion of the EF® construct. The incubation was then
followed by washing step with 3 % (w/v) milk PBS with 0.075 % Tweefo2® min and

was repeated 3 times to remove excess of secondary antibody. A schematic Western BIc
configuration of EP@Fc detection is presented kiigure 3. The blots were then observed
under IR (LFCOR, USA) and the images were recorded.

anti-His tag primary antibody

e

Secondary conjugated-dye antibody
/ \\ Detection

EPO-Fc fusion protein

Nitrocellulose membrane

Figure 3: A schematic Western Blot configuration of EPOFc detection: EPO-Fc
protein transferred from gel electrophoresis onto nitrocellulose membrane is
recognised by primary antibody; secondary antibody that binds to primary antibody

and EPO-Fc protein is conjugatel with IR -dye allowing the construct for detection.
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4 .4.Results and discussion
4.4.1. Cell growth curve

Plotting cell growth curve andmeasuringiability of cells arethe basianalyses routinely
performed on mammalian cell cultur@Suropean Medicines Agency, 2008) order to
evaluate a general cell line behaviour aedponse to the inducer, both Aaduced
(6control 6) cells and cells with the i nt
grown. ThetransfectedCHO cell growth curves for control and induced cells present
relatively common trend of growing cellukkure (Porter et al2010) However, some
differences of induced cells to controls cells can be observed. The control and induceo
cells have similar growth during first two days of the cell cultiigyre 4, greer). Both

control aml induced cells show 24 h adaptation phase to growth conditions. After
adaptation phase (> 24 h), control and induced cells #rgearly exponential phase and

mid exponential phase after > 48 h. On both day 1 and dagr2athdecreasm a numbe

of cells (0.07 miIn cellsin the induced cell culturs seenwhen compared to control cells

On the other hand, dhethird day oftheincubation, a noticeable drapa number of cells

(0.8 min cell$ in induced cell cultures observed when compared to control cells.
However, despite a large decreasa olumber of induced cells on day 3, the cells retimirn

the dendy similar to the control cells on day 4 of cell culture. Also, after the third day of
cell culture, a difference between growthases of control cells and induced cells could be
seen: after day 3, the control cells seem to enter a decline phase, whereas the induced ce
are still in exponential phase or start to enter the stationary phase.

Figure 4 implies that the addition dktracycline to theéransfectedCHO cell culture and

the protein secretion might cause a decrease in a number of induced cells, when compare
the control cell population. Differences in cell line behaviodue to diversity in
environmental surrounding Y@ previously been described. Lack of control of parameters
like pH, temperature, pressure of £@r other agentse(g. drugs) will result in
dissimilarities inthe microenvironment of cell lines, deriving with a heterogeneous product
secretion(Jain & Kumar 20080 6 C a | |eaay2Bl®)nchanges in cell culture longevity

and cell metabolismPorteret al2010. It was shown that engineered cells carry a different
metabolism and are more enemdgmanding wh decreased lactate production per glucose
consumed than wilthpe cells (Wilkens and Gerdtzen, 2015 herefore, the lower
numbers of induced cells in this study mifglet due to increased metabolism of these cells
as well as faster depletion of nutrients within growth cell mediGastillo et al2005)

when compare to controklls.
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obtained from three experiments =3).

According to the protocols for growth and maintenance-8Ek CHO cell lines, a fresh

growth medium should be added to cells evedy days ofcell culture. In order to avoid

introducing additional fluctuations of compounds and metabolite concentration in the cell

culture, fourday cell growthcell culture was therefore conducted.

In this study, cells were induced with tetracycline in order iadpce EPGFc fusion

protein. Tetracycline is commonly used as a wide spectrum antibioticREXTCHO cell

line, tetragcline is applied as an inducefhe antibiotic activates the protein production

within 24 hours of incubation with cells hence, aftes time cells start producing EPE2

construct, which is then released into cultoredium. A tetracycline concentration was

also adjusted to stimulate cells for Eff© production only, without influencing their

normal growth (https://www.thermofisher.com/uk/en/home/references/protocols/preteins

expressiorisolationandanalysis/proteirexpressiorprotocol/inducibleprotein

expressiorusingthe-trex-system.htn)l. According to the aboyawo different timepoints
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were chosen in order to investigate metabolic changes occurring in cells under inducer
exposure with early stages of EFRO production (day 1) and a stable phase of H#e0O
production (day 3). The selected thpeints (.e. day 1 and day 3) fall within the
exponential phase of CHO cells growth and therefore, are suitable for metabolomics
investigations. The fourth day of cell culture was not considered for further investigations
due to the decline of cell growth. During deel phase, cells die because of a number of
different factors such as lack of nutrients, too high concentration of waste metabolites or
changes in microenvironment. Unlikiee decline phase, growth during exponential phase

is fairly constant and reprodudgbfor a given set of cell growth conditio(&TCC 2014
Szuster & KosaVnenchak 2005Sellick et al2010)

Simultaneously, the viability of control and induced cells was recdiféigdre 4, purple)

and was in line with common viability curves for growing CHO céX#& et al2016
Porteret al2010) Despite the biggest decline of cell viability of induced cells appearing
on day 2 of cell culture (5 % less than control cells), the overall viability of induced cells
did not differ greatly when compared tioe control cell population and accounted for >

90% during all days of cell culture.
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4.4.2. EPOFc fusion protein production

In order to investigate the tetracyclmsluced protein production itransfectedCHO
cells, growth cell media were removed from control and induced cells (3 days inducing
time prior sample collection) on days 0, 1, 2 and 3 of cell culttigure 5 presents
Western Blots of medium samples removed from control cells (control) and cells induced

for production of EP@-c (induced).

Control
Day 0 Day 1 Day 2 Dis:3 l + ve control for Epo-Fc
~70 kDa
80 kDa mark
B ——
—
58 kDa mark
Induced
Day0 | Dayl | Day2 | Day3 l * ve control for Epo-Fc
| > | | ; | ' | 70 kDa
80 kDa mark

58 kDa mark

Figure 5: WesternBlots of medium samples removed from control cells (control) and
cells induced for production of EPOFc (induced). Each blot contains a protein
standard ladder with 80 kDa and 58 kDa bands marked and postive control of
purified EPO-Fc (~70 kDa).
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Each lbot contains a protein standard ladder with 80 kDa and 58 kDa bands marked and
positive control of purified EP®c (~70 kDa).Since control cells were not induced, no
EPOFc expression was expected. Consequently, theaple¢as to show very low to no
expression in the control sampléghis slight expression d@he protein might be caused by

the presence of fetal bovine serum (FBS)the cell culture medium. Many FBS lots
contain low amounts of tetracycline as FBS is separated from cows that have been fed
diet containing tetracycline
(https:/Iwww.thermofisher.com/uk/en/home/references/protocols/preg&pression
isolationand-analysis/proteirexpressiofprotocol/inducibleproteinexpressionusingthe
trex-system.html) Therefore, this might be a possible reason for a low, basal expression of
the EPQGFc in medium samples from control cells.

Another explanation for the low EPEC expression in control cells might be due to
tetracycline promoters being 6l eakyd. As
EPOFc plasmid that is linked to tetracycline promoter. In the presence of tetracycline
(inducer), the promoter is activated and EP©is produced. Apart from tetradine being

an inducer for EP&-c production, therareadditional activators that regulate tetracycline
dependent protein productiéor example so called tetracyclimesponsive element (TRE).
Studieson TRE have shown thathis activatorhappes to bind weakly to tetracycline
repressoim the absence of tetracyclioe its analogue doxycyclineesulting inavery low
expression of the encoded proteiithin a transfected plasmigtHosodaet al2011, Uchida

et al2006)

By contrast the blot with medium samples from induced cells confirms an increasing
concentration of EP®c during the days of incubation. As shown Rkigure 5, the
expression of EP®c seems to be very low on day 1 of cell culture whereas visible
increase of the protein concentration can be observed on day2 &his also confirms

the incubation time needed for tetracycline to induce Ee@roductionestimaed to be

~24 hours.

The EPGFc bands as well as positive control for EPOlie between the 80 kDa and 58
kDa marks on the protein standard ladder. The bands ofHAeR&@tected in medium
samples from induced cells appear as wide smudges, possibly dwe dertim proteins
(present in growth medium) are in high concentrations. The serum proteins interfere with
EPOFcand its mobility on gel electrophoresis, resulting in coverage of-Eff@gion on

blots. The blot with wide bands of EFE2 seen in medium s®les of induced cells can

be however improved by the protein purification. Protein purification would allow for
separation of the ER®c from all other parts of the mixtufdain and Kumar, 2008hat
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would enable for more precise EHRO identification. Nevertheless, since the EHX@
protein secretion has been confirmed in induced CHO cell line, these results were
sufficient and further analysis was not essential.

The wide bandsf EPOFc couldalsobe a result of different glycosylatigofiles ofthis
protein Protein glycosylation is a pesianslational processyhere a number of glycans

are coupled to the protein. Duediogar residues take part in many biological pathways and
mechanisms such as protein recognition, biologitfidaey of secreted protein and its
serum haHlife, glycosylation is considered as a critisép(Butler and Spearman, 2014)
Additionally, because of diverse functionality of sugar residues taking part in many
biological processes, glycosylation is considered as a quite heterogeneous mechanism ar
differs notably, depending on the specific growth conditions of the cells producing certain
protein (Woo et al2008 Lee et al2012) Endogenous erythropoietin is a highly
glycosylated protein, of which ~40 % of its total molecular weight (34 kDa) is made up of
different N- and Oglycan bondgWojchowskiet al1987) Similarly, recombinant EPO

has been shown to have various glycosylation profiles that have been described previousl:
(Huaet al2015 Taschweret al2012) Accordingly, the diverse molecular mass of EPO

Fc fusion protein seen iRigure 5 (blot for induced) care therefore due to a variety of
glycoforms attached to this proteiNevertheless, cellular glycosylation of recombinant
proteins can be influencdx an additional number of factors such as a host cell line, cell
metabolism, medium components, cell culture conditions or a protein structure and
therefore, should be strictly controlled to keep a quality and biological activity of a desired
glycoprotein(Reinhartet al2015 Del Val et al2013 Butler & Spearman 2014)
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4.5.Conclusions and future work

The work presented helas demonstratethat EPOFc protein secretion into cell growth
medium increased with progressing growth of cell culture. The results also confirmed the
EPOFc fusion protein production tetracyclineinduced CHO cellshat appeato be after

~24 hfrom applying the induceiherefore, in order to investigate metabolism changes in
CHO cells under inducer exposure as well as during early and stable phase of the protei
production process, day 1 and day 3 of cell culture were choseninaepoints for
metabolomesample collection for further analys@#e results could be however improved

by protein purification that would enable for more precise He®rotein identification.
Moreover, it would also be beneficial to perform the analg$ the cell line that has not
been transfected with ERPEC-pcDNAS-FRT-TO plasmid in order to observe the influence

of this element on cell morphology, growth and CHO cell metabolism.
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CHAPTER 5: MALDI -MS sample preparation optimisation for metabolite profiling
5.1.Introduction

Sincethe invention of theVIALDI i MS (Karas, Bachmann and Hillenkamp, 198&)d its
application to the analysis and identification of large molec(BesafinHigueraet al.

2016 van Lindeet al. 2016) MALDITMS has developed to become a powerful tool for
the study of small moleculd&orte & Lee 2014 Trim & Snel 2016) Although there is a
number of sample preparation procedures well suited for metabolite measurements, a fev
challenges remairotbe overcome such as interferences between the matrix and the analyte
ions, ionisation selectivityLou et al, 2009) sample complexityTrim and Snel, 2016)

and sample homogenejtgspecially when applied to biological imagifgchoberet al.

2012 R6mpp & Spengler 2013)

In MALDITMS of small molecules, the choice of a matrix is an essential aspect as it can
greatly influence theyuality of the collected data. A matrix is a low molecular weight
compound of crystallised molecules that encourages ionisation of the analyte of interest.
The inaccurate choice of matrix not only can hinder the ionisation of the analytes of
interest(Kiss and Hopfgartner, 201&ut also it can overlap signals in low mas#
regions (<500 Da) with the same nominal mass of the target molg&hastaet al,
2012)or introduceheterogenic distribution of desired molecules across the sgmpiegy

et al, 2013)

The most common matrices used for the analysis of low molecular weight compounds are
organic molecules that show strong ultraviolet absorbance. Depending on their chemical
structure, there are two main groups of matrices that are insktALDI-MS studies:
derivatives of aromatic carbonyl compouredg.2,5-dihydroxybenzoic acid (DHB), 2,4,6
trinydroxyacetophenone (THAP) ordminoacridine (9AA) and derivatives of cinnamic
acid e.g. U-cyane4-hydroxycinnamic acid (CHCA)Krause, Stoeckli and Schlunegger,
1996) Due to some drawbacks of employing crystalline matrices for small molecule
analysis such as poor samtesample and shbtoi shot reproducibility and uneven
distribution of the analyte within a samplspot, liquid matrices such as glycerol or 3
nitrolbenzyl alcohol have been introduced as alternaif®rnett, Duncan and Amster,
1993) Despite their advantages such as higher signal reproducibility and lower
fragmentation of analyte~ukuyama, 2011)the applicabity of liquid matrices is still

linked with low resolution of mass spectra, poor ionisation efficiency and potential
instrument contaminatiofKarbachet al. 1998 Cohenet al.2007)

121



Other important factors irlMALDI sample preparation methotbgy are the matrix
concentration and itsolvent. The main role of MALDI matrix is to provide effective
ionisation of the analyte with a minimum matrix background. Therefore, a matrix
concentration has to be high enough to assist good mobility of the analyte but
simultaneously, the matrix solati cannot be too concentrated to avoid sample
suppression by matrix ior(€ohen, Go and Siuzdak, 200A)so, the type and quality of

the matrix solvent can affect MALDI analysis in different ways. For example,
inappropriate solvent can influence on analyte incorporation in matrix crystals, resulting in
heterogeneous sample spot and causing poortehshot reproducibility(Hillenkamp et

al. 2009 Fujita et al. 2010) A similar result is observed when the solvent does not allow
for good solubilityof either the matrix or the analyte. Different polarities of/ent and the
analyte may result in precipitation of the analyte makirgsample spot uneven and the
analysis highly complicate(Mechref & Novotny 1998Zenobi & Knochenmuss 1998)
Matrix and analyte solvents are therefore matched according to their solubility, yet, an
additional consideration should Imeade with regard to the solvent evaporation process
(Sarkaret al, 2009) Quicker crystallisation creates smaller crystals and a more uniform
distribution of the analyte into the matrix crystals. To make the crystallisation process
faster, the matrix is often formulated avolatile solvent and/othe target is placed in a
vacuumand/or elevated temperatufdicolaet al,, 1995)

There is no single MALDI sample preparation protocol that would suit to all challenges
and type of analytes in MALDI technique. Apart from a suitable matrix, its concentration
and solvent, attentioto the way of sample deposition onto MALDI plate has to be also
consideredKorte and Lee, 2014)

A standard and most common method of sar
deposition. Here, the matrix and the anabte first dissolved, mixed together in suitable
matrix-to-analyte ratio and spotted on a MALDI plgtegure 1). Yet, over the years, a
number of alternative methods of sampl e
developed. These variations arfken related to personal preferences of MALDI users as
well as they relate to the type of the analyte being analysed or the matrix being used
(Cohen, Go and Siuzdak, 2007) The mos't common alternat.
Afoverl ayo and Aunderl ayo methods of samp
applied on top of the analyte pr evirduasyloy
method it is the matrix that is spotted first on a MALDI pléM asoudet al. 2014
Helmel et al. 2014) Figure 1 illustrates the most common methods of sample deposition
used for MALDIexperiments.
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Analyte Matrix Matrix
Matrix +Analyte Analyte

Figure 1: The most common ways of sample deposition used in MALDI experiments:

underlay (A), mixed (B) and ovelay (C) deposition.

A crucial consideration whethoosinga matrix is thesolventto useas well as a method of
sampledeposition is the ability of creating a homogenous crystallisation with small crystal
size, especially for quantitative and imaging experimdKiss & Hopfgatner 2016
Rompp & Spengler 201Puncanet al. 2008) Crystallisation process can be equated to
the process of purification, where impurities (in thease analyte) are beimgmoved from

the slowly forming matrix crystal, resolving in heterogeneous sample(idpotelet al.

1997, Sarkaret al. 2009) While applying matrikanalyte solution onto a MALDI target,
analyte is absorbed into the matdrystals toa varying grade(Cohen and Chait, 1996)
resulting in forming so called fAhot/ swee
the signal of the analyte is stronger than in other parts of the sample. Hencquatade
sample preparation and thus, crystallisation process often leads to poor sample
reproducibility and sample to 1 sample repeatability. However, development of MALDI
instruments using higher laser frequencies along with the automation of the ealyssa

have improved concerns of heterogeneity of the sample to some @td@n, Go and
Siuzdak, 2007)

A good choice of MALDI samplergparation method is crucial to obtain satisfying MS
profiles of samples of interest with acceptable sensitivity and mass resolution. Metabolic
profiling of biological samples is based on the analysis of extracellular and intracellular
metabolites and theimutual relations that can provide insights to the behaviour of cells
and their physiological processédorries and Lalk, 2013)The presence of chemical
overlapping at the sa@ or similar mass as the analyte of interest in cellular samples can be
a limiting factor in detecting analytes with good sensitivity, mass resolution and mass
accuracy(Trim & Snel 2016 Edwards & Kennedy 2005)Therefore, an accurate and
reliable calibration of the instrument is important for exact mass determination
metabolites of intereffWweidmannet al, 2013)as well as it is crucial for quantitative
studies,where calibration standards are used to spike the safmpte & Snel 2016
Duncanet al. 1993. A selection of a mixture of standard compounds is cafitin

achieving accurate analyte recognition and quantification. The use of a calibration mixture
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can minimise both shdb-shot and sampi®o sample variability Mluddimanet al. 1994)
However, standard compounds have a number of requiremeriteeir physicechemical
properties should be similar to those of the analytes of interest in order to provide similar
ionisation behaviour. Additionally, standards must not overlap with a mass of interest to
ensure a good mass separation between analyte and standard as well as clear measurem
of peak intensityCohen, Go and Siuzdak, 2007)

The goal of this chapter was to optimise the sample preparation procedure for a detectior
of small molecules derived from extracellular and intracellular samples of CH@inee

using MALDI-MS profiling in positive and negative ionisation modes.
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5.2. Materials

MALDI matrices, solvents.e. acetonitrile (ACN), ethanol (EtOH), methanol (MeOH) and
water (liquid chromatography grade) and all compounds used in this section were
purchased from Sigr&ldrich. Fresh cell growth medium was purchased from BD
Biosciences (Oxford, UK). Medium sampleofin cells was removed on day 1 of cell

culture according to the procedure described previo@igter 2).
5.3.Sample preparation

CARE: 9AA has mutagenic effects; TFA causes severe burns, harmful by inhalati;

work performed in a fume cupboard.

For secion 5.6.1.: DHB, CHCA, THAP, 9AA and 1,8bis(dimethylamino)naphthalene
(DMAN) matrix solutions and mixture of arginin@rg) and histidine(His) as well as
tryptophan ( Tr ptr)phospmate (AGR) eisodilem saltehydBatiere made
fresh. Stock dations of Arg andHis weremade indeionisedvater at concentration @00
mM each andn a matrixto-analyte (M:A) ratio of 1:1 (v/v)Stock solutions offrp and
ATP were maden 90% EtOH and water at concentration of 40 mM and 30, mM
respectivelyandin M:A ratio of 2:3 (v/v) respectivelyl pyL of each sample was spotted
on a MALDI plate using mixed deposition. Each sangget was measured 3 times=Q)
and the average and standard deviation were calculBtqueriments were performed

using MALDIT ToR MS Ultraflex Il TOF/ToF in positive and negative ionisation modes.

For section 5.6.2..The analytes were prepared and mixed M:A ratio of 1:1 (v/v) with
freshly madeDHB and 9AA matrices and 1 pL of a sample was spotted on a MALDI
plate. Each compoundas examinedh two repeatsri=2) and the mean of S/N ratio was
calculated. Experiments were performed usiWgLDI -ToFMS Ultraflex Il Tof/ToF in

positive and negative ionisation modes.

For section 5.6.3.DHB, THAP and CHCA were prepared in a solutiorAGN/water 1:1

(v/v) with 0.1%trifluoroacetic acid TFA) at a concentration of 10 mg/mBAA matrix

was prepared in a concentration of 5 mg/mL and in a solutidiveokolvents: 70% and
100%ACN, 70% and 1009%1eOH and 70%EtOH. The calibration cocktail and PEG600
sulfate used from previous sectid®ection 5.6.2.( c al | e d wéreused forydsiave )

and negative ionisation modes, respectively. Analytes and matrices were mixed and
samples were depositesh a steel MALD | plate in three different ways: ipverlay

deposition: 1 pL of metabolite mixture was first depositedtlmmplate and left to dry
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followed by deposition of 1 uL of matrxi) mixed deposition: the metabolite mixture and
matrices were mixed 1:1 (v/v) and 1 pEa sample was deposited the plate and left to
dry; iii) underlay deposition: 1 pL of a matrix was first depositedhmplate and left to
dry followed by deposition of 1 pL of metabolite mixtuexperiments were performed
usinga MALDI Synapt G2-Si HDMS mass spectrometer (Waters Corporation/Micromass,
Manchester, UK) in positive and negative ionisation mo@&sh sample was run four

times =4, independent repeats).

For section 5.6.4.:Experiments were caed out including fresh (némused)cell growth
medium samplas a controbndcell growthmedium sample removed from a flask with
cell culture on day 1. DHB and THAP matrices were freshly prepared at a concentration of
10 mg/mL and dissolved in a solution of ACN/water 1:1 (v/v) with 0.1%.TRvo ways

of sample deposition were applied: mixed deposition and ovedagsition(M:A ratio

1:1). 9AA matrix was prepared in a concentration of 5 mg/mL and in a solution of three
solvents: 70%ACN, 70% MeOH and 70%EtOH. Matrix solutions and mediurmasples
were mixed (M:A 1:1) and spotted onto a MALDI platecEaample was run four times
(n=4, independent repeats) using MALDI SynapP-Si HDMS mass spectrometer
(Waters Corporation/Micromass, Manchester,)UK positive and negative ion modes.
The average of all repeats was taken into accountmi@ssresolution and itensity
calculations. Instrument was calibrated to the calibration cocktail or to PEG68ate Jor

positive or negative ion modes, respectively.
5.4.Instrumentation

Experiments wre performed using MALDToFMS Ultraflex II ToF/ToF mass
spectrometer (Bruker Daltonics, Billerica, MA, USAJhe instrument was operated in
reflectron positive and negative modes with laser repetition rate of 1@@dHwith a mass
range of ©1000 Da A number of 600 laser shotsithin a whole sample spawas
collected from ach sampleLaser power was adjusted to each sample while collecting
spectra, typicallyin a range of 40100% oftotal laser powerFurther experiments were
performed using MALDI Syapt GZ2Si HDMS mass spectromete(Waters
Corporation/Micromass, Manchester, UKThe spectra were acquired in reflectron
Afsensitivity modeo for both positive and
to 1000 Da. The acquisition time was$for each spot, composed & laser shotsat rate

of 1 scan pes using default pattern of sample collection. Laser diameter was fixed to 60

pm and laser power was previously optimis&difplementary Information, Figure 1)
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and wasset to 250 and 200 fgoositive and negative ionisation modeagspectively for

further investigons, unless stated otherwise.
5.5.Data analysis

MALDI data were analysed iMicrosoft Excel ver. 2007aand MATLAB ver. R2012a
software. MS spectra, PCA scores plots and loadings pAere generated using sum

normalisation anan/z0.2 binning.
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5.6.Results and discussion
5.6.1. Ghoice ofmatrix and solvent conditions for MALDI metabolite detection

5.6.1.1.Positive ionisation mode

Three most often used MALDI matrices fametabolomics studies: DHB, THABnd
CHCA (Trim & Snel 2016 Kiss & Hopfgartner 2016)were verified to check #ir
suitability for metabolite profilingf transfectedCHO cells (Table 1). The matrices were
prepared in three different concentrations (5, 10, 20 mg/mL) and in three different solvents
i.e. ACN/water 1:1 (v/v) with 0.1% offFA, 70% MeOH and 70% EtOH in order to
optimise the most effective conditions of sample preparation for metabolite detection.

Following this, a mixture of arginine and histidine (1:1, v/v) was added to matrices

solutions to check the influence of matdgncentratiorand matrix solventon signaito-

noise ratio (S/N), intensity anchassresolution(Full Width of the peak at Half of its

Maximum height FWHM) of mentioned compounds.

Table 1: Chemical structures of DHB, THAP and CHCA with their most common
applicationsfor MALDI -MS analysis Adopted from (http://www.sigmaaldrich.com/).

Matrix Structure Application References
o . _ (AlMasoudet al.
DHB Lipids, peptides,
HO _ . 2016 Baeet al.
(MW 154 OH amino acids,
. 2014 Korte &
g/mol) sugars, vitamins
OH Lee 2014)
S ét bl.2016
THAP M0 Glycans, ( )
) Fujitaet al.201Q
(MW 186 CH polysaccharides,
o Zhanget al.
g/mol) lipids
HO OH 2014)
(o]
CHCA o Peptides, amino | (Baeet al.2014
(MW 189 " \ acids, sugars, Korte & Lee
g/mol) y vitamins 2014)
Va
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Matrices chosen for this experiment have been reported to be well suited for profiling of
small molecules in positive ionisation mod&hang et al. 2014 Lou et al. 2009)
Depending on the applicationowewer, the selection of the mosglevant matrix for
analytes of interest is highly important in order to collgobd quality mass spectra.
Eibischet al. have investigated the changes in phospholigatectedrom lipid extracts of
human erythrocytes usingHB in both positive and negative ionisation mog@Egisch

and Schiller,2011) Similar application of DHB was shown in profiling of lipids, where
researches were aiming to classify different strains of bacteria based on bacterial extracts
(AlMasoud et al, 2016) Additionally, another example of DHB and CHCA application
was presented, where spectral reproducibility and quantification of peptides have beer
studied(Baeet al, 2014) The effectiveness of DHB and CHACdor examination of not

only peptides or lipids, but also different classes of metabolites such as amino acids, sugar
and vitaminshasbeen shown in a study of Koréand Lee using soy extractéKorte and

Lee, 2014) Also, a @od analysis of polysaccharid¢Bujita et al, 2010) and lipids
(Zzhang, Smith and Purves, 2014jth a usage of THAP was applied, where sudcéss
measurements of the analyte of interest without any matrix suppression were presentec
Targeted profiling howevediffers to a great extend from untargeted metabolomics, where
all the measurable analytes in a sample including targeted metabolonsigmeds
metabolites and all chemical unknowns are taken into conside(&adrertset al, 2013)

Hence, the easiest and the most reliable way to investigate the suitability of different
matrices is to analyse them with regard to intensity and signadise ratio of the analyte

of inertest as well asassresolution and overall quality of obtained mass spd&uoden,

Go and Siuzdak, 2007)

With respect to the above, DHB, CHCA and THAP matrices were analysed with Arg and
His mixture. The choice of the analytes for initial experiments was based on their good
ionisation properties, low molecular weight fitting in a mass range of interest (<O#&0

as well as their wide usage as standards for mass spectrometry investi@dternsanet

al. 2004 Zenobi & Knochenmuss 1998\lIso, Arg and His are basic amino acids that take
part in cell metabolism and therefore, this class of compounds were to be expected in
fingerprint and footprint samples of CHO celddhmadSaberiet al. 2013 Sellick et al.

2011)

The initial study was performed with three different mattbncentrations and three
different matrix solvents. A concentration of the matrix varies according to a matrix type
and character of the analysed sample. For matrices chosen for the experen&ms,

CHCA and THAP a wide range of concentrations is iggdplfor profiling of small
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molecules: from 5 mg/mL up to 30 mg/niZhanget al. 2014 Altermanet al. 2004 Cao

et al. 2011). Yet, the most common matrix concentration used for analysis of low
molecular veight compounds stands at 10 mg/ifiim et al. 2011, Griffiths & Bunch

2012) Usually, lower matrix concentration range (< 20mg/mL) is applied for metabolic
profiling e.g.footprint and fingerprint gaples, whereas higher matrix concentrations are
used for MALDI imaging of cells and tissues due to the fragile nature of such samples
(Beckeret al. 2014 Phanet al. 2016 Schoberet al. 2012) Hence, in order to evaluate
suitable matrix preparation for metabolite profiling of CHO cells, 5, 10 and 20 mg/mL of
DHB, CHCA and THAP concentrations were investigated.

Due to apresence of a vast number of different solvents and their combinations for
matrices and analytes of @émestbeing applied to MALDIMS experiments(Lou et al.

2009 Hillenkampet al. 2009 Eibisch & Schiller 201 1Edwards & Kennedy 200%orte

& Lee 2014 Calvanoet al. 2013) this study involved threethe most common solvents
used for measements of small molecules.

Firstly, ACN/H,O 1:1 (v/iv)+ 0.1% TFA widely applied for analysis of metabolites was
chosen(Pazet al. 2011, Fujitaet al. 201Q Goodwinet al.2012) TFA is typically used in
MALDI i MS as a promoter of protonated ([M+Mspecies, thus improving the intensity

of the analytgSchiller et al, 1999) Studies have shown improved S/N ratio of analytes
when TFA was applie@Schilleret al, 2003) Also, the TFA percentage in this study was
chosen based on the research, where different concerdgrafitims acid were investigated

on bacterial sample@Helmel, MarchettiDeschmann and Allmaier, 2014} was shown

that collected mass spectra did not change sagmfly in a range of 0.1% to 2.5% of TFA
used for experiments. Since it has been presented there are no critical changes in mas
spectra between different concentrations of TFA, the lowest0(1%) concentration of
TFA was applied for further experimentApart from protonated ions for positive
ionisation mode and deprotonated ions +{f}l) in negative ionisation mode, sodium
adductst ([M+Nal]), potassium adducts ([M+K], ammonium adducts ([M+Nj§) and
chlorine adducts ([M+CI] are often observeddepending on the ionisation modduring
analysis of biological sampléZaimaet al. 2010 AlMasoudet al. 2016) This is due to a
presence of salts in organic samples. Thanks to the existence ofsadddALDI spectra,

it was possible to investigate a number of additives such as previously mentioned TFA,
ammonium acetatéStubigeret al, 2010) or potassium chloridéStubigeret al. 2009
Garrettet al. 2007)that are additionally included to a matrix solvent in order to promote
formai on of a particular addu (vtarezetrral, 20d1) a's
However, addition of additives is often used for targeted studies such as lipid profiling,
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rather than untargeted metabwiics (Griffiths and Bunch, 2012)Hence, 0.1% TFA was
selected to be implemented in ACN/water mixture rideo to promote protonation across
the whole content of our sample.

The remaining two chosen matrix solvents wé® EtOH, applied foranalysise.g.
peptides and sugar@illenkamp et al. 2009 Sugiuraet al. 2014) and 70% MeOH,
oftentimes used for atabolic analysifEdwards and Kennedy, 2008)ter alia, drugs
(Chakrabartyet al, 2015) Additionally, a choice of MeOH for this study was based on the
fact that metabolism in CHO cells was quenched by methanol, accordingly to extraction
protocols for fingerprint samples of CHO cdlisonthaleret al. 2012 Sellick et al.2011)

The choice of these three solvents was also made according to the comparability of the
solvents normally used for preparation of calibsain¢. water being used to dissolve
peptide standarddashtievet al, 2007) a mixture of chloroform/MeOH being used for
preparation of lipid standardg&\IMasoud et al, 2016) 50-70% methanol being used as
nucleotide solven{Edwards and Kennedy, 2005yhereas ethanol can be applied as a
solvent for fatty acids and peptides samp(8&roff and Svatos, 2009Moreover, all
sample spots were spotted byedidroplet method that is the easiest and the quickest
method for MALDI sample preparatiofSarkar et al. 2009 Paz et al. 2011, Franz
Hillenkamp & Karas 2007)Table 2 presents a summary of matrices, their concentrations
and type of solvents used for the initial optimisation of this study.

The datawverecollected and analysed for presence of arginine and histidine peaks in each
sample. There were three peaks: arginine géag+H]" at m/z 175120 and histidine
peaks [His+H] at m/z156.077 and [His+K] at m/z194.033with S/N ratio higher than 6
taken iro considerationOut of 27 methods of sample preparati(® matrices;j 3
concentrationg 3 solventy presented inTable 2, 3 of them failed with detection on
histidine peak either [His+H]or [His+K]" and thereforewere removed from further
analysis. In the remain 24 methods of sample preparation all 3 peaks [ArgHIs}H]"

and [His+K] could beseen
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Table 2: 27 different combinations of MALDI positive ion sample preparation with
presence (+) or absencé) of ions of interest. Thus, table summarises matrix, its
concentration and solvent used in the study. Detection when S/N>6.

Matrix [Concentration Solvent [Arg+H] *|[His+H] *|[His+K] *

ACN/H20 1:1 (v/v) + 0.1% TF + - +
5 mg/mL 70% MeOH
70%EtOH
ACN/H,0 1:1 (vIv) + 0.1% TF
70% MeOH
70% EtOH
ACN/H,0 1:1 (V/v) + 0.1% TF
70% MeOH
70% EtOH

+

+
+| +| +| +

DHB | 10 mg/mL

+
+

20 mg/mL

ACN/H,0 1:1 (V/v) + 0.1% TF
S mg/mL 70% MeOH

70% EtOH
ACN/H,0 1:1 (V/v) + 0.1% TF

70% MeOH

70% EtOH
ACN/H,0 1:1 (V/v) + 0.1% TF

70% MeOH

70% EtOH

CHCA| 10 mg/mL

+
+| | | | | | | ]+

20 mg/mL

+

ACN/H,0 1:1 (vIv) + 0.1% TF
5 mg/mL 70% MeOH

70% EtOH
ACN/H,0 1:1 (vIv) + 0.1% TF

70% MeOH

70% EtOH
ACN/H,0 1:1 (vIv) + 0.1% TF

70% MeOH

70% EtOH

1
+| +| +| +| +

THAP| 10 mg/mL

1
+

20 mg/mL

o T I S I e e e o e S o o o B S (S (o (o e (o B I R I S B 2
1

The fllowing step included a comparison péak identificationS/N ratio, massresolution
and intensity of [Arg+H], [His+H]" and [His+K] ions. The mmparison of these 24
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methods was made by 3 different solvents used for sample preparation and by 3 differen
matrix concentrationsSupplementary Information, Figure 2-7). A summary of these
teded methods based on S/N ratio and intensity of target ions as well as their mass
resolution is presented ifable 3, 4, 5 respectively. These data show that the S/N ratio
and intensity of [Arg+H] ion are higher than histidine peaks in all screened rdstha

terms of both histidine ions, [His+Kjon occurrs more often to protonated form of this
amino acid and generally appears with greater intensity and S/N ratio than [His+H]
Additionally, a relationship between matrix concentration, matrix solh&f, ratio and
intensity of arginine and histidine ioriee. [Arg+H]", [His+H]" and [His+K] can be
noticed: both parameters (S/N ratio and intensity) seem to be the highest for these ion:
when a concentration of 10 mg/mL and ACMNMHwith 0.1% TFA as a soént are applied
(Table 3 and 4. Massresolution of all three ions appears to be similar and is between a
range of 2010+101 to 4437487 for arginine and between 3131+146 to 5474+426 for
histidine ions across all screened methods of sample preparatiorsit®gpontensity and

S/N ratio comparison, a correlation between mass resolution and matrix concentration anc
its solvent cannot be found. However, a general trend shows that mass resolution of
mentioned ions seems to be better in solvents such as EtQWeOH rather than
ACN/H,0 with 0.1% TFA Table 5).
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Table 3 Comparison of S/N ratio of Arg and His ions according to the matrix used,
its concentration and solvent in MALDI positive ion mode.The highest values of S/N
ratio (orange) and top scores (green) are highlighted empty boxi no ion detected.

Matrix [Concentration Solvent [Arg+H] *|[His+H] *|[His+K] *|Scorg
ACN/H,0 1:1 (Vi) + 0.1% | 20 10 |0
5 mg/mL 70% MeOH 63 10 |0
70% EtOH 1150 | 13 24 | 3
R o mg/mL | ACN/HO 11 (vv) + 0.1%| 595 | 13 | 136 | 3
70% MeOH 175 9 10 | 1
20 mg/mL | ACN/H,0 L1 (viv) +01% | 503 | 12 10 | 2
70% EtOH 262 7 9 | 1
ACN/H20 1:1 (viv) + 0.1% 43 19 0
5 mg/mL 70% MeOH 85 24 | 1
70% EtOH 133 15 | 0
ACN/H,0 1:1 (Viv) + 0.1% | 1195 | 9 77 | 3
CHCA 10 mg/mL 70% MeOH 155 17 | o
70% EtOH 958 1
ACN/H,0 1:1 (viv) + 0.1%]| 19 0
20 mg/mL 70% MeOH 97 22 | 1
70% EtOH 11369 | 7 2
ACN/H,0 1:1 (viv) + 0.1%| 49 26 | 1
5 mg/mL 70% MeOH 149 7 11 | 1
70% EtOH 205 18 | 0
THAP| 10 mg/imL | ACN/HO L:1(vi) +0.1% | 197 14 | o
70% MeOH o1 1 | o
ACN/H,0 1:1 (V/v) + 0.1% | 199 9 | 0
20 mg/mL 70% MeOH 209 6 | 0
70% EtOH 138 11 | o

*scoresthe summary of the highest values for a given method
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Table 4: Comparison of the intensity [a.u.] of Arg and His ions according to the
matrix used, its concentration and solvent in MALDI positive ion modeThe highest
values ofthe intensity (orange) and top scores (green) are highlighted empty box i

no ion detected.

Matrix [Concentration Solvent [Arg+H] *|[His+H] *|[His+K] *|Scorg
ACN/H,0 1:1 (viv) + 0.1%| 110 55 | 0
5 mg/mL 70% MeOH 355 55 | 0
70% EtOH 6634 | 78 | 140 | 3
R 0 mg/mL | ACN/HO 11 (viv) + 0.1%| 3646 | 78 | 861 | 3
70% MeOH 1020 | 51 67 | 1
20 mg/mL | ACN/H0 L1 (viv) + 0.1% | 3534 | 72 54 | 2
70% EtOH 1438 | 41 52 | 0
ACN/H,0 1:1 (VIv) + 0.1% | 242 99 | o
5 mg/mL 70% MeOH 475 129 | 0
70% EtOH 779 85 | 0
ACN/H,0 1.1 (vv) + 0.1%| 7720 | 63 | 537 | 3
CHCA) 10 mg/mL 70% MeOH 998 121 | 0
70% EtOH 5480 45 | 1
ACN/H,0 1:1 (vv) +0.1% | 159 42 | o
20 mg/mL 70% MeOH 699 170 | 1
70% EtOH 71518 | 44 2
ACN/H,0 1:1 (vv) + 0.1%| 285 155 | 1
5 mg/mL 70% MeOH 821 | 40 63 | 0
70% EtOH 1385 144 | 1
THAP| 10 mg/mL | ACN/HZO 11 (viv) + 0.1% | 1226 91 | 0
70% MeOH 523 67 | 0
ACN/H,0 1:1 (viv) + 0.1%| 1094 52 | 0
20 mg/mL 70% MeOH 1356 107 | 0
70% EtOH 832 70 | 0

*scoresthe summary of the highest values for a given method
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Table 5: Comparison of mass resolutionof Arg and His ions according to the matrix
used, its concentration and solvent in MALDI positive ion modeThe highest values
of mass resolution(orange) and top scores (green) are highlighted empty boxi no

ion detected.

Matrix [Concentration Solvent [Arg+H] *|[His+H] *|[His+K] *|Scorg
ACN/H,0 1:1 (viv) + 0.1% | 3237 3724 | 0
5 mg/mL 70% MeOH 4283 3341 | 1
70% EtOH 3863 | 4725 | 4255 | 2
R 0 mg/mL | ACN/HO 1.1 (viv) + 0.1%| 3936 | 3763 | 3131 | 1
70% MeOH 4344 | 4516 | 3713 | 2
20 mg/mL | ACN/H,O L1 (vv) + 0.1%| 3306 | 3599 | 4739 | 2
70% EtOH 4242 | 4707 | 4633 | 3
ACN/H,0 1:1 (viv) + 0.1% | 3716 3800 | 0
5 mg/mL 70% MeOH 4370 3952 | 1
70% EtOH 3892 4135 | 0
ACN/H,0 1:1 (viv) + 0.1% | 3180 | 3205 | 3234 | 0
CHCA) 10 mg/mL 70% MeOH 3934 3301 | 0
70% EtOH 3206 5362 | 1
ACN/H,0 1:1 (viv) + 0.1% | 4437 3238 | 1
20 mg/mL 70% MeOH 3946 3663 | 0
70% EtOH 2010 | 3598 1
ACN/H,0 1:1 (viv) + 0.1%| 3360 3582 | 0
5 mg/mL 70% MeOH 3772 | 3186 | 3694 | O
70% EtOH 4105 3839 | 0
THAP| 10 mg/mL | ACN/HO 11 (viv) +0.1%| 3808 3669 | 0
70% MeOH 4232 5474 | 2
ACN/H,0 1:1 (viv) + 0.1% | 3779 5138 | 1
20 mg/mL 70% MeOH 3287 3680 | 0
70% EtOH 3693 3335 | 0

*scoresthe summary of the highest values for a given method
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Based on the comparison of S/N ratio, intensity and mass resolution of Arg and His ions,
the highest 6 values for each ion, within each of the discussed properties were chosel
(highlighted in orange). This was then followed by evaluation of the best nsetifod
sampl e preparation (6scor eodTable 8] 4 md 5.hi gt
Consequentlythere were referredmethods of matrix preparation with both arginine and

histidine ions detected taken into accourdlile 6).

Table 6: Summary of the eight top methods of MALDI positive ion matrix
preparation, including matrix, its concentration and solvent. Methods were selected
based on the analytes detection, their S/N ratio, intensity and mass resolution.
Methods listed by matrix, its concentration (from low to high) and type of solvent.

Matrix | Concentration Solvent
DHB 5 mg/mL 70% EtOH
DHB 10 mg/mL | ACN/H,0 1:1 (v/v) + 0.1% TFA
DHB 10 mg/mL 70% MeOH
DHB 20 mg/mL | ACN/H,O 1:1 (v/v) + 0.1% TFA
DHB 20 mg/mL 70% EtOH
CHCA| 10mg/mL | ACN/H.O 1:1 (v/v) +0.1% TFA
CHCA 20 mg/mL 70% EtOH
THAP 10 mg/mL 70% MeOH

In order to restrict the investigation of the best matrix preparation method, MS profiles of
DHB, CHCA and THAP matrices were analys€&t(re 2). To achieve a good quality and
reproducibility of the data an appropriate MALDI matrix is characterised by reduced
background i(e. matrix signals ought to be vegmall) in order to avoid matrianalyte

ions interference and henadlowing the identification of analyte peaks. Also, an optimal
matrix shaild produce only a single adducts of the target molecule and should not tend to
form matix clusters as such clusters can cause complications in analyte identification and
analysis of the datgShantaet al.2012 Shariatgorjiet al.2012)

As seen irFigure 2, CHCA gives the most intense peaks*(a@) when compared to both
DHB and THAP (< 400 a.u.), independently on the solvent used. Also, there are much
more matrix peaks from CHCA @&n from DHB or THAP. CHCA peaks that show the
highest abundance in ACN/water with TFA at 10 mg/mL aren&t172041 [CHCA-
H,O+H]" and atm/z 379.094 [2CHCA+H]*, whereas the most intense matrix peaks for
CHCA in 70% EtOH at 20 mg/mL are observeardz 172041, m/z212024[CHCA+NaJ
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and atm/z234010[CHCA-H+Na]". Unlike CHCA, DHB and THAP appear to be superior
matrices for analysis of small molecules because of their low intensity and small number of
peaks. There are three DHB peaks that are the mostlabuwithin the spectra and are
seen in all screened methoas/z 137.023 [DHB+H-H,0]", m/z 155024 [DHB+H]"* and

m/z 177.012 [DHB+Na]". However, THAP profile presents the lowest intensity when
compared to remain two matrices with peake&169.051[THAP+H]" andm/z381179
[2THAP+2NaH]".

Smg/mL DHB in 70% EtOH 20mg/mL DHB in 70% EtOH
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Figure 2: MALDI positive ion mode averaged spectra of pure (with no sample)

matrices of 8 top methods of sample preparation; * high intense matrix peaks.

According toTable 6, due to mainly DHB matrix presence within 8 combinations shown,
this matrix seems to be the most suitable for MALDI analysis in both 10 mg/mL and 20
mg/mL concentrations. However, after the analysis of spectra of pure DHB prepared in
different solvents,tiwas confirmed that a mixture of ACN/water with 0.1% TFA gives less
matrix noise than 70% EtOH or 70% MeOH and therefore, this solvent system appears as

the most appropriate one. Additionally, based on S/N ratio and intensity comparison of Arg
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and His ios the concentration of 10 mg/mL seems to be better as it gives higher analyte

signals.

5.6.1.2.Negative ionisation mode

lonisation of the analyte depends on its chemical structure. Several studies show tha
oligonucleotides, phospholipids and steroidsracge likely to create negative ions due to

the presence of groups such &Hl], [=0], [PQ]* or [[COOH] (Vermillion-Salsbury &
Hercules 2002Amantonicoet al. 2008 Calvanoet al. 2013 Chenet al. 2012) Negative
ionisaton mode is also used to enrich and supplement data of positive ionisation mode
with more sample iimrmation, hence allowing direct correlation of the collected (HEites

et al, 2016) Due to this and because of the fact that nucleotides, phospholipids and many
other componds were expected to be in CHO cell extrg€&igetmair et al, 2012) dual
polarity MALDI optimisation of sample preparation waerformed.

Initial optimisation of matrix preparation for negative ionisation mausuded wo
matrices: 9AA and DMAN (Table 7). Matrices were prepared in three different
concentrations (5, 10, 20 mg/mipd in five solvents: 70% and 100N, 70% and

100% MeOH and 70%EtOH. Following matrix preparation, a mixture ®fp and ATP

was added to each sample in order to check the influence of different sample preparatiol

on mentioned analytes.

Table 7: Chemical structures of 9AA and DMAN with their most common

applicationsfor MALDI -MS analysis Adopted from (http://www.sigmaaldrich.com/).

Matrix Structure Application References
NH (Sunet al.2008
S Livid Vermillion-
ipids,
- . P _ Salsbury &
(MW 194 oligonucleotides,
Jmol) wabolit Hercules 2002
mo metabolites
2 N/ Vaidyanathan &
Goodacre 2007
CH3 CHj
_ (Shroff
DMAN H3C——N N-——CHjy Fatty acids,
) 2009 Zhang &
(MW 214 phosphopeptides
_ Yao 2012 Ye et
g/mol) metabolites

al. 2013)
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Several organic matrices such as 9AA, DMAXermillion-Salsbury & Hercules 2002
Shroff & S N-flnaplighyl)2ethgehgdiamine dinitrate (NEDKThenet al,

2012) 1,5diaminonaphthalene (DAN)Dong et al, 2013)as well as bing matrices for
example CHCA/9AA(Guo and He, 200 Have been applied for profiling of metabolites in
negative ionisation mode. Although low matrix background can be attained with these
matrices, several issues such as low ionisation efficiency or lack of uniforface
morphology are still tdoe overcome Caoet al.2011, Thomaset al.2012) Therefore, two
matrices 9AA and DMAN Table 7), commonly used for metabolite profiling in negative
ion mode, were compared in three concentrations of 5, 10 and 20 mg/mL in different
solvents: 70% and 100 ACN, 70% and 100% MeOH and 70% EtOH. Similarly to
positive ionisation mode, concentrations and solvents for matrices were chosen based o
the most frequent matrix preparations in regard to profiling of small molecules, giving high
quality data(Korte & Lee 2014 Dong et al. 2013 Calvanoet al. 2011, Zhang & Yao
2012) As previously section, a selection of matrix concentration and solvent are crucial for
its good solubity, ionisation efficiency for the analyte, creation of homogeneous film and
low matrix background@Hillenkampet al. 2009 Fujita et al. 2010) Studies have reported

a good suitability of MeOH as matrix solvent for 15 mg/mL 9AA in profiling of
oligonucleotides(Vermillion-Salsbury and Hercules, 2002nd 10 mg/mL 9AAand
DMAN in lipid (Calvanoet al, 2013)and phosphopeptide fingerprintiiglhang and Yao,
2012) On the other hand, others have applied EtOH as a DMAN solvent in fatty acid
analysis(Shroff and Svatos, 200@8nd 50% ACN for 10 mg/mL 9AA solution in small
molecule studie$Guo and He, 2007 With respect to the above, 9AA and DMAN were
studied with ATP and Trp mixture. These analytes are widely used as standards for mas
spectrometry analysis and have good ionisatioopgrties (Blatherwick et al. 2013
Vaidyanathan & Goodacre 2007)

The initial analysis of matrix preparation methods included a comparisoneatidat(S/N

> 6) of ions of interegte. [Trp-H] and [ATR2Na+H] (Table 8). Out of 30 possibilities
matrices} 3 concentrationg 5 solventy there were 15 methods that failed with a
detection of one of the ions of interesither [TrpH] or [ATP-2Na+H] and therefore
these matrixsolvent combinationsvere excluded from further investigations. the

remainng 15 methods botfirp and ATP ions were detected.
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Table 8: 30different combinations of MALDI negative ion sample preparation with
presence (+) or absence)(of ions of interest.Thus, table also summarises matrix, its

concentration and solvent used in the studyDetection when S/N>6.

Matrix | Concentration Solvent [Trp-H] | [ATP-2Na+H]

70% ACN
100% ACN
5 mg/mL 70%MeOH
100% MeOH
70% EtOH
70% ACN
100% ACN
9AA 10 mg/mL 70% MeOH
100% MeOH
70% EtOH
70% ACN
100% ACN
20 mg/mL 70% MeOH
100% MeOH
70% EtOH

+

e o I e

+

+

+
e S S O o N NS S S (S (S

70% ACN
100% ACN
5 mg/mL 70% MeOH
100% MeOH
70% EtOH
70% ACN
100% ACN
DMAN 10 mg/mL 70% MeOH
100% MeOH
70% EtOH
70% ACN
100% ACN
20 mg/mL 70% MeOH
100% MeOH
70% EtOH

o T I I o o o e o o o [ o o o B N o A o B o8 I S
1
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Subsequently, S/N ratio, intensignd mass resolutionf those ions were compared.
Observation of these 15 methods was made by 3 different matrix concentrations and &
different matrix solvents used for sample preparatiSapplementary Information,

Figure 8-13). A summary of screened methods based on S/N ratio, intensity and mass
resolution off Trp-H]  and[ATP-2Na+H] ions is presented ihable 9, 10 and 11

Table 9: Comparison of S/N ratio of Trp and ATP ions according to the matrix used,
its concentration and solvent in MALDI negative ion mode.The highest values of S/N

ratio (orange) and top scores (green) are highlighted empty boxi no ion detected.

Matrix | Concentration Solvent [Trp-H] | [ATP-2Na+H] | Scores
70% ACN 302 823 2
100% ACN 97 64 0
5 mg/mL 70% MeOH | 1350 661 2
100% MeOH| 180 134 1
70% EtOH 256 104 2
70% ACN 182 115 2
9AA 70% MeOH 92 43 0
10 mg/mL
100% MeOH 88 17 0
70% EtOH 134 43 0
100% ACN 76 12 0
70% MeOH 17 2992 1
20 mg/mL
100% MeOH 59 7 0
70% EtOH 57 26 0
5 mg/mL 100% ACN 1232 9 1
DMAN
10 mg/mL 100% ACN 2647 6 1

*scoresthe summary of the highest values for a given method
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Table 10 A comparison of the intensity [a.u.] of Trp and ATP ions according to the
matrix used, its concentration and solvent in MALDI negative ion modeThe highest
values ofintensity (orange) and top scores (green) are highlighted empty boxi no

ion detected.

Matrix | Concentration Solvent [Trp-H] | [ATP-2Na+H] | Scores
70% ACN 3091 5871 2
100% ACN 681 365 0
5 mg/mL 70% MeOH | 10503 4582 2
100% MeOH| 1670 650 2
70% EtOH 1555 533 2
70% ACN 1162 592 1
9AA 70% MeOH 482 177 0
10 mg/mL
100% MeOH| 514 84 0
70% EtOH 904 222 0
100% ACN 376 43 0
70% MeOH 291 19696 1
20 mg/mL
100% MeOH| 391 33 0
70% EtOH 292 106 0
5 mg/mL 100% ACN | 11659 39 1
DMAN
10 mg/mL 100% ACN | 19909 28 1

*scoresthe summary of the highest values for a given method
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Table 11: A comparison of massresolution of Trp and ATP ions according to the
matrix used, its concentration and solvent in MALDI negative ion modeThe highest
values ofmassresolution (orange) and top scores (green) are highlighted empty box

T no ion detected.

Matrix | Concentration Solvent [Trp-H] | [ATP-2Na+H] | Scores
70% ACN 3488 4273 0
100% ACN | 4597 8291 1
5 mg/mL 70% MeOH | 3008 4689 0
100% MeOH| 3900 8495 1
70% EtOH 4151 8578 2
70% ACN 4123 8079 0
9AA 70% MeOH | 4259 8295 2
10 mg/mL
100% MeOH| 4442 10357 2
70% EtOH 4072 7823 0
100% ACN | 4925 13375 2
70% MeOH | 1564 2152 0
20 mg/mL
100% MeOH| 3977 8153 0
70% EtOH 4616 8109 1
5 mg/mL 100% ACN 3058 8279 0
DMAN
10 mg/mL 100% ACN 2765 11346 1

*scoresthe summary of the highest values for a given method

These datshowthat for both matricegested S/N ratio andhe intensity of both ions of
interest were higher for ACN and MeOH when compared to S/N ratio and intensity values
for EtOH.

However, these results suggest that 9AA appears to be far superior to DMAN asmnly t
of matrix preparation methods screensd 5 mg/mL and 10 mg/mL in 100% ACN for
DMAN were suitable for ATP and Trp detection. Also, no strong correlation between mass
resolution and choice of solvent was seen: mass resolution eH[Tipn fits in the range
between 1564+453 and 4442+139 for MeOH, 2765+1110 and 4925+428 for ACN and
4072+253 and 4616+216 for EtOH, whereas mass resolution of-PNERH] occurs
between 2152+337 and 10357+1111 for MeOH, 4273189 and 13375+811 for ACN and
7823+519 and 854548 for EtOH across all methods tested, depending on matrix
concentration Table 11). Additionally, a relationship between matrix concentration, S/N
ratio and the intensity of ATP and Trp ions for 9AA matrix can be observed: both

parameters give higher values for a concentration of 5 mg/mL (S/N between-64+7
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1350£128, intensity betwee365+20- 10503+£277 a.u.) than for 10 mg/mL (S/N between
175 - 182+27, intensity 84+22 1162+116 a.u.) or 20 mg/mL (S/N between-7
29921241, intensity between 339696+1738 a.u.)lable 9 and 10.

Based on a comparison of S/N ratio, intensity and mesgsdution of Trp and ATP ions, 6
values for each ion, within each of the discussed properties were chosen (highlighted in
orange). This was then followed by evaluation of the best methods of sample preparatior
(6scored6 col umn Habk B, 10, GIh Corsdquenttythegerwere & topi n
methods of matrix preparation with both Trp and ATP ions detected taken into

considerationTable 12.

Table 12 A summary of 8 top methods of MALDI negative ion matrix preparation,
including matrix, its concentration and solvent. Methods were selected based on the
analytes detection, their S/N ratio, intensity and mass resolution. Methods listed by

matrix concentration (from low to high) and type of solvent.

Matrix | Concentration | Solvent

9AA 5 mg/mL 70% ACN
9AA 5 mg/mL 70% MeOH
9AA 5 mg/mL 100% MeOH
9AA 5 mg/mL 70% EtOH

9AA 10 mg/mL 70% ACN

9AA 10 mg/mL 70% MeOH

9AA 10 mg/mL 100% MeOH

9AA 20 mg/mL 100% ACN

According to a summary presentedTiable 12 9AA turns out to be a better matrix than
DMAN as well as a concentration of 5 and 10 mg/mL seems to be more relevant for small
molecule profiling than a concentration of 20 mg/mL. However, further investigation of
matrix background for each concentrateomd each solvent froffiable 12was performed

to decide on a final matrix preparation protocol for this stlayure 3).

All MS spectra from pure (with no sample) 9AA matrix show similar profiles: the most
abundant peak ah/z193091that corresponds fM-H]  9AA ion can be observed. Also,

the second most abundant peak is seem/at96.938that potentially corresponded to

phosphoric acid [MH]’, sulphuric acid [MH] or phosphate [FPOs]” contamination.
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Figure 3: MALDI negative ion mode averagedspectra of pure (with no sample)
matrices of 8 top methods of sample preparation; * the most abundant matrix peak
at m/z193.

All 9AA MS profiles appear to be very similar, regardless of the solvent used for the
experiment. Yet, the difference in intéysof m/z193 peak can be seen: the lowest signal
is found for 5 mg/mL 9AA in 70% ACN and 70% EtOH and 10 mg/mL 9AA in 100%
ACN (<1000 a.u.), whereas 5 and 10 mg/mL 9AA in MeOH and 10 mg/mL 9AA in 70%
ACN give highem/z193 intensity (>1000 a.u.).
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5.6.2.Metabolite standards

The objective of this section was to assess MAM3B experiments in order to screen a
number of standard compounds and their mixtures to create a calibration cocktail for
further metabolomics investigations.

Table 13 presents dist of compounds that were screened in both MALDI positive and
negative ionisation modes that were selected to investigate their suitability to build a
standards mixture for this study. The preference was made according to the moleculal
weight to be betwen 0 and 1000 Da, a type of metabolite for instance amino acmls (
proline), organic acidse(g. citric acid), nucleosidese(g. cytidine), fatty acids €.g.
palmitic acid) and sugarse.Q. glucose6-phosphate), price and their availability. The
choiceof standards was also made in regard to the ionisation effectiveness and their usag
as calibration compounds according to available literat(éroff et al. 2007,
Vaidyanathan & Goodacre 200Xu et al. 2009 Dashtievet d. 2007, Johnson & Lewis

2005 Sun et al. 2004 Helsperet al. 2013) The selection of solvents for standard
compounds was made according to their solubility based on Material Safety Data Shee
(MSDS). Also, a consideration was given to a choice of solvents that would bar gonil
those used for matrices preparatioe. ACN, MeOH and water to avoid introducing
additional source of signals and to prevent precipitation of the analyte due to disagreemen
of solvent polarities. Moreover, compounds were prepared in excess catioanto
ensure high MS signal. Theeéctionof each compound idescribedaccording to their

S/N ratio:very good S/#2000 (++++),good S/N 5002000 (++4, medium S/N 200600

(++) and low S/N <200 (+).

Many studies have shown that MS analysis, identiboaand quantification of cells and
tissue metabolites provide a fingerprint of different classes of compounds, separating
different levels of biological conditions.g. health and abnormal regioifslemeset al.

2011, Korte & Lee 2014) This concept is applied in regard to the detection and
guantification of specific classes of metabolites for example drugs. However, the approach
of untargeted metabolite profiling is much more complicated as it is aimed to investigate
the widest possible range of compounds from different clagsa<isi et al, 2013)
Hence, a real challenge of metabolomics research is correlated to chemical complexity of
sample thatepresents different classes of endogenous and exogenous metabolites. The
vast diversity of small molecules (<1000 Da), including their physical and chemical
properties such as polarity and stereochemistry as well as different biological functions and
conentrations, makes the detection of the whole set of metabolites an ambitious approact

(Zhao et al. 201Q Lenz et al. 2004) It is therefore necessary to optimise a standard
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compounds mixture to fit within a mass range as well as different chemical and physical
properties of the analyte of interest.

In total, there were 26 compounds screened in positive egatine ionisation modes. The
comparison of compounds is made according to their detection and signal strength and i
presented as S/N ratio. As seenTiable 13, out of 25 tested compounds in positive
ionisation mode, there were 6 metabolites that gavg s&ong signal (S/N >2000), 4
metabolites with good (S/N 52000) and medium (S/N 2€8D0) signal, 8 metabolites

with low (S/N <200) signal and 3 compounds that were not detected (S/N <6) as
protonated form. Most of the investigated metabolites (16 ooms) gave protonated

ions [M+H]" however, sodium [M+Nd]and potassium [M+K]adducts were also seen.
Typical MALDI-MS spectra i(e. with no advanced sample purification) are normally
abundant with protonated species as well as sodium and potassium adducts. Protonate
forms are often dominated by [M+Najnd [M+K]" adducts and this phenomenon is seen
for example in lipid analysis. Théypothesis states that a fré®H group in the
diacylglycerols greatly interacts with metal ions resulting in enhanced formation of such
adductqSchilleret al, 1999) Similarly, there were sodium and potassium adducts of lipid
species tested in this study. DPPC and tripalmitin. Additionally, there were metal
adducts detected from ndipid species, but rich iinOH group, such aatenolol, glucose
6-phosphate, adesoi n e-triphsphate, leucine enkephalin, etoposide, GSSG,
erythromycin A and bradykinin fragment-2 Detection of metal adducts of those
compounds was reportguleviously(Langleyet al. 2007, Nordstromet al. 2006 Edwards

& Kennedy 2005Calvancet al.2011)

Similar observation can be made for detection of compounds tested in negative ionisatior
mode. Most of the metabolites (13 compounds) gave low (S/N <200) signal; only 2
metabolites gave very good (S/N >2000) and good (S/N2B00) signal. Additionally,

none of them showed medium (S/N 2800) detection and there were 9 metabolites that
gave no signal (S/N <6) for deprotonated form. The majority of species detected (14
compounds) were deprotonated-f¥)". Analogous to positive iagation mode, in negative

ion mode the creation of adducts is equally posgiBtridahet al, 2014) This could be

seen for erythromycin A, where chlorine [M+CGidduct was detected.
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Table 13 A list of standards examined in MALDI positive and negative ionisation modes. Compounds are sortad increasing molecular
weight order. S/N ratio: very good S/N>2000 (++++),good S/N 5062000 (+++),medium S/N 200500 (++),low S/N<200 (+), Xi no detection

(S/N <6) highlighted are compounds with the strongest signakithin each ionisation mode Table also summarises compound solvent, its stock

concentration and molecular weight.

Stock Molecular
Compound Solvent concentration | weight Positive ions Signal | Negative ions Signal

[mM] * [a/mol]
Glycine 50% MeOH | 225.0 75.1 [M+H]* + [M-H] +
2-methylimidazole Water 300.0 82.1 [M+H]* ++++ | [M-H] X
Proline Water 300.0 115.1 [M+H] " + [M-H] X
Nicotinic acid 90% EtOH 40.0 123.1 [M+H] + [M-H] T
Histidine Water 200.0 155.2 [M+H]* ++ [M-H] +
Pyridoxine (vitamin B6) Water 200.0 169.2 [M+H] " + [M-H] +
Arginine Water 200.0 174.2 [M+H]* +++ [M-H] X
Citric acid 50% MeOH 300.0 192.1 [M+H]™* X [M-H] +++
Caffeine Water 50.0 194.2 [M+H] " ++++ | [M-H] +
Tryptophan 90% EtOH 40.0 204.2 [M+H]" + [M-H] +++
Cytidine 30% EtOH 130.0 243.1 [M+H] F+ [M-H] n
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Chloroform/

Palmitic acid MeOH 1:1 40.0 256.4 [M+H]* X [M-H]
(V/v)
[M+H]* +++
Atenolol 25% MeOH 100.0 266.3 [M+Na]* +++ | [M-H]
[M+K]* ++
Glucose6-phosphate sodium .
" 50% MeOH 300.0 282.1 [M+K] + [M-H]
sa
Chloroform/
Palmityl palmitate MeOH 0.67:0.3| 31.3 480.8 [M+H]* X [M-H]
(V/v)
[M+H]* +
. _ MeOH/ EtOH [M-HCI+H]* ++++
Verapamil hydrochloride 56.6 491.1 [M+CI]
1:1 (viv) [M-HCI-
++++
150+H]"
Chloroform/ [M-H]
PC (18:0/0:0) istearoyisn N +
| 2 ohosohochol MeOH 1:13 | 1.1 523.7 [M+H]
cera3-phosphocholine ]
JYCETo=phosp (Vi) [M-N(CHy)s-H]
A d e n o stiiphosphdieN;j [M+H]" ++
o Water 30.0 551.1 . [M-2Na+H]
disodium salt hydrate [M+Na] +
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[M-2Na+3H] | ++++
Leucine enkephalin acetate sa| .
Water 1.8 555.6 [M+Na] + [M-H] +
hydrate
[SO,” ++++
~1uL in [H(OCH.CH,);SQy] | ++
Polyethylene glycol 600 (PEG
100% MeOH | 500pL of 570630 [H(OCH,CH,)eSQy] | +++
600) sutate
solvent [H(OCHCH,)11SOy] " | +++
[H(OCH,CH,)13SOy] " | +++
Chloroform/ [M+K]* +
Etoposide MeOH 1:1 109.1 588.6 . [M-206-H] +
[M+Na] +++
(V/v)
. . [M+H] ++
L-Glutathione oxidized (GSSG| Water 82.3 612.6 . [M-H] X
[M+Na] +++
_ EtOH [M-H,O+Na]" | ++++ | [M-H] +
Erythromycin A 54.7 733.9 .
[M+Na] ++ [M+CI]” +
_ _ _ | Chloroform/ [M+K] " +
Dipalmitoylphosphatidylcholine
MeOH 1:1 127.0 734.0 [M-H] X
(DPPC) W) PC headgroup | ++
viv
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Chloroform/

Tripalmitin MeOH 9:1 46.0 807.3 [M+Na]” ++ [M-H]
(V/v)
[M+H]* ++++
Bradykinin fragment 2 Water 23.4 904.0 [M+K] " + [M-HI
[M+Na]” +++

*- concentration unit excludingeG600 siiate
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As soft/mild ionisation technique, MALBWIS produces few or little fragmentation
(Bergman, Shevchenko and Bergquist, 20Mpst fragments are believed to be generated
as the ions travel across the drift t u
breakdown and by contact with the backg
S our c e (SpeagtenP9/Spengler & Kaufmann 1992However, the fragmentation

is very limited due to a presence of matrix that plays important role in controlling
fragmentation procesBy absorbing majority of the laser energy and passing it to the
analyte(Zenobi and Knochenmuss, 1998kt, fragmentabn of species such as lipids is
commonly seen in MALDI experimen(é\l-Saadet al. 2003 Zhanget al. 2014 Anderson

et al. 2013) This is believed to be caused by two reactions occurring upon lipid analysis:
the quartetnary ammonium group fragmentatigiarto et al., 1995)and a cleavage of the
double bond in fatty acidesidueqSchiller et al, 1999) In this study, PC heagroup at

m/z 184.074 of DPPC and PC (18:0/0:0) iM(CHs)s-H] fragment atm/z 463619 could

be detected in positive and negative ionisation modes, respectively. This has also beel
shown in another studies of DPPC, where PC {gyeadp H:POuy(CH,).N(methyl
groups’) at m/z 184074 was detected(Jaskolla, Onischke and Schiller, 2014)
Fragmentation of parent ion of PC (18:0/0:0) was confirmed with MS/MS spectra shown in
Supplementary Information, Figure 14.

Furthermore, other fragments of nlyid compounds could be seen as well: verapamil
fragments [MHCI+H]* and [M-HCI-150+HT in positive ion mode and etoposide fragment
[M-206-2H] in negative ion mode. These findings are in line with reported MS/MBest

of verapamil, where fragments @/z 303207 ([M-HCI-150+H]") andm/z 455291 ([M-
HCI+H]") could also be detectd&unet al. 2004 Cohenet al. 2007) Another study has
confirmed etoposide fragmentrafz381593for [M-206-H] (Handeet al, 1988)

Except for PEG600 sidte, there were only 3 compounds with very good (S/N >2000) or
good (S/N 50€2000) signal within all scanned calibrants in negative ion mode. These 3
compoundsi.e. nicotinic acid, citric acid and tryptophan fit the mass range only up to 204
Da. Due to lack of full mass range coveragd Q00 Da) and low signals from the rest of
the compounds, PEG600 sulfate was selected to be the calibrant for negatived®mm

this study. Its performance as MS calibrant has been previously gStwoff et al. 2007,
Shroff & Svatog 2009)

Polymers sch as polyethylene glycols (PEGS) are suitable calibrants for small molecule
applications. PEGs produce a collection of peaks that are usually observed to be repeated
number of its subunits (monomers) and are accessible to agSmyofolo, 2004)
Accordingly, very good $/N >2000) and good (S/N 5@D00) signal from a number of
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PEG600 suhte ions was seen in this study. Representative PEG600 iofete siain
[SO4]" and polymers ionsE7, 9, 11, 13) are presentedTiable 13

Based on thealetection and signal strength tife screened analytes, 6 of them were
selelctedto create acalibration cocktail across a mass range from 0 to 1000FDa.
positive ionisation mode these analytes (in order of increasing molecular weight): 2
methylimidazole (82 g/mol), caffeine (194 g/mol), verapamil hydrochloride (491 g/mol),
a d e n o driphogphate Njsodium salt hydrate (551 g/mol), erythromycin A (734 g/mol),
bradykinin fragment 3 (904 g/mol)(highlighted compounds inTable 13. In order to
evaluate a final concentration of each of these compounds in a calibration cocktail,
differentconcentrations afhese analytes were examindable 14). Based on presence of
ions of interest and their S/N ratio in each mixture a fmadture Cwas chosen athe
most suitable one and was usasithe calibration cocktail for further experimentsk-ull

data with S/N values can be found #Bupplementary Information, Table 1).

Representative MALDI spectrum of the best mixtGrs presenteth Figure 4.

Table 14: Dfferent combinations of analytesincluded in the calibration mixture for
MALDI positive ionisation mode analysis. Table summarises compound, its

molecular weight and volumes used to create each mixture.

Mixture
Molecular
_ A B C
Compound weight
Volume [uL] from stock
[g/mol] .
solution
2-methylimidazole 82 1.0 15 2.0
Caffeine 194 20.0 80.0 60.0
Verapamil hydrochloride 491 12.0 25.0 14.0
A d e n o stiiphosphdieNjisodium sal
551 5.0 10.0 20.0
hydrate
Erythromycin A 734 2.0 4.0 10.0
Bradykininfragment 29 904 0.5 0.5 0.5
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Figure 4 presents a spectrum of the calibration cocktail for MALDI positive ion
experiments with ions assigned for each compoundtethylimidazole [M+H] at m/z
83.061, caffeine [M+H] at m/z195088 verapamil[M-HCI-150+H] at m/z303207 and
[M-HCI+H]" at m/z 455291, ATP [M+Na] at m/z 573.949 erythromycin A [M
H,O+Na] atm/z738874and bradykinin 2 [M+H]" at m/z904.468and [M+Na] at m/z
926.450 Additionally, three matrix peaks are detected: [DHBHED]" at m/z 137.023
[DHB+H]" at m/z155024and [2DHB+H2H,0]" at m/z273036and can also be used for
mass correctionVerapamil, erythromycin and bradykinin ioase the most intense in a
calibration mixture with intensities about 9000 a.u. and highemethylimidazole,
caffeine and ATP ions seem to be less intense with intensities about 2000 a.u. for 2
methylimidzaole and caffeine and <10@Qu. for ATP. In additiona difference in the
response of used compounds in the calibration cocktail to their response when analyse:
separately can be observdthe signalof all ionsis observed to be lowdrnbout 7 times in
average)in the mixture of compounds when comparedtheir signal when tested
separately{Supplementary Information, Table 1 and 3. This may belue to a different
affinity of compounds to be protonated, resulting in suppressiansfvith lower affinity

by thosewith higher affinity(Cohen, Go and Siuzdak, 2007)

16000 - . +
L . [Verapamil-HCI+H]
1 [2-methylimidazole+H] ‘ [Erythromycin-H20+Na]+

14000 -
[Verapamil-HCI-150+H]"

12000+ [Bradykinin 2-9+H]"
g [Caffeine+H]
> 10000 ' r
0 5000 [Bradykinin 2-9+Na]
% ] [ATP+Na]"
= 4000 -

3000 - 4

1 Y
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1000 ]‘ L \
0 . . Ll NI .
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Figure 4. MS spectrum of the calibration cocktail in MALDI positive ionisation

mode, mass rangen/z5071 1000shown, * - matrix peaks.
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Similarly, based orthe detection andhe signal strength of analytexreenedor negative
ionisation mode, theravere only2 compoundsshowing the highest responsa@cotinic
acid (123 g/mol) ad polyethylene glycol 600 (PBBO) sutate (570-630 g/mol).Since
PEG&00 gave goodsignal across the whole mass range of inter@sbtinic acidwas
therefore excluded from further experimermepreentative MALDI spectrum of PEEBO

is presented belowF{gure 5).
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Figure 5: MS spectrum of PEG00sulfate in MALDI negative ionisation mode, mass

range m/z507 1000shown, * - matrix peaks.

Figure 5 shows an example spectrum of PEG600 for MALDI negative ion experiments
with ions assigned, depending on the number of monomers repeated. 9 calibration point:
across a the mass range framiz 96 for sufate [SQ] to m/z 889 for 18 monomers
[H(OCH.CH,)1sS0Oy]” were selected and are showrTeble 15
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Table 15 PEG600 sulfate ions and their m/z values used for MALDI calibration in

negative ionisation mode.

[H(OCH 2CH2)n SOy m/z
[SO: 95.9517
n=1 140.9858
n=>5 317.0906
n==8 449.1693
n=10 537.2217
n=12 625.2741
n=14 713.3266
n=16 801.379
n=18 889.4314
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5.6.3.Optimisation of sample depositiormethod

The objective of this section was to evaluate the most suitable method of sample depositiot
for MALDI fingerprint and footprint profiling experiments in positive and negative

ionisation modes.

5.6.3.1.Positive ionisation mode

The optimisation included the application of three commonly used ways of sample
deposition: overlay, mixed and underlélIMasoud et al. 2014 Cohenet al. 2007)
Spectrawere collected and analysed for presenc8 imins fromthe compounds included

in the calibration cocktailln all of 9 methods of sample preparatitasted 8 matrix
solvent combinations 3 ways of sample depositipithe detection of all ions of interest is
seen Table 16.

Table 16: lons taken into consideration during optimisation of sample deposition
method in MALDI positive ion mode.

Compound m/z
2-methylimidazole 83.061
Caffeine 195088
_ _ 303207,
Verapamil hydrochloride
455291
A d e n o stiiphosphdieNiisodium salt hydrate 574.949
Erythromycin A 738874
- 904.468,
Bradykinin fragment 20
926.450

Therefore, the following step included a comparison of intensity of these ions according to
different ways of sample deposition. The intensity threshold was set to 5% of a total
intensity of each spectrum to refine the results. It turned out that 6 ofesdeosition
methods tested failed with the detection of the intensity higher than 5% of total intensity of
the spectrum for one or more ions of interest thus, there were only 3 remaining
combinations taken into accoune. DHB with mixed and overlaynethod of sample
deposition and THAP with overlay methad sample depositiorigure 6 presents the
comparison of the ions intensity of three sample deposition methods applied. Inset figure

illustrates zoomin of ions with lower intensity.e. m/z83.061andm/z195.088
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Figure 6: A comparison of intensity of ions derived from compounds creating the
calibration mixture according to the sample deposition method used in MALDI
positive ion mode. Expanded view of low intense ions (AThe error bars represent

the standard deviation calculated from the data obtained from four experiments
(n=4).

The comparison shows that the most intense compounds are verap&adib%291 and

m/z 303.207), erythromycin {n/z 738874 and bradykinin 2 (m/z 904.468 and m/z
926.45( with intensity of 16-10" a.u. magnitude. lons at/z83.061andm/z195088are
much low intense (intensity of 3A0* a.u. magnitude)Rigure 6 A). In addition, the ion at
m/z573.949appear to be more intense (intensity of 4@ magnitudejvhen compared to

the spectrum of the calibration cocktail from previous section, where its abundance was
lower. A similar trend however, is observed for all three tested methods. Different
dependency in intensity of these ions is most likely related tffeaaht instrument being
used for experiments in this sectioa. MALDI Synapt G2-Si HDMS mass spectrometer.

In comparison to MALDITo~MS Ultraflex 1l ToF/ToF mass spectrometer that uses 337
nm nitrogen laser,
(http://maldi.ch.pw.edu.pl/pomiary/Artykulyfuaflex_Ill_User_Manual.pdf MALDI
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Synapt G2Si HDMS mass spectrometer is equipped with 355 rendymium- doped
Yttrium Aluminium Garnet (Nd:YAG) laser
(http://www.waters.com/waters/en_GB/SYNARI2-Si-High-Definition-Mass
Spectrometry/nahtm?cid=134740622&locale=en_GB

According toFigure 6, there is no significant differences between intensity of observed
ions within three tested methods of sample deposition. Therefore, all three miethods
DHB with mixed and overlay anple deposition and THAP with overlay sample

deposition were applied for further optimisation of MALDI sample preparation protocol.
5.6.3.2. Negative ionisation mode

Similarly to positive ionisation mode, spectra for negative ion mode walected and
analysed for presence of PEG600fatgions.In eachof 15 methods of sample preparation

(3 ways of sample depositipn5 different solvenjsall ions of interestould bedetected.
Therefore, in order to refine the choice of the best sample preparation method, two
PEG600 ions.e. m/z317.0906andm/z625.2741were selected. The intensity of these ions
was compared for each solvent and according to different ways of sample depdsition
restrict the results, the intensity of battiz317.0906andm/z6252741ions within all 15
methods of sample preparation was analysed and 5 methods with the highest intensity fo
these ions were chosefidure 7).

T miz 317
2.0x10° - I m/z 625

Underlay deposition
1.6x10° ,
Mixed deposition Overlay deposition

1.2x10° o

8.0x10° o

Intensity [a.u.]

4.0x10° o

0.0

T0%EIOH  TO%ACN  70%MeOH | TO%EtOH | 70%MeOH

Figure 7: A comparison of the intensity ofm/z317 andm/z 625 ions for 5 top methods
of samplepreparation for MALDI negative ionisation mode. The error bars represent
the standard deviation calculated from the data obtained from four experiments
(n=4).
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The compason of the intensity om/z 317.0906 and m/z 625.2741ions shows thain/z
625.2741ion is more abundant (4x1@.u. and more) tham/z317.0906ion (>2x1C a.u.)

within all methods of sample deposition tested. Although there was no significant
difference betweerm/z 317.0906 and m/z 625.2741ion intensity, there was some
consistency in appearance of preferable sample deposiiomixed deposition. Also,
taking into consideration 9AA solvents used for the experiments, it was clearly shown that
the concentration of 70 % was better than the pure (100 %) solvent. This might be becaus
of too high volatility of such solutions that can cause too heterogendoushédnce,
different signal response across the sample spot. The influence of the solvents on sampl
preparation and creation of uniform sample spots was discussed in previous section.
Within matrix solvents used for this experimest ACN, EtOH and MeOHnone of them
seems to be outstandinfhereforeall three solventse. 70% EtOH, 70% ACN and 70%
MeOH and mixed sample deposition were selected for further MALDI optimisation

experiments.
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5.6.4.A choice of a top MALDI method of sample preparation- cellular analytes

In this section, the final optimisation of MALDI sample preparation for positive and

negative ionisation modes based on real cellular analytes is shown.
5.6.4.1.Positive ionisation mode

Initially, the investigationof the differences and clustering between -nsed and used
growth medium samples was conducted. In order to identify the level of separation
between these analytes, the Principal Component Analysis (PCA) was appliedcGBE€A

plots were ao used to visualise repeatability between analgaetples.

Figure 8illustrates PCA scores plots with PC1 loadings plots for three sample preparation
methods: DHB with mixed and overlay depositidfiglre 8 A, B) and THAP with
overlay deposition onlyHigure 8 C). PCA scoreplots account for 89.%, 93.6% and
95.1 % of total variance, respectively, within the data $&&.1 badings plots illustrate

abundance of ions detected within the mass range-H0Q0 Da
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Figure 8: MALDI positive ion modePC scores 1 and 2 for top sample preparation
methods: DHB with mixed sample deposition (A), DHB with overlay sample
deposition (B), THAP with overlay sample deposition (C); PC1 accounts for 89.7%,
93.6% and 95.1% of total variance, respectively. PCAlots illustrate the variance
betweenfresh medium (blue) and used medium removed on day 1 (red). Loadings
plots illustrate abundance of ions detected within the mass range of 2000 Da;n =

4, outliers removed (one repeat from B). Sample spots observed fromilhtein MALDI
camera (magnification unknown); laser pathway seen.
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Two medium samples used for the experiment are with different metabolite content: cell
growth medium removed from cells on day 1 of cell culture contains diverse metabolite
profile to the freh medium, resulting from biological processes ongoing in cells.
According to PC1, the separation between fresh medium and medium removed from cell
culture was better for two methods: DHB with mixed deposition (PC1 72.7 %) and DHB
with overlay depositionRC1 74.8 %). The separation for THAP with overlay deposition
method was also relatively good and accounted for PC1l 69.8 %. However, the
reproducibility and consistency of the repeats for DHB wwiilked deposition md THAP

with overlay deposition methodsesa to be better when compared to the reaming method
with DHB and overlay sample deposition.

Additionally, when analysing PC1 loading plots, the ion information carried in spectra
appeardo be very rich and compleraking the interpretation dbadings plots difficult.
Nevertheless, the same complex information of loadpigts is delivered from all the
solvent usedor matrix preparation. The possible reason of such wealth in informiation

MS spectra is that cell media normally contaivast number of metabolites and other
defined compounds to support cell growth, viability, product formation (for exaample
antibody) and its qualityButler 2005 Luo et al. 2012 Reirhartet al. 2015) Therefore

the dilution of the mediumis required to obtain more readable aretterresolved MS
spectra. The optimisatioof medium dilutions was performed, using dilution factors of 6

or 20(depending on ionisation mode and lasenv@oused). Full optimisation is described

in Supporting Information, Table 3, Figure 15 and 16

A comparison of spot surfaces was also made in order to evaluate the most homogeneot
sample deposition method. According to the images showigure 8, DHB creates good
quality uniform surfaces while THAP seems to be forming more heterogeneous films with
possi bl e f h ddkingsirpooconsiderat@segaeaton and sample repeatability
comparedvia PCA as well as homogeneitf the sample surfaceghe DHB matrix with

mixed sample deposition methag@peas to be the mospreferableonefor further studies.

To support thimssumptionthemass resol uti on anal(myzg8i.dy f o

and ¢ lass ehidnr(/m964.6) of spectravas peformed(Figure 9).
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Figure 9: A comparison of mass resolutionf or o6l owé and O0hi gho
DHB with mixed sample depositionin MALDI positive ion mode. The error bars
represent the standard deviation calculated from the data obtainedrom four

experiments(n = 4).

As seen irFigure 9t he mass resolution of &6l owd an
samples is high (expected values ~10 000 according to the instrument specification). Fol
the Ol owd mass i ons ar and fallsm between ¥ D@OI far fresto n

medium sample and >12 000 for medium sample removed from cells on day 1. Higher
mass resolution is obser ve d-14f000) forddth teptedd m

medium samples.
5.6.4.2.Negative ionisation moe

Spectrafor MALDI negative ionisation mode were compaged analysed using PCA.
PCA scores plots with PC1 loadings plots for top sample preparation methods: 9AA in
70% ACN, 9AA in 70% EtOH and 9AA in 70% MeOH are presenteHigure 10 A-C.

PCA scorelots account fo85.3 %, 89.0% and93.1 % of total variance, respectively,
within the data setPC1 badings plots illustrate abundance of ions detected within the
mass range of 20000 Da

Based on PC1 of PCA scores plots, the separation between fesBanmand medium
removed from cell culture on day 1bstter for 70% ACN (PC1 90.0 %) and 70% MeOH
(PC1 87.2 %), whereas for 70% EtOH PC1 accounts for 75.6 % of total variance.
Analogously to separation, the repeatability of samples for each of 9AA solvesd

within this study was compared.
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Figure 10: MALDI negative ion mode PC scores 1 and 2 for top sample preparation
methods 9AA in 70% ACN (A), 9AA in 70% EtOH (B), 9AA in 70% MeOH (C),
PC1 accounts for 95.3%, 89.0% and 93.1% of total variance, resptively. PCAplots
illustrate the variance betweerfresh medium (red) and used medium removed on day
1 (blue). Loadings plots illustrate abundance of ions detected within the mass range of
20-1000 Da; n = 4, outliers removed (one repeat from A and C)Sample spots

observed from built-in MALDI camera (magnification unknown); laser marks seen.
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More consistent sample repeats abservedfior 70% ACN and 70% EtOH for medium
samples removed from cell culture and for 70% in MefoHfresh medium samples.
However, the overall repeatability across all methdsimilar, suggestinghat there is no
outstanding 9AA solvent that could be used for MALDI profiling.

Similarly, to PC1 loading plots from positive ionisation mode, PC1 loading plots in
negative ion modshow the same complex information for each of 9AA solvents used,
confirming the requirement of medium samples dilutions for MALDI analysis.

Additionally, a comparison of spot surfaces was also performed. Based on the images
presented ifrigure 10, the spad look homogeneous and similar for each of matrix solvent
applied. No fihot spotsodo areas can be sec:¢
anal ysis of massm/z88528) g | udtmeodz54¥d & h & widzh ( g
894.5 m/z916.6 m/z934.5 or m/z956.5depending on the sample) mass ions for all of
9AA solvents was performedrigure 11) . The O6highdéd mass ions

their presence in samples (if one ion was absent then another one was chosen fo

comparison).
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[ FRESH MEDIUM m/z med
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14000 [ DAY 1 MEDIUM m/z low
| [ DAY 1 MEDIUM m/z med
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iel i ~
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Figure 11 A comparison of mass resolutionf or 01 6 méadindm&hi gho
range ions for 9AA dissolved in: 70% ACN (A), 70% EtOH (B) and 70% MeOH (C)

in MALDI negative ion mode. The error bars represent the standard deviation
calculated from the data obtained fom four experiments (n = 4).
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As seen inFigure 11, the comparison of mass resolution of selected ions is lower than in
positive ionisation mode. Mass resolutio
8000 and 11 000 for all solvents used and fahbuedium samples. The highest mass
resolution for Ol owd and Omedi umd mass r
sample removed from cell culture on dayFig(re 11 Q) and for 70% ACN for fresh
medium sampleRigure 11 A) . Mass r es o lasstionscappeansfto bé loweg h ¢
than 10 000 and falls below 6000 for each solvent and for both samples. The comparisor
il lustrates that the mass resolution of
cell culture was the highest for 70% MeOH (>5000] &or fresh medium sample for 70%
EtOH (between 4000 and 500@)dure 11 B).
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5.7. Conclusions and future work

The goal of this chapter was to optimise the sample preparation procedilmedetection

of small molecules derived from extracellular and intracellular samples of CHO cell line
using MALDI-MS profiling in both positive and negative ionisation modeBhe
experiments involved the study of different matrices, their various concensas well

as solvents and were used to obtain MS spectra of the mixture of arginine and histidine ir
positive i1 o0on mode or -ttiphogphdteodmsddmum sakh mydrateard e r
negative ion mode. The experiments also included the analysi$ sipklctra derived from
extracellular analytes of medium from a CHO cell line.

DHB, CHCA and THAP prepared in ACN/water with TFA, EtOH or MeOH for positive
ion mode and 9AA and DMAN prepared in ACN, EtOH or MeOH for negative ion mode
at 5, 10 and 20 mg/mWM:A 1:1) were analysed with the analytes spotted on the MALDI
plate in three different ways: mixed, overlay or underlay deposition. The analysis of the
data included thebservation of the detection of the analytes of interest, their S/N ratio,
intensityand mass resolutioams well as the analysis of PCA separation and reproducibility
between control and extracellular medium samples.

Based on the data analysis, 10 mg/mL DHB in ACMXDHL:1 (v/v) with 0.1% TFA, 5
mg/mL 9AA in 70% MeOH and mixed sample depiasi turned out to be the best sample
preparation methods for metabolite profiling in positive and negative ion modes,
respectivelyln addition, the calibration cocktail for external calibration was optimised to
be a selection of 6 compounds. 2-methyimidazole, caffeine, verapamil hydrochloride,

a d e n o stripmogpahfed@isodium salt hydrate, erythromycin A and bradykinin fragment
2-9 for positive ion mode and PEG600 fgue for negative ion mode.

The selected sample preparation protocols for MALDofipng resulted with good
resolved MS spectrand high intensity of detected metabolitdhe calibration mixtures
used for MALDI experiments resulted in hi
Further investigatiomeeds tobe performed with the applitan of different matrixto-
analyte ratio thatould increase the detection of a number of small molecules or their
specific class. Moreover, the optimisation of the internal calibration mixture would be also

beneficial in order to perform quantitative @stigations in the future.
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CHAPTER 6: Metabolic profiling approach to investigate transfected CHO cell line

responseupon EPO-Fc fusion protein production
6.1.Introduction

Characterisation of metabolitepresent within a cell( 6f i nger pri nt o
met ab gl odmeendd o m¢ and methobtes ethéat occurin the surrounding cell
microenvironment e.g cell medi um (6footprinto or (
0ex omet aiblmehelicralefd theassessment of cellular activity and metabolic state

of acell (Sellicket al, 2011, Kell et al, 2005)

A cell is the smallest, basic, structural and functional unlitvofg organisms that belongs

to one ofthe two groups: containing a nuclews eukaryotic, such as CHO cell line used

in this study(ATCC, 2014) or cells absent in nucleus. prokaryotic Animal cells consist

of cytoplasm enclosedvithin a cell membrane, containing a variety of organedes
lysosome, mitochondria, centrosome, ribosome, endoplasmic reticulum, Golgi apparatus
and nucleusKigure 1). The cytoplasm is a fluid containing water and solutes that holds
cell organelles. The organelles are higbhganised swugellular arrangements within a

cell, with each having its specific shape and functi<igszejko-Stefanowicz, 2002)

Cell membrane

Golgi apparatus Lysosome

Nucleus —

Smooth | Mitochondria

endoplasmic |
reticulum |

Centrosome

Rough |
endoplasmic
reticulum

Cytoplasm ” \ S

Figure 1: General view of an animal cell with cytoplasm enclosed within a cell

membrane, containing a variety oforganelles(Klyszejko-Stefanowicz, 2002)

In order to grow, develop and function, cells maintain a set of chetnaceformations
that build a large and complex metabolic network consisting of multiple interacgons

metabolic pathway$Falk Schreiber, 2003Figure 2 illustrates a general overview of a
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metabolic network of CHO cells with major metabolic pathways highlighted: glycan
biosynthesis and metabolism; nucleotide metabolism; metabolism of cofactors and
vitamins; lipid metabolism; carbohydrate metabolism; amimid ametabolism €.g
alanine, glycine, cysteinetc); metabolism of other amino acie.¢ glutathione, glutamate

etc); energy metabolism; biosynthesis of other secondary metabolites; metabolism of
terpenoides and polyketides and xenobiotics biodegradation and metabolism
(http://www.genome.jp/kegg/pathway.htmlEach metabolic pathway is built from a
number of biochemical reactions that amkéd by their intermediates (metabolites): the
products of one reaction are the substrates for following reacatimng¢Falk Schreiber,
2003) Therefore, lte analysis of metabolites of a particular organism can be linked to
metabolic pathways and their specific reactions, allowing fedejth insight into the

molecular mechanisms oélls(Sellicket al, 2011)

Glycan Biosynthesis and : Nucleotide
Metabolism R i "[Metabolism
Lipid f/la‘;'f’ghi‘ic_'rate
Metabolism £1abosm
Energy
Metabolism of Terpenoids ™1 .~)| Metabolism
and Polyketides '

Xenobiotics
Biodegradation
and Metabolism

Figure 2. General overview of a complexity of a metabolic network in CHO cells.
Metabolic network consists of major metabolic pathways highlighted in the figure.

Adopted from (http://www.genome.jp/kegg/pathwayhtml).

Glycolysis and citric cycle metabolic processes are two of the main chains of reactions
occurring in living cells that belong to carbohydrate and energy metabolic pathways.
Glycolysis is a metabolic process, where glucose is convertegynivate with a release
of free energy. During glycolysis, the free energy is released in a form of adenosine
triphosphate (ATP) from a transfer of a phosphate grogptdPadenosine diphosphate
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(ADP) and in a form of reduced nicotinamide adenine dintideNADH) from NAD'

moleculegFigure 3 A (Klyszejko-Stefanowicz, 2002)

A
Glyeolysis
2ATP +2ADP+2P; 4 ATP
Glucose + 2 NAD* ¥, 2 Pyruvate + 2 NADH
Oxidative decarboxylation
CoA
NAD- NADH
Pyruvate \ijp Acetyl-CoA + CO,
c
TCA cycle 3 NADH
3NAD" FADH,
FAD ATP
ADP+P, CoA
./
Acetyl-CoA +2 H,Q = 2 CO,
D
Amino Acid Metabolism Acetyl-CoA <---  Lipid metabolism

<
Metabolism of Other Amino Acid ~*~x A
! Oxaloacetate i
: CoA !
' /’y e~ i

Malate ( NADH

: NAD*
v H,0

Fumarate

- NADH
Succinyl-CoA r

NAD~

H,O =
| Citrate

N> e

cis-Aconitate

H,0 \l

Isocitrate

NAD*
d
NADH

Oxalosuccinate

\I- Other metabolic pathways

A CoA ’
I COo, < o
: a-Ketoglutarate /

co,

A
vi i
i Amino Acid Metabolism %
Metabolism of Other Amino Acid
FAD - Flavin Adenine Dinucleotide

Figure 3: Carbohydrate and energy metabolic pathways highlighting the major
processes occurring in cells: glycolysis (A), oxidative decarboxylation (B) and TCA
cycle (C D). Carbohydrate and energy pathways are directly (in blue) and indirectly
metabolic  pathways (Klyszejko-Stefanowicz, 2002

linked to other

http://www.genome.jp/kegg/pathway.html)

Glycolysis takes place in a cytoplasm of a cell and occurs before another important
metabolic pathwaye. citrate cycle, also known as tricarboxylic acid (TCA) cycle ongoin

in mitochondria Figure 3 C, D). Once pyruvate is created, it is further transformed to
acetytCoA during oxidative decarboxylation processglre 3 B) and then introduced to

the TCA cycle. TCA cycle involves multiple reactioffsigure 3 D), where the eergy
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stored in a form of carbohydrates, lipids and proteins is converted to chemical eaergy
ATP and NADH(Figure 3 C) (Klyszejko-Stefanowicz, 2002)

Carbohydrate and energy metabolisms are also linked to other metabolic pathways, such &
amino acid metabolism or lipishetabolism(http://www.genome.jp/kegg/pathway.html)

Lipid metabolism is an important pathway that includes degradation or synthesis of lipids
that play a crucial role in a number of biological functiergs storage of energy, signalling

or they act as structural componeotsell membraneflyszejko-Stefanowicz, 2002)

A cell membrane(also plasma membrane) forms the outside barrier of the cell that
separates the internal environment from outside and controls the transport of substances, |
and out of a cell. A cell membragensists of proteins artiree majorclasse®f lipidsi.e.
phospholipids, glycolipids and cholesterol that creatpid bilayer(Figure 4) (Klyszejko-
Stefanowicz, 200Bretscher, 1972)

Outside of cell )
Glycoprotein

Glycolipid : 3 \

NI \\1 NS 3
Ve Y ) Y
NNNE SN SN
DO

Figure 4: Schematc of a cell membrane. A cell membrane consists of proteins and

=) Carbohydrate

Cholesterol /
\ Protein

three major classes of lipids: phospholipids, glycolipids and cholesterol that create
lipid bilayer (Klyszejko-Stefanowicz, 2002Bretscher, 1972)

This chapter presents a profiling approach of metabolites present within CHO cells
(fingerprint) and metabolites that occur the cell medium (footprint) in order to
investigate the cell response EPOFc fusion protein expression. Characterisation of
metabolites allows for thassessment of cellular activity these cellandtheir metabolic

state upon protein production.
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6.2.Sample preparation

Footprint and fingerprint samples were collectedoading to the procedure described in
Chapter 2. In total, there were 4 biological replicates of control cells {indnced) and 4
biological replicates of tetracyclinaducedcells. Samples were collected @to time

points: day 1 and day 3 of cell culturéhese timepoints were chosenn order to
investigate metabolism changestiansfectedCHO cells under inducer exposuiay 1)

as well as during early and stable phase of the prpteiductionprocesgday 1, day 3)

(see Chapter 4or more details).

GC-MS derivatization was performed based on The Human Serum Metabolome project
(HUSERMET) standard practice described previoy§lynn et al. 2011, Begley et al.

2009 Halket et al. 2005) and a procedure used within the groétl. compounds were
purchased fronsigmadldrich, Gillingham, UK. The application of quality control (QC)
samples is proposed in order to assure that the experiment is valid and results are reliabls
A QC sample can be descr itabditds fransa gaven Gtodg,a n ¢
usually obtained by pooling all samples within the experiniBuoinn et al, 2012) The
employment of QC samples within entire experimentegular intervals can also improve
detection of variations during data acquisiteg abundance or retention tim&.further
quality measure in the experimental design is sample randomisation within the analysed
sequence of samples. This practice dases the bias occurring when preparing and testing
samples togethéBouhifd et al, 2015)

An internal standard solution 1 (IS1) containing 10 mg of succiniacid, malonicd,

acid, glycine-ds in 10 mL of water and IS2 (IS1 in water 0.7:9.3 v/v) were prepa#&0

pL of footprint samples and footprint quality control samples (QCs), 3ofrfingerprint
samples andingerprint QCsand 3 mLof PBS samples previously lyophilised wéhen
spikedwith 100 pL of IS2. A two-stage chemical derivatization was applied on the dried
samples, where 50 pyL of 20 mg/mD-methoxyamine hydrochloride in dry pyridine
solution was added. Samples were vortexed fos,1€pun at 17000 for 1 min in room
temperatureand heated at 68C for 40min. This was then followed by addition of 50 pL
NracetyiNtitrimethylsilyl] irifluoroacetamidéMSTFA), vortexing (10 s), spinning (17000

g, 1 minute at room temperature) and heatng5 °C for 40 min. A retention index
solution 1 (IR1) (30 mg docosane, nonadecane, 40 uL of decane, dodecane, pentadecane
10 mL hexane) and retention index solution 2 (IR2) (IR1 in dry pyridine 1:9 v/v) were
prepared and 20 pL of IR2 was added to each sample. Sawgrlesortexed folOs and

spun at 1700@ for 15min at room temperature. Around 90 uL of each sample was placed
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into GC vials GC vials were randomised and samples were taken for andlydistal
there were 72 samples analygédiological replicateg 2 control/induced cellg 2 time
pointsj 2 footprint/fingerprint + 24 QCs + 16 PBS samples)

Optimisation of sample preparatiomethodfor MALDI experiments was performed and it
has beendescribed inChapter 5. For MALDI-MS experiments, a 50 pL footprint,
fingerprint samplesas well asfootprint quality control and fingerprint quality control
samples were defrosted and used for experiments. Footprint samples were diluted 6 time
and 20 times in water, for posiévand negative ionisation mogesspectively. Diluted
footprint samples and defrostdglophilisedfingerprint samples were then mixed with 10
mg/mL of DHB in ACN/water 1:1 (v/v) with 0.1% TFA (M:A, 1:1) for positive ionisation
mode and in 5 mg/mL of 9AM 70% MeOH (M:A, 1:1) for negative ionisation mode and
spotted on a MALDI plate using mixed depositidn. total there were 360 samples
analysed in positive and negative ionisation modés biological replicatesj 2
control/induced cell$ 2 timepointsj 2 footprint/fingerprint; 10 technical replicates +
40 QCs)

6.3.Instrumentation

GC-MS analysis was performed usirgn Agilent 6890N gas chromatograph oven
(Wokingham, UK) coupled to a LECO Pegasus llI elecimmsationtimerofrilight mass
spectrometer (EI-To~MS) (LECO Corporation,St Joseph, USA) controlled using
ChromaTOF software ver. 2.3RIALDI -MS experiments were performed using MALDI
Synapt G2Si HDMS mass spectrometer (Waters Corporation/Micromass, Manchester,
UK). Detailed settings and experinteconditions for GEMS and MALDI analyses are
described irChapter 3.

6.4.Data analysis

Deconvolution of raw GEMS data was performed using LECO ChromaTof ver. 2.32
software package (LECO Corporation, St Joseph, U8 is described i€hapter 3.

The ddaa matrix was exported from GKIS software to Microsoft Excel ver. 2007 files
and wasweightcorrected according to biomass for each sanL.DI -MS spectra were
collected as .raw files, combined and converted to .txt files using MassLynx ver. 4.1
SCN941build 18 software (Waters Corpoi@t/Micromass, Manchester, UK).

All collected dataverethenprocessed and further analysed using MATLAB ver. R2012a
and MetaboAnalyst 3.0 O-Fli shs 6 of averaged MS spect
normalisation anan/z0.02 binning. MetaboAnalyst 3.0 analysis was conducted umsing

183



0.25 binning, KNN missing value estimation, SD data filtering, sum normalisatiah
Pareto scalingoutliers removedi-test analysisvas performed. Metabolite peaks were
chosen as significant with p value thresholdp<0.05. Metabolite identifications were
assigned through inspecting and matching against -4wouse constructed libraries (for
GC-MS data), NIST metabolome libraries ®he Himan Metabolome Database (HMDB)
(http://www.hmdb.ca/) A definte match implies the retention index and mass value meet
the authentic standard analysed on the same instrufeossiblehit means that the mass
value matches only to non -house library and cannot be confirmeth in-house
comparisonfor GC-MS). Metabolomics Standards Initiative (MSI) was used definite
match(level 1) andpossiblematch (level 2YSumneret al, 2007) For HMDB metabolite
identification a threshold of 5 ppm afass error was used. Principal component analysis
(PCA) and Partial least squadescriminant analysis (PLBA) were further performed.
PCA, PLSDA scores plots and Variable Importance on Projection (VIP) scores were
generated. Pathway analysis was cotelliosing MetaboAnalyst 3.0 software and was
based ort-test performancelhe PBS and QC samples werged for the pranalysis of

full sets of data and were appliéal the assessment data quality of the experiments and
acted as an internal reference witthe individual sample@Ounn 2008 Dunnet al. 2011,
Brown et al.2009 Kronthaleret al.2012 Sellick et al.2009 Sumneret al, 2007)
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6.5. Results and discussion

External(footprint) and internalfingerprint) metabolite profils investigation included the
analysis of MS spectrderived from growth medium samples and metabolite extracts
collectedfrom CHO cell culture and analyseding GGMS and MALDIMS techniques.

6.5.1. Footprint and fingerprint profile analysis upon 1 and 3 days ofhe inducer

exposure

At first glance, the MALDIMS spectra derived from control and esitluced samples
appear to have a very similar pattern within both external and internal metabolome in the
mass range ah/z20-1000 and for both MALDI+ and MALDIlion modes Figure 5 and

Figure 6).

o FOOTPRINT DAY 1 3 FOOTPRINT DAY 3

sE T T
MALDI+ MALDI+

CTRL i CTRL

IND IND
151 E 15
3
o L L L L L L L L L ! 1 1 ! 1 ! 1 1 !
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ag . . . . . . . . .
100 200 300 400 500 600 FOO 8O0 900 1000 24

L L L L L L L L L
100 200 300 400 500 GO0 700 8O0 900 1000

mz

Figure 5: Averaged MALDI-MS spectra in positive and negative ion modegrom
control (CTRL, blue) and cellinduced (IND, red) footprint samples according to

inducer exposure time;m/z20-1000, *matrix peaks.
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Figure 6: Averaged MALDI-MS spectra in positive and negative ion modegrom
control (CTRL, blue) and cell-induced (IND, red) fingerprint samples according to
inducer exposure time;m/z20-1000, *matrix peaks.

The spectra derived from footprint samples are rich in information and metabolites are
detected across the complete mass range screened, mainlyn2l800. Some parts of

the spectra have similar metabolites detected but with different abundance, for example the
mass region betweem/z 300500 for MALDI+ on day 1. Also, some of the spectral
regions remain the same for samples from both time points: dss range betwean/z
300400 andm/z500-600 for MALDI+ and the mass range betwearfz 200-300 andm/z
400-700 for MALDI-. On the other hand, other peak areas of the spectra are unique to eact
sample: the mass rangdz> 700 for MALDI+ and the mass rangpetweenm/z300-400

for MALDI -.

As with the footprint profile, fingerprint MS spectra are riglh information and
metabolites can be seen acrtss completenass range. Some spettragionshave little
information with low abundance of peaks accordimgjrne oftheinducer exposure: below

m/z200 for MALDI+ and belowm/z250 for MALDI-, where matrix peaks can mainly be
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observedThere are some parts of the spectraltyatyeremain the same for both control

and cellinduced samples and in both time msi betweemnm/z300-500 andm/z700-900

for MALDI+ and betweerm/z400-900 for MALDI-. Yet, there are some peaks that differ
betweerntheinducer exposure timem/z900 and above for MALDI+. Also, the abundance

of some peaks is visibly greater than othdise mass region ah/z700-900 is strongly
abundant in both fingerprint samples and in both time points for MALDI positive ion
mode. In MALDI negative ion mode, only some peaks are visibly inteesem/z281, ~
m/z448,~ m/z688,~ m/z745 and~ m/z886 for control and ceihduced samples and for

both times of inducer exposure. Additionally, matrix peakkin footprint and fingerprint

MS profiles were detected: [DHB+H,0]" atm/z137, [DHB+H] atm/z155, [2DHB+H

2H,0]" at 273 and [9AAH] atm/z193 Figure 6).

The analysis ofransfectedCHO external and internal metabolic profiles suggests that the
exposure of cell culture to the protein inducer triggers changes in the metabolome of these
cells. Footprint MALDIMS spectra illustrate the overatietabolic profiles of both control

and cellinduced medium samples, highlighting detection of metabolites released from
cells to medium across the whole analysed mass range, especially mfzo3@0 for
MALDI+ and belowm/z800 for MALDI-. These mass ragis with the highest abundance

are well known for the detection of nucleotides, lipids, amino acids, waste metabolites such
as lactate and othe(Sellick et al, 2011 Hollywood et al, 2015 Dorries & Lalk, 2013
Section, 2013)Similarly, fingerprint MALDFMS spectra show presence of different types

of metabolites in cell extract across the whole of the mass range tested. In contrast tc
footprint profiles, the fingerprint MS spectra are dominated by the peaks in the mass
regions of m/z 700900 for MALDI+, suggesting high appearance of lipids in the
membrane and internal membranedrahsfectedCHO cells(Ellis et al. 2013 Jaskollaet

al. 2014 Sonet al.2014)

On visual inspection of the data, only some changes in fingerprint profile ehdetded

when compare to control cells are seen and no significant differences between control anc
cel-induced samples within external metabolome are obserVeérefore, futher
multivariate data analysis was performed, order to expose the most statistically
significant variations of metabolites that ocaurthe external and internal metaboloime

the proteirinduced cells
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6.5.2.Multivariate data analysis

Metabolite peaks were chosen as significant through the applicatian-teist <0.05)
based analysis for both G@S and MALDIMS data. The number of metabolites that
were recognised as significantly differeint footprint and fingerprint profiles of del
induced samplesaried greatly between time dfie inducer exposure and also between

used MS techniques and polaritidsable 1).

Table 1: A number of statistically significant metabolites in CHO cells footprintand
fingerprint samples accordingo the inducer exposure time andhe technique used.

Number of metabolite featuresrecognised as significan{p<0.05
Technigue/Inducer exposure time Day 1 Day 3 Sample
GC-MS 2 3
MALDI + 54 658 footprint
MALDI - 611 272
GC-MS 15 11
MALDI + 799 1059 fingerprint
MALDI - 1253 1132

In GC-MS analysisof footprint profile thereareonly 2 (day 1) and 3 (day 3) significant
metabolites found that corresponds to approximatelyo 4and 6 % of all detected
metabolites from footprint samples, respectively. Unlikel@€ analysisthe MALDI -MS

study highlighs 54 (day 1) and 658 (day 3) for positive ion mode and 611 (day 1) and 272
(day 3) for negative ion mode statistically significant melitds from control and cell
induced samples that corresponds & and 31% for positive ion mode and 3@ and 13

% for negative ion mode of all deemed metabolites, respectively. The data alsthehow
increasing number of statisticalygnificant metablites delivered from footprint samples
with the longelinducer exposure time.

On the other hand, thHeC-MS analysisof fingerprint profiles results id5 (day 1) and 11
(day 3) significant metabolites found that account for%30and 22% of all detected
metabolites in fingrprint samples, respectively. A higher number of significant
metabolites is found with MALDMS technique application. 799 (day 1) and 1059 (day 3)
significant metabolites are seen in MALDI positive ion mode that correspond to 38 % and
51 % of the total number of detected compounds in fingerprint samples. In MALDI

negative ion mode, there are over 1000 statically significant metabolites observed in both
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days of inducer exposure that corresponds to 61 % (day 1) and 55 %) @fafl Jleected
metabolites from control and caflduced fingerprint samples.

Within this study, MALDIMS offered a rapid approach (~ 1 min/sample sgot)
identification of metabolite differences between control and tetracyeltheced cells,
while with GC-MS the time of the sample analysis increased (~ 30 min/sample) due to the
presence of the separation step. Due to the increased time of the sample analysis as well
the high volume of the sample used for-GIS technique (~ 200 pL/sample), it wast
practicalto evaluate a high number of sample replicates ithaeneficialfor betterdata
analysis.Unlike GC-MS, MALDI-MS as a fasacquisition technique allowed for the
profiling of a larger number of footprint and fingerprint samples. Nevertheless, both MS
methods showed great capabilifgr generan of informationrich metabolomics data
sets, in which metabolites from different classes were identified.

The following step of the data analysis incorporated the udeGC# and PLSDA to
identify the fundamentalelations between two groups of samples and to find any trends
within the data that could potentially be linkedthe inducer exposurand EPGFc fusion
protein production. PCA andLS-DA scoresplots were also used to visualise repeatability
between angkedsamples.

Two dimensional (2D) PCA scores plots generated fromM&E footprint analysis shown

in Figure 7 A account for 74.8 % (day 1 of inducer exposure) and 70.0 % (day 3 of
inducer exposure) of the total variance using first two components. The gREA
illustrate no separation between control and induced samples on day 1 yet, some separatic
between these samples on day 3 can be observed. In order to determlienelthef
variation between control and céliduced samples, PEBA method was applée 2D
PLS-DA plots generated for the set of data showRigure 7 B highlight good separation

of both control and celhduced samples however, the plots also show variance in sample
repeatability within these groups. PIDA plots generated for the data set using first two
components account for 58.6 % and 54.2 % of ¢ke variance according to the inducer
exposure time (day 1 and day 3), respectively.

Likewise, the analysis of the data set from -&8S fingerprint profile shows some
separation between control and gatluced fingerprint samples for both time pointsedst
shown in PCA scores plots irigure 8 A. The total variance between these samples
account for 76.9% (day 1) and 79.2 % (day 3) using first two principal components.
Improved separation between control and-mellced samples is observed in PR&

plots (Figure 8 B). The PLSDA plots also show some variance in repeatability in the
majority of fingerprint samples. The total explained variafaceingerprint profilebased
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on Component 1 and 2 for accounts for 75.6 % (day 1) and 72 % (day 3) of therinduce
exposurefigure 8 B).

The most significantvariables in the PL®A analysisi.e. the 15 most statistically
significant variables are presented on VIP scores diagrams showigure 7 C for
external metabolome arfelgure 8 C for internal metabolome fa&6C-MS data. For GE

MS analysis, VIP scores plots are constructed using metabolite IDs taken fradSGC
libraries as variables (Y axis, left) and the VIP scores corresponding to each metabolite ID
(X axis). VIP scores also show the abundance of particudabuolite 1D in footprint or
fingerprint samples (red for high abundance and green for low).

In footprint analysis, VIP scores from day 1 of inducer exposure illustrate 9 metabolites
more abundant in the control group and 6 metabolites more abundantcellimeluced

group. VIP scores from day 3 of inducer exposure reveal a different trend, where more
metabolites (11) become more abundant in induced cells. Additionally, 8 metabolites occur
on both days of the inducer exposure. Some of them remain incbigientrations over

both days of inducer exposure: metabolite IDs 68 and 42 in control footprint samples and
metabolite IDs 39, 93 and 28 in caiduced footprint samples, whereas some of them
change over time: the abundance of metabolite IDs 88 anmu ddnirol samples decreases
with time and increases in céfiduced samples. The abundance of metabolite IDs 52
decreases in celhduced samples over time and increases in control samples over time.
VIP scores of GEMS fingerprint data from day 1 shown kigure 8 C highlight that the
majority of significant metabolites (12 out of 15) are found to be rmbwmdant in control

cells. This observation changes on day 3 of inducer exposure, where 8 metabolites ar
more abundant in control samples and 7 metabolites with the higher intensity-in cell
induced samples are observed. Also, 7 metabolites are preseaty il and day 3
fingerprint samples and occur either in control samples oirailiced samples: metabolite

IDs 17, 14, 63, 18, 94, 9, and.77

Similar analysis was performed for MALEMS data acquired for footprint and fingerprint
samples ofCHO cells inboth positive (MALDI+) and negative (MALD) ionisation
modes.

Threedimensional (3D) PCA scores plots generated from MAMS3 footprint analysis
shown inFigure 9 A andFigure 10 Aillustrate almost no separation between control and
cell-induced samplesof both ionisation modes and account for; MALDI+: 53.2 % (day 1

of inducer exposure) and 57.6 % (day 3 of inducer exposkig)re 9 A); MALDI -: 74.6

% (day 1 of inducer exposure) 76.3 % (day 3 of inducer expostig)ré 10 A) of the

total variance usmfirst three components.
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Figure 7: Positive ion mode GCGMS metabolite footprint analysis: PCA scores plots

(A) accounting for 74.8 % and 70.0 % of the total variance from the data set and

PLS-DA plots (B) accounting for 58.6% and 54.2% of the total variance from the

data set on day 1 and day 3 of inducer exposure, respectively. VIBoses (see text for

details) from Component 1 (C) show the 15 most statistically significant variables
(metabolite IDs) in the PLSDA model. PCA and PLSDA plots illustrate the variance

between control footprint samples (CTRL, red) and celinduced footprint samples

(IND, green). Highlighted areas show 95% confidence regions of given samples.
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Figure 8: Positiveion mode GGMS metabolite fingerprint analysis: PCA scores plots
(A) accounting for 76.9 % and 79.2 %of the total variance from the data set andLfS-
DA plots (B) accounting for 75.6% and 72.0% of the total variance from the data set
on day 1 and day 3 of inducer exposure, respectively. VIP scores from Component 1
(C) show the 15 most statistically significant variables (metabolite IDs) in the PLBA
model. PCA and PLSDA plots illustrate the variance between control fingeprint
samples (CTRL, red) and ceHinduced footprint samples (IND, green). Highlighted
areas show 95% confidence regions of given samples.
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Figure 9: Positive ion mode MALDI-MS metabolite footprint analysis: PCA scores

plots (A) accounting for 53.2 % and 57.6 % of the total variance from the data set
and PLS-DA plots (B) accounting for 35.5 % and 43.9 % of the total variance from

the data set on day 1 and day 3 of inducer exposure, respectively. Véeores from

Component 1 (C) show the 15 most statistically significant variablesn(?) in the PLS

DA model. PCA and PLSDA plots illustrate the variance between control footprint

samples (CTRL, red) and ceHinduced footprint samples (IND, green). Highlidnted

areas show 95% confidence regions of given samples.
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Figure 10: Negativeion mode MALDI-MS metabolite footprint analysis: PCA scores
plots (A) accounting for 74.6 % and 76.3 % of the total variance from the data set
and PLS-DA plots (B) accounting for71.2 % and 71.8 % of the total variance from
the data set on day 1 and day 3 of inducer exposure, respectively. VIP scores from
Component 1 (C) show the 15 most statistically significant variablesn(2) in the PLS
DA model. PCA and PLSDA plots illustrate the variance between control footprint
samples (CTRL, red) and ceHinduced footprint samples (IND, green). Highlighted

areas show 95% confidence regions of given samples.
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Unlike PCA score®lot for footprint profile, 3DPCA plots generated from MALEWS
fingerprint analysid=igure 11 A andFigure 12 Ashow some level of separation between
control and induced samples (for positive ion made day 1 samples for negative ion
mode)and accountor; MALDI+: 53.0 % (day 1 of inducer exposure) and 57.5 % (day 3
of inducer exposure)~gure 11 A); MALDI-: 81.5 % (day 1 of inducer exposure) and
73.4 % (day 3 of inducer exposurdjigure 12 A) of the total variance using three first
components.

Generged for MALDI-MS footprint and fingerprint data sets 3TLS-DA plots illustrate
some level of separation between control andindliced samples{gure 9-12, B). In
externalmetabolome, PL®A plots suggest little separation between control and cell
induced footprint profilese. 7.1 % (Component 1) on day 1 and 16.6 % (Component 1) on
day 3 for MALDI+ in Figure 9 B. PLSDA plots in MALDI negative ion mode however,
show higher level of separation between control andimeliced footprint profiles.e.

24.6 % (Component 1) on day 1 and 62.3 % (Component 1) on day 3 of explained variance
(Figure 10 B). PLSDA plots account for; MALDI+: 35.5 % (day 1) and 43.9 % (day 3)
and, MALDI-: 71.2 % (day 1) and 71.8 % (day 3) of total explained variance with respect
to time of the inducer exposure using first three components.

PLSDA plots for internal metabolome data suggest that there is a limited separation
between control and celiduced samples for day 1 and day 3 of the inducer exposure in
MALDI+, accounting for19.6 % (Component 1) and 20 % (Component 1), respectively
(Figure 11 B). A total explained variance from three components between these two
groups and on both time points is also shown and correspondsSt 48d 49.9% for day

1 and day 3, respectivelyhe data analysis of fingerprint profiles in MALD$hown in
Figure 12 B illustrates that the variance between control and-icdliced fingerprint
profiles accounts for 43.3 % (day 1) and 32 % (day 3) according to Component 1-of PLS
DA model, suggestingood separation of these twiigure 12 Balso shows total variance
between fingerprint control and céfiduced samples based on Component 1 and 2 that
correspond to 76.7 % and 66.0% for day 1 and day 3, respectively.

PCA and PLSDA plots also show a l&) of repeatability of samples, which seems to be
slightly better for fingerprint measuremeniBgure 11-12, A) when compared to footprint
measurements-{gure 9-10, A), where suksets are visible outliers.
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Figure 11: Positive ion mode MALDI-MS metabolitefingerprint analysis: PCA scores

plots (A) accounting for 53.0 % and 57.5 % of the total variance from the data set

and PLS-DA plots (B) accounting for 48.8 % and 49.9 % of the total variance from

the data set on dayl and day 3 of inducer exposure, respectively. VIP scores from

Component 1 (C) show the 15 most statistically significant variablesn(?) in the PLS

DA model. PCA and PLSDA plots illustrate the variance between control fingerprint

samples (CTRL, red) andcell-induced footprint samples (IND, green). Highlighted

areas show 95% confidence regions of given samples.
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Figure 12: Negative ion mode MALDI-MS metabolite fingerprint analysis: PCA
scores plots (A) accounting for 81.5 % and 73.4 % of the total variaecfrom the data
set and PLSDA plots (B) accounting for 76.7 % and 66.0 % of the total variance
from the data set on day 1 and day 3 of inducer exposure, respectively. VIP scores
from Component 1 (C) show the 15 most statistically significant variablesn(/z) in the
PLS-DA model. PCA and PLSDA plots illustrate the variance between control
fingerprint samples (CTRL, red) and celtinduced footprint samples (IND, green).

Highlighted areas show 95% confidence regions of given samples
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VIP scores for MALDIMS data from footprint and fingerprint samples from Component 1
shown inFigure 9-10 and 1112 ,Crepresent the 15 most statistically significant variables
delivered from control and celhduced samples in the PiFA analysis of MALDI+ and
MALDI - data, respeively. Here, VIP scores are constructed usimgvalues taken from

mass spectra of tested samples as variables (Y axis, left) and the VIP scores correspondir
to eachm/zvalue (X axis).

For MALDI-MS external metabolome data, VIP scores from daytheoinducer exposure

of MALDI+ analysis presents 7 out of 15 statistically significant metabolites that are more
abundant in control medium samples and another 8 metabolites that are more abundant i
cell-induced samples. VIP scores from day 3 of inducgyosure shows another 12
metabolites that are more abundant in control samples and only 3 that are present in cell
induced samples in higher concentratiorggiire 9 C). VIP scores from Component 1
from MALDI - analysis illustrate that the majority of sditally significant metabolites are
abundant more in celhduced footprint samples for both days of inducer expostigeite

10 O).

Generated VIP scores for internal metabolome data from Component 1 shé&igure

11 Cpresent the 15 most significant takolites found in fingerprint profile in MALDI+.

The majority of these metabolites can be observed in high intensities {imdeied
samples: 11 metabolites on day 1 and 8 metabolites on day 3. Similarly, for MALDI
fingerprint analysis, there are 7 rabblites (day 1) and 8 metabolites (day 3) that are
abundant more in celhduced samplesF{gure 12 C). Additionally, in MALDI-
fingerprint profiling, there are 2 possible metabolites that seem to be changing according to
exposure time of the inducer: tabundance ain/z699.501 ion from high in induced cells

on day 1 decreases with time and shows low intensity on day 3 in these cells,
simultaneously with high abundance in control cells on day 3. The high intensity of
another metabolite an/z384.0 foundn control cells on day 1 seems to be decreasing with
time and increasing in cellhduced samples at the same time.
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6.5.3. Footprint and fingerprint metabolite identification

The followingstep ofthe data analysisequiresthe metabolites of interest be identified.

The metabolite assignments were completed through investigation against libraries, as
outlined inthedata analysis section tfis chapter$ection6.4). A total of 23 metabolites
within the footprint profile and 31 metabolites within the fingerprint profile have been
identified and are shown ifable 2, 3 and Table 4, 5. The metabolite identification is
made according to a method used to access thebatietgrofiles and is based on
metabolite IDs andm/z values previously used within thetest significance test. The
metabolite hits with HMBD and abundance in control and-ic€eliced samples with
respect to the inducer exposure time for all metaboétesprovided. Additionally, the
tables Tables 2-5) define the location of each metabolite within metabolome: footprint
(external) or fingerprint (internal).

The number of metabolite assignments is higher for the MAWUBItechnique for both
metabolome praks, when compared to GKIS hits: 13 and 19 for MALDMS footprint

and fingerprint, respectively and 10 and 12 for -M6 footprint and fingerprint,
respectively. One of the possible reasons for this might be a different mass range studiet
using both techiques: samples were analysed within mass range-609Da using GE

MS and within 261000 Da using MALDI. Additionally, both instruments use different
ionisation methodse. MALDI and electron ionisation (El) for G®IS. Due to MALDI is
considered as a #oionisation technique, it causes very little or no fragmentation
(Hoffmann and Stroobant, 20QAvhereas El, being a hard ionisation method, generates
high fragmentation of the analyte, resulting in more complex spectra however, it gives a
possbility to metabolite identification by fragments genera{Bdss 2006Halket et al.

2005 Begley et al. 2009 Moreover, the aagracy and sensitivity of both techniques vary,
which can also be correlated to the generated data by these two platforms.

The majority of metabolite assignments are accessed for MALDI positive ionisation mode
within footprint and fingerprint data. The gteapart of more abundant metabolites from
external metabolome is found in celduced samples (16 out of 23). In contrast to the
external metabolome, the majority of metabolites from the internal metabolome with
higher abundance is found in control saesp{18 out of 31). A similar trend is seen when
the time of inducer exposure is considered. The majority of high abundant metabolites are
found on day 1 of inducer exposure in external metabolome and on day 3 in internal
metabolome. In addition, two metdites within the external metabolom&able 2, 3) and

six metabolites within internal metabolomkEable 4, 5) are identified on both days of the
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inducer exposure. The percentage of the 15 top statistically significant metabolites (for
each technigue and @da MALDI ion mode) that are successfully identified accounts for
~51 % of the external metabolome and ~69 % of the internal metabolome. Metabolite
identification accounts for 67 % of external and 80 % of internal metabolome f01&C
technique and 43 % afxternal and 63 % of internal metabolome using MAIMDS
technique The assignment includes a variety of compounds including amino acids, lipids,
carbohydrates, nucleotides and their analogues.

Summarising, the investigation of the inducer treated CHO oelisat 667 metabolite
features after 1 day and 933 metabolite features after 3 dalysioflucer exposure from

the external metabolome (footprinfjable 1), of which 26are exclusivelyassigned15

after day 1 and 11 after day 3 of inducer exposufaple 2 and 3). For the internal
metabolome (fingerprint), 2067 metabolite features after day 1 and 2202 metabolite
features after 3 days dfie inducer exposure wergetected(Table 1), of which 37are
uniquely identified (22 after day 1 and 15 after day 3 of inducer expoStable(4 and

5). Accordingly, more significant metabolitese detected after 3 days of the inducer
exposure in both external and internal metabolome, suggesting that the edibliset
changesnore considerably with longer exposure to the indu€are toa huge number of
metabolites thatre detected in both metabolic profiles of the proteiduced cells, it
would be unrealistic to interpretachsingle metabolite feature. Théoee, only a part of
metabolitesare taken into consideration for determination of changes in metabolites in
these cellsi.e. 90 of the most significant metabolites from external and internal
metabolome each (shown on VIP scorgsx 15 VIP scores for MALD, 2 x 15 VIP
scores for MALDJ, 2 x 15 VIP scores for GBISH).

In addition, according tthe number of statistically significant metabolites recognised for
footprint and fingerprinprofiles, there are 2.6 times more assigned metabolites for internal
metabolome, when compared to external metabolome. Consequently, there are 3 time
more and 2.3 times more statistically significant metabolites recognised in fingerprint
profiles, afterday 1 and day 3 of the inducer exposure respectively. This suggests that
while there is a great effect of the inducer and the protein production on cellular
metabolism, only some part of detectable signal is secreted outside cells into the cell

medium.
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Table 2: Metabolite features of external metabolome of CHO cellsunder inducer exposureanalysed with GGMS technique The table
summarises themetabolite IDs, hit and match with GC-MS library and MSI level*, HMDB ID, type of sanple, inducer exposure time and

abundance high (T) or low (l) in control (CTRL) and celtinduced (IND) extracts Sorted by inducer exposure time.

: : Library m atch, . Abundance
Metabolite ID | Hit HMDB ID Sample | Inducer exposure time
(MSI level)* CTRL |IND
68 D-Glucose PossiblglLevel 2) | HMDB00122 | Footprint | Day 1, day 3 ¢ l
. Day 1 T l
88 Heneicosane PossibleLevel 2) | HMDB61782 | Footprint ‘
Day 3 | )
18 Glycine_1348 3TMS Definite (Level 1) | HMDB00123 | Footprint | Day 1 | 4
. Day 1 T l
15 Propanedioic acid Possible(Level 2) | HMDB00691 | Footprint
Day 3 ! 4
39 Pyroglutamic acid_1724 2TMg Definite (Level 1) | HMDB00267 | Footprint | Day 1, day 3 | 4
21 Phosphate_1372_4TMS Definite (Level 1) | HMDB01429 | Footprint | Day 1 | t
12 Ethanedioic acid PossibleLevel 2) | HMDB02329 | Footprint | Day 1 t |
17 2-Butanone PossiblgLevel 2) | HMDB00474 | Footprint | Day 3 t l
10 Pyruvic acid_1175_1TMS Definite (Level 1) | HMDB00243 | Footprint | Day 3 | 0
14 Glycerol Possiblg(Level 2) | HMDB00131 | Footprint | Day 3 l $

*MSI-Metabolomics Standards Initiative based on library match
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Table 3: Metabolite features of external metabolome of CHO cellsunder inducer exposureanalysed with MALDI-MS technique The table

summarisesexperimental m/z, metabolite hit with HMDB database mass error, type of sample,inducer exposure time MALDI -MS ionisation

mode andabundance hight) or Iowl) in control (CTRL) and ceHinduced (IND) samples Sorted by inducer exposure time and ion mode.

Experimental . Error Inducer lon Abundance
m/z it [ppm] AMIDB D Sample exposure time | mode | CTRL |IND
453.125 3-trans,5cis-OctadienoyiCoA 0.2 HMDBO02185 | Footprint | Day 1 Pos | 1
437.376 1,26:Hexacosanediol 1.1 HMDB36581 | Footprint | Day 1 Pos l T
390.876 DG(22:0/24:1(152)/0:0) 1.0 HMDBO07616 | Footprint | Day 1 Pos 4 |
384.127 ﬁg’i’d(i:r?éboxy?"(memy'ammo”io)pmpy”“' 2.0 HMDB11654 | Footprint | Day 1 Neg | 0
326.247 Eicosapentaenoyl Ethanolamide 4.3 HMDB13649 | Footprint | Day 1 Neg l T
409.127 8-Epidiosbulbin E acetate 0.3 HMDB35110 | Footprint | Day 1 Neg l T
447.25 (4-Hydroxybenzoyl)choline 0.1 HMDB29559 | Footprint | Day 1 Neg l T
375.127 Phaseolic acid 0.6 HMDB31897 | Footprint | Day 1 Neg l T
549.748 Ganglioside GM1 (18:1/22:0) 3.7 HMDB04858 | Footprint | Day 3 Pos l T
359.620 CDP-DG(16:0/22:3(10Z,13Z,162)) 0.2 HMDB06975 | Footprint | Day 3 Pos t !
555.501 DG(15:0/16:0/0:0) 4.9 HMDBO07069 | Footprint | Day 3 Pos T l
o | greotE R 20 (IO oo oy |7 |t | |
249.004 2-Amino-5-phenylpyridine 2.9 HMDB29747 | Footprint | Day 3 Neg l T

Mass error <5 ppmbG-diglyceride;CDP-DG-cytidine diphosphate diacylglycerol
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Table 4: Metabolite features of internal metabolome of CHO cellsunder inducer exposureanalysed with GGMS technique The table
summarises themetabolite I1Ds, hit and match with GC-MS library and MSI level*, HMDB ID, type of sample, inducer exposure time and

abundance high (T) or low (l) in control (CTRL) and celtinduced (IND) extracts Sorted by inducer exposure time.

Metabolite | Library m atch, | HMDB ID Inducer exposure | Abundance
ID it (MSI level)* Sample time CTRL | IND
3 Lactic acid Possiblg(Level 2) | HMDB03328 | Fingerprint| Day 1, day 3 l T
17 Glycine Definite (Level 1) | HMDBO00123| Fingerprint| Day 1, day 3 T l
14 Propanedioic acid PossiblgLevel 2) | HMDBO00691 | Fingerprint| Day 1, day 3 T l
43 Aspartic acid_1581_2TMS Definite (Level 1) | HMDB06483 | Fingerprint| Day 1 T l
47 Glutamine PossiblgLevel 2) | HMDB03423| Fingerprint| Day 1 T l
63 Galactose 1854 5TMS Definite (Level 1) | HMDB00143| Fingerprint| Day 1, day 3 l T
99 Cholesterol Possiblg(Level 2) | HMDBO00067 | Fingerprint| Day 1 T l
75 Hexadecanoic acid_2101_1TMS Definite (Level 1) | HMDB00220 | Fingerprint| Day 1 T l
08 i—l\ﬁ\g)enylic acid(adenosine monophosphate, | possiblgLevel 2) | HMDBO0045 | Fingerprint| Day 1 l T
77 Heneicosane PossiblgLevel 2) | HMDB61782| Fingerprint| Day 1, day 3 T l
82 Octadecanoic acid_2292_1TMS Definite (Level 1) | HMDB00827| Fingerprint| Day 1 4 |
50 Pyroglutamicacid_1731_3TMS Definite (Level 1) | HMDB00267 | Fingerprint| Day 3 t |

*MSI-Metabolomics Standards Initiative based on library match
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Table 5: Metabolite features of internal metabolome of CHO cellsunder inducer exposureanalysed with MALDI-MS technique The table

summarisesexperimental m/z, metabolite hit with HMDB database, mass error, type of sample,inducer exposure time MALDI -MS ionisation

mode andabundance high () or low (3 in controb (CTRL) and celinduced (IND) samplesSorted by inducer eyosure time and ion mode.

. Inducer Abundance

Experimental | Error lon
Hit HMDB ID Sample exposure

m/z [ppm] : mode | CTRL | IND

time

371.253 6-Hydroxypentadecanedioic acid 2.8 HMDB31885 | Fingerprint | Day 1 Pos l T

372.128 Methyl (Z2)-2-decene4,6,8triynoate 0.1 HMDB33765 | Fingerprint | Day 1 Pos l T

665.125 Nicotinamide adenine dinucleotig’AD") 1.2 HMDBO00902 | Fingerprint | Day 1 Pos l T
TG(24:1(152)/24:1(152)/18:2(9Z,127)) HMDB52142 | _. .

542.005 TG(24:1(152)/20:2n6/24:1(152)) 20 I 1iMDBs2189 | Fingerprint | Day 1 Pos byt
CL(18:1(11Z)/18:2(9Z,127)/18:2(9Z,12Z)/18:1(11Z)) HMDB58120 | _. .

760.499 CL(18:1(92)/18:0/20:4(52,82,112,147)/18:1(9Z)) | *® | HMDB5836g | FiNgerprint| Day 1 Pos Vot

787.255 Farnesyl pyrophosphate 4.7 HMDBO00961 | Fingerprint | Day 1 Pos l T

346.004 Urothion 2.9 HMDBO02377 | Fingerprint | Day 1 Neg T l
Adenosine 3',5diphosphate HMDBO00061

448.001 ADP 4.6 HMDBO01341 | Fingerprint | Day 1 Neg T l
dGDP HMDBO00960
LeucykLeucine HMDB28933 | . : Ne

281.127 Leucytlsoleucine 1.1 HMDB28932 Fingerprint | Day 1 J l T
PGP(18:0/20:3(5Z,8Z,112)) HMDB13510 | _. . Ne

861.503 PGP(18:0/20:3(82,117,147)) 1.9 | ympB13s11 | Fingerprint| Day 1 91 ]|t
PA(18:1(92)/18:1(112)) HMDBO07864 | . | Day1, Ne

699.501 PA(18:0/18:2(9Z,127)) 42 | ympBo7sel | TMICPINt| pay 3 o | |t
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739.50 3-Hexadecanoyloleanolic acid 1.6 HMDB36967 | Fingerprint | Day 3 Pos T l
e e o | DB pigerpin [ Days  |Pos | 1| |
mses | Susiliniso 6| MBI cigeroin pays|Pos || | f
s | PEetLAS202IZ 1) o1 | 1MOBOSTS ngerrn [oays P | 1 | |
roass | edtienaeied 1o | MOBLSH | Fngep oays |Poo | 1| |
sz | e e i 05 | Imoeaaots | Figerpunt Days |Nes | ||
oorez | SSCHO0Os 17| 1MOBSO e oays |Nes | 1| |
745.624 CE(22:0) 4.1 HMDBO06727 | Fingerprint | Day 3 Neg t |

Mass error <5 ppm; T€igliceryde; Cl-cardiolipin; PGPphosphatidylglycerolphosphate;

phosphatidylglycerol; Pfphosphatidylethanoalamine; Ddiglyceride; CEcholesterol ester.
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6.5.4.Pathway analysis

The final part of the metabolite analysis process is to attempt to understand and interpre
the function of metabolite features assigned within this study and how they can be linked
to changes in cethetabolism under the inducer exposure and-EE@roduction.

As previously mentioned, the expression of EROprotein is low on day 1 of cell culture

and increases remarkably with the growth of cell cultutdapter 4, Figure 5.
Consequently, thdifferent external and internal metabolic changes in tetracyrisheced

cells according to their incubation time with the inducer, can be a result of a different
efficiency of EPQGFc protein production. Despite the different external and internal
metaboic profiles of cells on both incubation times, the EP©protein production is
already noticeable after 24 hours of the inducer exposure. Therefore, the metabolic
pathway analysis is performed as a summary of both incubation timesaf 1 and day

3), focusing on changes in the protgiroducing cellsvs. control cells. Additionally, the

low number of significant metabolites identified on day 1 and day 3 of cell culture when
considered separately is not enough to perform the metabolic pathway arnaygjiés

no hits.

Pathway analysis is applied using statistically significant metabolike®.45) that are
identified within the external and internal metabolomes. The pathway analysis is used to
investigate cell response and changes in cell metabofisier the exposure of the inducer.
Table 6 shows the metabolic pathways and metabolites dhainfluenced the most in
induced cells according to the impact value calculédedach pathwaynd considering

both external and internal metabolome. Out of5dlimetabolite identified, thereare 15
metabolites found to be significant in 16 metabolic pathways of mammalian cells.
Consequently, because only 54 metabolites are assigned and only 15 out of thes
metabolites are correlated to specific metabolic payswthe analysis of the data become
limited.

Figure 13 illustrates a reconstructed biochemical map, summarising correlations between
metabolic pathways influenced by the inducer exposure andReR@oduction in CHO

cells. This summary is based on botheemal and internal metabolome data from both
ti me points. For i nstance, puri ne met a
diphosphate, adenosine diphosphate (ADP), deoxyguanosine diphosphate (dGDP) an
adenosine monophosphate (AMP) and not all thernmadrates existingn this pathway, as
these were not found in the samples. At the same time, changing levels of metabolites
within purine metabolism can influence glycine, serine and threonine metabolism as these

pathways are correlated to each other.
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Table 6: A summary of metabolic pathways and influenced metabolites in cells under

the inducer exposure. Data based on PLBA footprint and fingerprint profile

analysis for both time points; data sorted by impact value*.

Metabolite Pathway Sample Impact*
Glycerol, glucose, | . actose metabolism Fingerprint | 939407
galactose
Glycerol Glycerolipid metabolism Footprint 0.30018
PA Glycerophospholipid metabolism Fingerprint | 928920
. . . Footprint,
Glycine, pyruvic acid Glycme,_serlne and threonine . , 0.26884
metabolism Fingerprint
NAD* Nicotinate and nicotinamide Fingerprint | 920833
metabolism
Pyruvic acid Pyruvate metabolism Footprint 0.18375
dGDP, ADP, AMP, . :
adenosi-ne |Purine metabolism Fingerprint | 0.10086
diphosphate
Pyruvic acid Glycolysis orGluconeogenesis Footprint
Pyruvic acid Citrate cycle (TCA cycle) Footprint
Footprint,
Cholesterol, Glycine | Primary bile acid biosynthesis . ,
Fingerprint
Cholesterol, famesyl Steroid biosynthesis Fingerprint
pyrophosphate
PA Glycosylphosphatidylinositol(GP) Fingerprint <0.1
anchor biosynthesis
Glucose Starch and sucrose metabolism Footprint
Pyruvic acid Cysteine and methionine metabolism| Footprint
Glycine, Glutathione metabolism Footprint
pyroglutamic acid
Cholesterol Steroid hormone biosynthesis Fingerprint

*Impact valuei a cumulative percentage from the matched metabolites
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Constructed metabolite pathways to illustrate the effect of the inducer on CHO cells.

l Pyroglutamic acid T Pyroglutamic acid Glycosylphosphatidylinesitol (GPI) - anchor
N biosynthesis
T Pyruvic acid l Gly TGly ’ T PA

Cysteine and methionine metabolism ¢—ou--—ou Glutathione metabolism

T Pyruvic acid T PA
Glycerophospholipid metabolism
T Glyeerol
T Pyruvic acid T Galactose
l Gly TGIY T Pyruvic acid| T Glyeerol
Glycine, serine and threonine ¢«—mno—o «———— 3 Glycerolipid metabolism
metabolism l Cholesterol
Steroid biosynthesis T Farnesyl pyrophosphate
; 5
Primary bile acid biosynthesis Steroid hormone biosynthesis
T Pyruvic acid l Cholesterol l Cholesterol
l Gly TGly
Purine
metabolism
l Adenosine 3',5'-
diphosphats
‘prosphate Lipid metabolism
l ADP T NAD™ Amino acid metabolism
S . . Nucleotide metabolism
4 Nicotinate and nicotinamide Glvean biosvnthesis and metabolism
GDP tabolsi : A
l metabolsim Metabolism of cofactors and vitamins
T AMP

Figure 13: Reconstructed biochemical map summarising correlations between
metabolic pathways influenced by the protein production intransfected CHO cells.
The summary includes external and internal metabolome data from both time points
of cell culture. Metabolic pathways are divided into 6 main metabolism paths (colour
coded). Metabolites influenced byhe protein production processare highlighted with
visualised abundance: high T() and low p.T wo arrows with the same metabolite
indicate changing abundance depending on the type of metabolome (external or

internal). Metabolites placed in boxes are found in external (footprint) metabolom.

Accordingto theKEGG pathway databaghkttp://www.genome.jp/kegg/pathway.html)e
metabolite pathwayarefound to be affected hiye protein production arate divided into

6 main groups (colouwcoded), correlated to general metabolic pathways. Metabolites
identified usingt-testthat arefound to be influenced bthe inducer exposure are also
highlighted. Arrows visualise the abundance (high or low) of eaetabolitein induced

cells. Also, two arrowsnext to the same metabolite indicate changing abundance
depending on the type of metabolome (external or internal). Metabolites placed in boxes
arefound in external (footprint) metabolomle. order to highlighthe origin of influenced

208



metabolites by EP®c proteinproduction, a diagram illustrating the identified compounds
and their metabolic roes with a division to external and internal metabolomelso
shown Figure 14). The summaryincludes data from b time points ofthe cell culture
andthetop metabolic pathways thateinfluenced bytheinducer exposure arttie protein
production (impact value >0.dccording toTable 6). Metabolites influenced bgrotein
production are also highlighted with visisgld abundance (high or low). The number of
metabolites recognised as significant for the metabolic pathways is somewhat

disappointing and might show a limiting factor in the investigation of the results.

Lipid metabolism Amino acid metabolism Nucleotide metabolism Metabolism of
cofactors and
vitamins
l T Gly + Pyruvicacid
t T Glycerol tcly
T T Pyroglutamic acid
EXTERNAL METABOLOME

INTERNAL METABOLOME

t | Gty | Gty | Adenosine 3.5-diphosphate | NAD*
| Cholesterol | Pyroglutamic acid | ADP
|, Famesyl pyrophosphate  dcDP
T PA T AMP

Figure 14: Diagram of identified metabolites and their metabolic pathways (colour
coded) with a division to external and internal metabolome. The diagranncludes
data from both time points of cell culture and metabolic pathways with impact value
>0.1.Metabolites influenced by the protein production are highlighted with visualised
abundance: high Q) and low b. Two arrowswith the same metabolite indicate

changing abundance depending othe type of maabolome (external or internal).

It is evidently seen from the resultsalissed that the inducer influences on metabolome of
cells during the production of EREC. Therefore, it is possible to cougleriori literature
based information with the present outcome to establish an understanding of the changes i

metabolism of CHQ@ells producing EP&-c fusion protein.

209



The most influenced by the inducer exposure and the protein production metabolic
pathways (impact value >0.1 accordinglable 6) are galactose metabolism, glycerolipid
metabolism, glycerophospholipid metabolismyocghe, serine and threonine metabolism,
nicotinate and nicotinamide metabolism, pyruvate metabolism and purine metabolism.
They belong to different, main metabolism grauparbohydrate metabolism (galactose
and pyruvate metabolism), lipid metabolism (@saipid and glycerophospholipid
metabolism), amino acid metabolism (glycine, serine and threonine metabolism),
metabolism of cofactors and vitamins (nicotinate and nicotinamide metabolism) and
nucleotidemetabolism (purine metabolism).

The objective of mebolomic investigations therefore, is to analyse as many as possible of
the metabolites present in a given sample and correlate their activity with metabolic
pathways and specific physiological stébeinn, Bailey and Johnson, 20G&)ch as EPO

Fc protein production.
6.5.4.1. Mitochondrial response

Mitochondria are important cell compartments that are responsible for cellular
differentiation, cell cycle control as well as cell growth maintenance. A dominant role of
these organelles however, is to produce energy in a form of adenosine triphospigte (AT
through a number of reactions including a variety of compounds such as glucose anc
pyruvic acid (Klyszejko-Stefarowicz, 2002) Increasedlevels of pyruvic acid and
decreased levels of glucose are found in external metabolome of cells producittec EPO
protein. A formation of pyruvic acid (pyruvate) occurs from glucose molecules through
glycolysis proces¢Klyszejko-Stefanowicz, 2002hence, the lower abundance of glucose

in induced cells may be correlated to enhanced glycolysis route.

Glycolysis is one of the main biochemical reactions existing in cells, taking place before
another important cycle of reactions. citrate cycle, als&known as tricarboxylic acid
(TCA) cycle ongoing in mitochondriaBoth pathways are closely related: during
glycolysis, glucose is enzymatically converted into pyruvate by pyruvate kinase, which
also transfers a phosphate group to ADP, resulting in eriergyation in a form of ATP.

The process of glycolysis also requires high levels of NABed for a formation of
nicotinamide adenine dinucleotide reduced form (NADH). Then, once pyruvate is created,
it is further transformed to acet@loA and is introducedo the TCA cycle. TCA cycle
involves multiple reactions, where the energy stored in form of carbohydrates, lipids and
proteins is converted to chemical energy in a form of adenosine triphosphate (ATP),

precursors of some amino acids and NAPtgure 3) (Klyszejko-Stefanowicz, 2002)
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In the internal metabolome oinduced cells, higher abundance of NADand lower
aburdance ofsome nucleotides.e. a d e n 0 s i hdghospliate Ssdbserved, when
compared to control cellsThis may confirm enhanced cell activity and simultaneous
maintenance of intercellular balance between metabolites, where some TCA cycle
intermediates are formed in order to be precursors for the others.

Another possibility for pyruvate to be processelis ent er the route o
gl ycol ysi so. Reactions during anaerobic
oxygen and are ongoing in bacteria. However, anaerobic glycolysis is also possible in
mammalian cells under hypoxic condits. In these conditions (hypoxia), pyruvate is
converted to lactic acid (lactate) with a release of NABrived from NADH(Gerriets &
Rathmell 2012Pearce & Pearce 201Bonnelly & Finlay 2015Wanget al. 1976 Laneet

al. 2009) In this study, increased levels of lactic acid are detected in internal metabolome
of cells producing EP&c thatwould suggest that cells might undergo a process of
anaerobic glycolysis. Similar interpretation of the data was madenbinodyproducing

CHO cell system, where the hypothesis established that higher lactate concentratiens in
internal metabolome cadilbe a result of an adaptation to lack of TCA cycle intermediates.
As a consequence, glucose is redirected to alternative metabolic pa(i8edyk et al,

2011) Enhanced rates anaerobic glycolysigind therefore greater levels of lactic acid
can also be caused by thetivation of B lymphocytethat was described previously and
was correlated to increased expression of the glucose transporters on the cell surface
(Donnelly and Finlay, 2015)

One moreassumption with regard to high pyruvaas well asglycerol levels inthe
external metabolome ofells producing EP@c protein can be made based on the
correlation between cell growth phase and concentrations of glycolysis and TCA cycle
metabolites. It \as shown that the shift from exponential to stationary growth phase and
full stationary growth phase in CHQCells weremarkedwith exhaustion of pyruvate,
glutamate and glycerol metabolites. Also, during both exponential and stationary phases
lactate prodction inside cells was also detec{&ellick et al.2011 Tashweret al.2012)
Therefore, enhanced levels of pyruvate and glycerol imply that CEKls stay in
exponential phasier at least three days of cell cultuestively producing EP&-c.

During anaerobic glycolysjghe ratio ofNAD*/NADH alters, wheramolecules of NAD

are regeneratedqWang et al. 1976 Lane et al. 2009) In this study, enhanced levels of
NAD™ are present in internanetabolome of inducedransfectedCHO cells, which
supports the hypothesis that cells might undergo a shift to anaerobic glycolysis. Not only
can anaerobic glycolysis be caused by the cells adaptation to lack of TCA cycle
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intermediatesbut also it can be a result of maintaining a regeneration of Nakng part

in the intracellular reducticoxidation balance between NADH/NAD(Sellick et al,

2011) The balance betwedADH andNAD™ is an importanfactor for cell function and

plays an important role in many biological processes such as antioxydation and oxidative
stress, calcium homeostasis, agingarcinogenesisor energy metabolism and
mitochondrial functiongYing, 2008) Therefore, the relationship betweBIMADH/NAD*

has been largely investigated for bactersawell ascancer cell{Koebmannet al. 2008

Briehl et al.2014 Matthewset al.2012 Choet al.2014 Hugenholtzet al.2000)

In cells prodeing EPQFc protein, decreased levels of glucose in medium caaldoe
correlated to the increased metabolic activity of these cells, resulting in greater
consumption of glucose presenttire cell medium.The TCA cycle is weakly active when

cells are in gponential growth phase with glucose present in growth medium. It is when
cells become activated to be more effective, glucose from medium starts to be consume
greatly (Liebekeet al. 2011, Wanget al. 1976) Therefore, due to enhanced TCA cycle
activity, the decreased concentrations of glucose in medium of induced cells can be seer
Similar trend of increased uptake of glucose in metabolically active cels lhaen
shown multiple times in pwous studiesof CHO cells producing monoclonal antibody
(Correaet al. 2019 as well as lymphocytes undergoing differentiation into different cell
types Donnelly & Finlay2015.

An increased abundance of galactose in cells producingfER&also observedBecause
galactose can be converted into gluc@enehaget al, 2002)that may therefore suggest,

the production of thisnonosiccharide is enhanced in order to supply a cell with increased
need for glucose. On the other hand, high galactose concentrations may be a result c
ongoing postranslational modifications of EREc i.e. glycosylation (see Chapter 1).
Glycosylation is arextremely important for protein structural integrity and its therapeutic
efficacy process. This mechanism, in which a carbohydrate is attached to a target moleculs
i.e. lipid or protein(Jefferis 200% has been widely investigated by researchéfackeret

al. 2011 Grameret al.2011 Ye et al.2011, Dentet al.2016) Glycosylation has also been
examined with regard to cell culture pH in CHO cells producing monoclonal antibody. It
was shown that a pH dowrithin the stationary phase of cell growth caused significant
changes of galactose content in glycosylation profiles of produced ant{laslet al,

2016)

212



6.5.4.2.Nucleotide response

As seen irFigure 13, changes within nucleotide metabolism in tetracyelimiced cells

are also observed he decr eased abun d aiphosphate, fADPaatice n o
dGDP within cells producing ERBc is observed and can be correlated to the higher
activity of thesecells A d e n o sdipmosphaBe Gst @ucleotide closely related to ADP
(has phosphatg r o u p a bn instéad pymEhosphioric aciKlyszejko-Stefanowicz,

2002) As previously stated, duringlycolysis when glucose is converted into puryvate, the
enzyme catalyzing this conversion transfers a phosphate group to ADP, resulting in a
release of ATP. Consequently, decrebdlsee vel s of ADP adipldosphatte n o
imply enhanced formation of PP hence, greateglycolysis rates irinduced cells. This
hypothesis may also be confirmed by the increased levels of AMP detected in internal
metabolome of inducettansfectedCHO cells. AMP can be a substrate for ADP in a
reaction with phosphate group aell as it can be a precurstor ADP formation (in a
reaction with ATP), required for glycolysis procegslyszejko-Stefanowicz, 2002)
Moreover, low abundance of dGDP also verifies enhanced metabolic state of induced cells
dGDP is a derivative of GDP (lack of hydroxyl group). Durthg TCA cycle, GDP in a
reaction with phosphate group gives high energy GTP asicle that is further used in the

synthesis of RNA and plays essential role in cell signa(kigszejko-Stefanowiz, 2002)
6.5.4.3.Amino acid response

The reconstructed biochemical map highlights that external and internal amino acid
abundance is affected by ER®@ production intransfectedCHO cells. Inthe medium of

these cells, glycine and pyroglutamic acid concentrations are increased, whereas the san
metabolites with low abundance in internal metabolome are detected. Additionally, cellular
levels of aspartic acidnd glutaminarealso decreased.

Glutamine can be converted to glutamic acid, which is further converted to pyroglutamic
acid, an uncommon amino acid derivative found in d@lyszejko-Stefanowicz, 2002)
Hence, low internal glutamine concentrations can be a result of a formation of
pyroglutamic acid. Pyroglutamic acid however, is then pumped outside a cell, where
higher abundance of this aminoidids detected in medium (and low in internal
metabolome), when compare to Aoduced cells. This suggests that too high internal
concentration of pyroglutamic acid is no
aci do s has beenvidely studied with regard to genetic disorders and metabolism

changes after paracetamol exposikasmar & Bachhawat 2012.iss et al. 2013 Hunter
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et al. 2016) Moreover, glutamindas beerfound to act as an energy source that can be
converted to pyruvate or lactate, particularly in cancer ¢eil€t al. 2017, Zhanget al.

2017) It suggests that the protein producing cells desire more intermediates for TCA cycle
for their enhanced metabolism. On the other hanta# beeralso acknowledged that
transfectedCHO cell culturehas beergrown in glutamineenriched medium and so, the
intake of the amino acids into cells might be complicating the observed metabolic
response.

Lower levels of aspartic acid are detectethminternal metabolome of induced cells when
compare to control cetlultures. Aspartic acid is known to be a precursor for several amino
acids such as methionine, lysine, threonine and isolelamaehence is involved in protein
biosynthesis. Also, it can participate in the generation of glucose (in a process called
glucaneogenesis) that is further used in glycolysis for energy produ¢ktyszejko
Stefanowicz, 2002)Consequenthythis confirms that induced cells are more metabolically
active and require enhanced synthesis of-d@mnents to maintain desired EFO
production. Also, it is in line with increased -tgke of glucose from cell medium in
induced cell culture observed this study. Similar results with decreased amino acid
content in internal metabolome of CHO cells producing antibdube® beerpublished
(Sellick et al, 2011) Decreased levels of glycine are also detected in intare@bolome

of induced cells that suggests enhanced protein and lipid sythesis. Glycine is a simple
amino acid that acts as a precursor for a number of proteins and is involved in
phospholipids productionfHonda et al. 2016 Al Suleimani & Al Mahrugi 2017
Klyszejko-Stefanowicz 2002)Iincreased export of glycine outside cells found in this study
is, however, not fully understood.

6.5.4.4.Lipid response

Despite a relatively high number of pathways recognised to be influenced by the inducer
exposure and ER®c productionthe number of metabolites linked to each pathways is
relatively low. This however, can be a result of matching only primary metabatitesot
including secondary metabolites into the analysis of metabolic pathways.

Primary and secondary metabolites are closely correlated to each other. Secondan
metabolites are nefundamental for the normal growth and development of the organism
and reqire many genes to bexpressed These metabolites are created by pathways
derived from primary metabolic raegt and are often of poorly known function but can play

a role, for instance, a signal compound that enhance survival of some cells within a given

cell population(Roessner, 2006)
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Here, some secondary metabolites such iasegoside Rsl and ginsenoside Rs2
identified (Table 3). Ginsenoides areelieved to have antioxidant properties by increasing
the levels of internal antioxidant enzymies. glutathione (GSH) and its oxidized form
(GSSG) that are required to prevent cellular damage that may occur during oxidative stres:
(Klyszejko-Stefanowicz, 2002)0xidative stress, during which reactive oxygen species are
produced, can influence the regulation of a cell growth and its funCliaschwe et al,

2012) Decreased release ahgenoidedo growth medium of cells producing the protein

is observed in this study. Lower abundance of these compounds in growth medium may
suggest their increased intracellular consumption in order to raiseotfoentrations of

GSH to limit cell destruction. This assumption is in line with another observation, where
internal pyroglutamic acid levels are decreased in cells producingFEPAs mentioned
previously, pyroglutamic acid is an uncommon amino acidithptoduced from glutamic

acid conversions (Klyszejko-Stefanowicz, 2002) Therefore Ilow intracellular
concentrdon of pyroglutamic acid may suggest an increased consumption of glutamic
acid that is known to be an important precursor for GSH synt{lessshwetret al, 2012)
Another suggested mechanism tbe activity of ginsenoidess the interaction of cell
memlranes thus, changein their properties(Leung & Wong 2010 Lu et al. 2009)
Decreased levels of ginsenoides are detected in footprint profiles of intaostected

CHO cells that can suggest lew secretion of these compounds outside the cells.
Consequently, this may imply thétte membrane of cells producing ER%2 changes and
there may be an increased concentration of reactive oxygen species in cells exposed to tt
inducer activity. This findig would be in line with another observation, where lipid
species in both footprint and fingerprint profiles are detectedblé 3, 5 and Figure 9).

The majority of lipid species from different class are found in internal metabolome:
triglycerides (TG), catiolipins (CL), phosphatidylglycerolphosphate (PGP),
phosphatidylserines (PS), phosphatidylglycerol (PG), phosphatidylethanoalamines (PE),
diglyceride (DG) and cholesterol esters (CEalfle 5). The abundance of some of these
lipids is increasede(qg. triglycerides or cardiolipins) and the abundance of others is
decreased e(g. phosphatidylserines or phosphatidylethanoalamines) in cells producing
EPOFc protein.Apart from hypothesis of increased levels of reactive oxygen species, the
changes in lipiccontent of ells producing EP&-c may be correlated to the secretion of
this protein intacell medium.

In cells, proteins are transported outside the celirbgxocytosis process. Exocytosis is a
type of an active transport, where a cell transports migeautside a cell membrane by
expelling them into the exterior. Exocytosis is a process that involves fusewesicle
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containing transported protein with the cell membrane. The fusion of a vesicle with a cell
membrane causes an increase of a cell Ionene surface, by the surface of the fused
vesicle (RomanFernandez & Bryant 201@runs & Jahn 2002)Consequently, this can
suggest that thevesiclecell membrane interaction may cause changes and different
distribution of lipids present in a membrane of cells producing-EPQ@ also implies that

the size and morphology of these cells may be changed by inceeaftsze ottells.

A cell membrane consists of proteins and different types of lipids that create a lipid bilayer
(Figure 4). Lipids and lipidlike precursors for lipid creation found in a cell membrane
belong to diverse classes such as phospholipids, glycolipeimisstand glycerolipids,
where the most abundant are phospholigals et al. 2017, Di Bartolomeoet al. 2017)

The majority of lipids detected ithe metabolomeof cells producing EP&-c that differ

from lipid content of nosxinduced cells are hence a part of phospholipid group
phosphatidylglycerolphosphate (PGP), phosphatidylserine (PS), phosphatyidg

(PG), phosphatydilethanolamine (PE) and cardiolipin (CL). Other classes of lipids are also
found: glycolipids (ganglioside), sterols (cholesterol ester (CE), cholesterol) and
glycerolipids (triglyceride (TG), digliceride (DG)).

PS, PE DG and CE pids show decreased abundance while TG, CL, PGP, phosphatidic
acid (PA), PG show increased abundance in internal metabolome of induced cells.

The decrease of DG can be correlated to a production of TG, which increased levels are
detected in cells producigPOFc protein. DG acts as a substrate for addition of the third
fatty acid to create TG. The function of TG is to provide the energy source and storage as
well as lipid transpor{Vasconcellost al, 2016) Therefore, the increased levels of TG
may ke a result of higher demand oélls for lipid production and raised activity of cell
metabolism.

This is in line with other findings within this study, where lower levels of PS and PE are
detected in induced cells, which may suggests that cells activate the synthesis of lipids. The
synthess of lipids can be due to increased or changed cell metabolism as well as due to
ongoing exocytosis process, where lipids are used for vesicle creation in cirdesport
theprotein outside a ce{Bhattacharyat al.2016 Flis et al.2015)

Moreover, decreased levels of both cholesterol and CE in cells producing the protein are
observed, when compare to Aimwluced cells. Chotgerol and cholesterol esters do not
contribute to cell membranes directly but are an essential component of lipids creating
bilayers and act as a precursor for hormofielyszejko-Stefanowicz, 2002)r'his may also
confirms that a synthesis of lipids can be significantly increased in tetracyulineed

cells.
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Another correlation between CL, PG and PGP lipidsklmifound, where their abundance

in induced cells is increased. PGP and PG can be synthesised from cytidine diphosphat
diacylglycerol (CDGDG) as an intermediate that reacts, indirectly, with glycerol. PGP and
PG are then used for the synthesis of CLanammalian cells, cardiolipins are a crucial
component of the inner mitochondrial membrane, where they maintain the optimal energy
metabolism of a cell and function of this organelle. It is also known that CLs are large in
number in metabolically active d¢gl(Tatsuta & Langer 201 Martenssoret al. 2017)
Hence, this may suggest that induced cells require more energy to maintain protein
formulation therefore, the increased production of mitochondrial lipids is desired.
Increased levels of nathondrial lipids indirectly generated from CES may be a
cause for lower abundance of CIDG in medium of induced cells, when compared to
control cells. This dependency implies that a reduced extraction of[@BEGIto medium

of induced cellsresults bythe increased metabolic activity of cells hence, enhanced
consumption of CDEDG. Increased levels of glycerol and ganglioside GM1 (18:1/22:0)
(glycolipid) are detected in external metabolome of tetracyatidacedtransfectedCHO

cells. Lipids, apart frormaintaining a membrane integrity and stability as well as acting as
the energy source and storage, are crucial components in cell sigfedsmpncelloset

al., 2016) Celktto-cell interactions are important for cellular responses, function,
recognition and growth. Glycolipids are the main celimbrane components that maintain
cellular signalling and are localised on the outer surface of a cell membrane. Thanks to &
presence of a carbohydrate or glycerol attached to a lipid part, glycolipids serve a
recognition sites for celio-cell communicabn (Shvetset al. 2015 Villas-Boas S.Get al.

2007, Owen & Gaus 2013)Enhanced abundance of glycolipids in medium of induced
cells can imply that cells release some partthefr membrane inttheir exterior, while
transferring the protein outside alcélring an exocytosis process, which can also have
cell-signalling function.However, such assumptions have to be investigated further to
elucidatewider knowledge of the spiic metabolism changes caused by EP©fusion
protein production in CHO cell#\ collection of additional metabolites that are changed
under the protein production in tetracychimeluced CHO cells is also observétble 2-

5). Thesemetabolites belong to a variety of other groups of metabolites for example
cofactors €.g. urothion) and are intermediates involved in metabolic pathways, cell
signalling, cell aggregation and many oghénttp://www.hmdb.cal) Nevertheless, their
specific role and function within tetracyclimeduced cells metabaim need tde further

explorel.
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6.6.Conclusions and future work

The application of a netargeted metabolomics approach for the analysis of metabolite
changes in tetracyclineduced CHO cells with EP®Bc fusion protein secretion can be
considered sucessful. The employment of GBS and MALDIMS techniques has
provided information about the response of cells to the protein production and changes in
key metabolites within internal and external cell metabolomes. These techniques have alst
been complementarto each other, providing different types of information. Data have
shown an extended effect of EF®D production on cell metabolism.

According to the multivariate analyses, a great number of metabolites was identified to be
significantly influenced by th protein induction when compared to finduced cells.
Correlation of these significant metabolites and reconstruction of the metabolite map,
classified metabolome changes into metabolic pathways influenced by the production of
EPOFc. A differentiation btween metabolites derived from internal and external
metabolome was also seen. Thanks to the pathway map and the correlation analysis it we
possible to observe individual trends of metabolites within metabolic routes under the
protein production in CHO dtils. Biological interpretation of a list of metabolites
highlighted five main metabolic pathways the most influenced by-E®@roduction:
carbohydrate, lipid, amino acid, nucleotide metabolisms and metabolism of cofactors and
vitamins.

The findings indiate that changes observed in EPO producing cells are related to
enhanced protein and lipid synthesis highlighting that these cells are in a state of increase
metabolic activity with the protein exocytosis into growth medium. Results also suggest
that ®me lipid changes can be correlated to mitochondrial membranes specifically.
Moreover, the composition of lipid bilayer of induced cells seems to be different {0 non
induced cells. Thus, it implies that the targeted investigation of the lipids wouldrdelive
further knowledge of the effect of the fusion protein production on cell metabolism.
Results also suggest that, due to the increased metabolic activity, cells may adapt to th:
lack of crucial substrates for energgoducing pathways, but still supportetiprotein
production. Also, the process of EFRD glycosylation remains active.

With the above findings and insights into CHO metabolism under the fusion protein
production, targeted metabolite profiling studies could be applied to further explore the
influence of EP&Fc on these cells. This would help with the detection of a larger number
of TCA cycle intermediates as well as lipid species therefore, expanding and validating
correlations between specific pathways. Also, the exact identification and opaiatif of

these metabolites would validate the biochemical interpretations of this study.
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In addition to metabolome changes discussed above, this study has shown a comparison
two techniques, giving complementary information of metabolism of induced &H&
Moreover, MALDIMS experimental conditions for the detection of metabolites from
external and internal metabolorhave beewerified. TheMALDI -MS method used in this
study was fast and reproducible, giving good quality spectra, with good makgioaso

and rich in biological information.
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CHAPTER 7: Metabolic imaging of CHO cells

7.1.Introduction

Mass spectrometry imaging (MSI) is a powerful tool that offers a unique perspective on
biological systems, allowing for spatial visualisation and distribution of biochemical
species within individual celle(g, Lanni et al. 2012Vickerman 2011Burrell, Earnshaw

and Qench, 2007)

The basic workflow of celbased MSI experiment is shownhigure 1 and requires that

cells are deposited onto a sample support followed by washing steps in order to remove
debris and, depending on the technique used, coated with aofayetrix, which assists
ionisation of analyte of interesFigure 1 A) (Weaver and Hummon, 201Banni et al.

2012).

A i iainple preparation B —_
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Figure 1: Basic workflow of cell-based MSI experiment. Cells are deposited onto a
sample support followed by washing steps (A), the ionisation source rasters across the
sample in an X and Y coordinate manner providing with mass spectrum for each
pixel (B), data analysisprovides with an image of the cells illustrating the spatial

distribution of m/zvalues recorded (C).
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Once the target is introduced to the instrument, the ionisation source rasters across th
sample in an X and Y coordinate manner, while a mass specttoneebrds chemical
information for each positione. pixel. As a result, each pixel is a mass spectrum from a
specific coordinate position on the cells and contains all of the ionised species detectec
within a chosen mass rangeidure 1 B). Data acquision is then followed by application

of data analysis software that combines chemical information with an image of the cells,
generating heat maps illustrating the spatial distribution ofnafzywalues recorded by the
mass spectrometefigure 1 C) (Walchet al, 2008)

A number of challenges have to be taken into consideration in MSI experiments and,
specifically, MSI cellbased studies. Apart from the challenge of desmrappropriate
ionisation sources at micron and submicron scale, for this purpose, sensitivity becomes ¢
major concern. Therefore, longer acquisition times or increasing volume saremed (
deeper, as a voxel) can be applied in order to overcome thisrgg(Lanni et al. 201p
Additionally, the sensitivity issue can also be related to the suppression effeetg by
matrix in MALDI-MSI due to ionisation properties as well as the size of the matrix crystals
(Zhuet al, 2011)

Other considerable challenges in dmlised MSI experiments are the development of
suitable sample preparation procedures and data analysis methods that are needed
reliably visualise the distributions of species at micron and submicron resolutions
(Spengler, 2015)Appropriate sample preparation is crucial to maintain sample integrity
and must preserve the native state morphology, biochepovogbosition and localisation

of the analytes and be reproducitizhaepet al, 2015 Fletcheret al, 2011 McDonnell

and Heeren, 2007)

Unlike for profiling analyses, samples for MS imaging require some additional steps to be
considered prior to the experimte includinge.g washing and fixation procedures of the
analyte (.e. cells). Washing procedures are required in order to remove cell debris, salts or
buffers that would impair the detection of the species of interest. During these washing
protocols, cosiderable care must be taken in order to prevent delocalisation of the
molecules within the sampl&parveroet al, 2012) Washing protocols vary, depending

on the target analyte. For erple, for peptide imaging cold mixtures of aqueous alcohols
are used that reduce the solubility and delocalisation of these molddiderg and
Caprioli, 2011 Angel and Caprioli, 2014)On the other hand, for MSI analysis of drugs
and other small molecules it is advised to minimise washing steps to avoid compounds

being washed awa{Cornettet al., 2008 Weaver and Hummon, 2013)
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Additionally, fixation protocols are applied for the MSI analysis of cell cult(@ebhaepe

et al, 2015) The fixation of the sample is applied in order to preserve the biochemical and
structural integrity of cells and tissues. Fixation prevents cell internal structures from
destruction that may lead to delocalisation of biomolecules as well as changes it osmoti
pressure, resulting in cell shrinkage or cell swelling causing autolysis p(beess et al.

2012 Rabbaniet al.2011 Denligh & Lockyer 2015) Dur i ng aut ol ysi s,
enzymes initiate the digestion of biomolecules such as proteins, lipids and nucleotides,
leading to the destruction of biochemical cell composition and inte@tyszejko
Stefanowicz, 2002)

A number of fixation protocols used in metabolomics for imaging of different classes of
biomolecules have been ddoped. Several differentorganic solvents such as methanol

or ethanol have been applied in lipidomic studies. It has been shown that alcohols act a:
coagulant agents, decreasing the solubility of proteins, precipitating and accumulating
them within thecells (Vekemanset al. 2004 Liu et al. 2007). Despite the broad usage of
alcohols as fixatives, many studies have reported their effects on cell dehydration and
restrictions with lipid solubity and removal(Vekemanset al. 2004 Liu et al. 2007,
Didonato & Brasaemle 200QBlanriederet al.2011)

Another choice apart from alcohol fixation is aldehyde fixatierg.(glutaraldehyde,
paraformaldehyde or formalin), where proteins are elioked within the cells with no

harm to protein structure and lipids can be fixed by thetiwss of formalin with double
bonds of unsaturated lipid$Schoberet al. 2012 Andersonet al. 2013 Schaepeet al.

2015 Leeet al. 2006 Nagataet al. 2014) Whilst, the above selection of fixation methods
have been applied for MS imaging of targeted biomolecules, it is important to employ an
appropriate fixation treatment suitable for ptangetedinvestigations which allows for a

wide diversity of intracellular molecules to be analysed. The combination of above
challenges effectively limits cebased MS imaging to a set of the most abundant species,
hence leaving much room for improvement of MgberimentgLanni et al. 201p

With recent development of MSI instrumendsy improved spatial resolution in the
SMALDI platform with 1. 4 (Kempaugr ietxak, I201Andz e
improved mass accuracy in OrbiSIM@ttp://www.npl.co.uk/news/3danosimdabel
freeemolecularimaging) single cellbased MS imaging has gained even more attention.
Singlecell based analysis, providing molecular information from within individual cells,
can give moe understanding and new insights in processes involveel.gncellular

evolution, communication or adaptatiqftmara et al, 2017) Moreover, metabolic
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investigations at the singlell level can provide with new observations to phenotypic
differences within one cell popuiah (Heinemann andenobi, 2011)

Cell-based level MSI analyses using MALDI and SIMS platforms have been reported in a
number of studies, whereg a wide mass range of analytes was detected by MALDI such
as | arge macr omol ecul e(Elombatet al.2016)pnuteirss ptdQ i a |
em spat i a(fvang and @apriolt 200l and | i gSchblzertali 20B2) & m
and down pabal rdsolionlKompasger, Heiles an8pengler, 2017)The SIMS
platform has been applied in more limited mass ranigesup to ~600 Da) yet, the high
spati al resolution within a range from -
individual cells and subellular compartments witthreedimensional visualisatio(Kotze

et al, 2013 Rabbaniet al, 2011, Touboulet al, 2005)

This chapter presents a metabolite MS imaging approach of CHO cells in order to
investigate the cell response to EPO fusion protein expression. Characterisation of
metabolites allows for the assessment of cellular activity of these cells and their maetabol
state under protein production at cell population level as well as single cell anellsugr

levels.
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7.2.Sample preparation

CHO cellsin medium and with or without inducer were grown directly on microscopic
glass slides and on 5 mm5 mm siliconwafers at the density of 0.870° cells/mL and
0.03x10 cells/mL for MALDI-MS and SIMSimaging, respectively Optimisation of cell
density for MS imaging is furthaetescribed irSupplementary Information, Figure 17.
After incubation time (day 3), media veeaspirated and cells were washed with PBS
(twice), followed by fixation with 150 mM ammonium formate for 1 min (three times)
Slides and wafers were then placed in a desiccator with silica gel until fully dry. Dry
samples were kept in a desiccator uatialysis.Determination of suitable fixation method
for MS imaging is described further Bupplementary Information, Table 4, Figure 18,

19 and 20 For MALDI-MSI experiments, matrix coating wittD0 pL of 30 mg/mL DHB

in 50% acetone with 0.1% TFA and 8Q pf 30 mg/mLpara-nitroaniline (PNA) in 50%

acetone for positive and negative ionisation modes respectively was applied.
7.3.Instrumentation

MALDI -MSI experiments were performed in collaboration wiBrofessor
Bernhard Spengler at the Justus Liebig University Giessen in Germany. The research wa
carried out using an ARBSMALDI10 imaging source (TrarMIIT GmbH, Giessen,
Germany) connected to a Thermo Q Exactive (San Jose, CA, USA) Fourier transform
orbita trapping mass spectrometer equipped in 337 nm wavelength nitrogen pulsed UV
laser and repetition rate of 60 Hz. The laser beam was focused to a spatial resolution of !
um and energy of 0.06 pJ (for attenuator at 40°). The rasteringigiywas equal tahe
laser spot size. The sample was placed on the stage and moved by an X, Y dimensions 1
coordinate an area of interest. MS imaging data was acquired in continuous mode using
Tune software (Thermo Scientific, San Jose, CA, USA) in the mass range taf 2600
Da and in the dAprofiling moédéeéWHM) atmk2Z0h g a
The instrument was operated in positive and negative ionisation modes with +4 k¥ and
kV on the sample plate respectively. Internal calibration was appliad ostrix peaks as
reference masses for both positive and negative ionisation modes: {3BLB+NH,]" at
m/z 716.12461 for positive and [3PNBH] at m/z 409.090209 for negative ionisation
mode. Mass accuracyf 2 ppm Root Mean Square Error (RMSE) was thubaser,
sample stage and mass spectrometer were synchronised and controlled by
microcontroller and irfhouse built software. More information on the instrument details
can be found in the recent literatyiesai et al. 2016 Khalil et al. 2015 Bhandariet al.

2015) In this study there were 8 experiments in tofakrépeat x 1 slide x 2 samples
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(positive ion mode) + 2 repeats x 1 slide x2 samples (positive ion mode) + 1 repeat x 1
slide x 2 samples (negative ion mode)

SIMS imaging eperiments were conducted at lonoptika Limited (Hampshire, UK)
and University of Manchester, UK using a J43I3 chemical imager. Samples were
sputtered with 25 keV Afi and 40 keV &' primary ion beams in positive ionisation
mode and spatial resolution ©0.5 pm and ~8 pm respectively. Experiments with 25 keV
Auz"source were performed using 6l ow quad?d
spectra with extra focus on | ow (for o |
Detailed settings for eacd®MS experiment are shown Trable 1, Chapter 3 Therewere
8 experiments in totall{ Si wafer x 2 repeats (ctrl sample) 2Si wafer x 1 repeat x
(ctrl sample) + ' Si wafer x 2 repeats (induced sample) ¥ &i wafer x 3 repeats
(induced sample

7.4.Data analysis

MALDI -MSI data weresaved in .raw files and converted to .imzML files. The detae

then opened in free online MS imaging MSiReader 09 software. Data were
normalised to a cell derived ionm@atz798.541(Rémppet al, 201Q Goodwinet al, 2011)

for positive ion mode and to matrix ionrafz409.090 for negative ion modeesults were
exported inxIsx format and further processed with MATLAB ver. R2012a and free online
MetaboAnalyst ver. 3.0. SIMS data waaved in .dat files and further processed with
MATLAB ver. R2012a and J105 Image Analyser software. Averaged MS spectra were
generated usingusn normalisation anan/z 0.05 binning (for MATLAB). J105 Image
Analyser (lonoptika Limited, Hampshire, UK) was used for SIMS data processing.
MetaboAnalyst 3.0 analysis was conducted usitg0.25 binning, KNN missing value
estimation, SD data filteringgum normalisation and Pareto scaling. Analysis of variance
(ANOVA) andt-test analysis were performed. Metabolite peaks were chosen as significant
with a p value thresholdp<0.05. BoxandWhisker plots PCA and PLSDA were
generated based ditestor ANOVA test. Metabolite identifications were assigned through
inspecting and matching against The Human Metabolome Database (HMDB)
(http:/ivww.hmdb.ca/)or Surface Spectra Static SIMS libratyetabolite identification
threshold of 5 ppm of mass error was u§ed MALDI).
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7.5.Resultsand discussion

7.5.1.MSI of CHO cells under inducer exposure and EP&Fc protein production
7.5.1.1. Cell populationrbased study

The analysis of MS images of CHO cell populations suggests that the exposure of cell
culture to the EP&c inducer triggers great changes in metabolic l@®fof these cells
Figure 2 and Figure 3

Figure 2 Aillustrates the averaged mass spectra collected bB$MRLDI in positive and
negative ionisation modes from control and tetracyeiukeiced CHO cells in a range of
m/z250 to 1000. The spectra were collected from 10 different locations of cell populations
within control and induced cells eaahd for both ionisation modes.

The overallMALDI -MSI spectra show good alignment, but also highlight different mass
information and different intensities between positive and negative ion modes. Spectra in
positive ion mode are rich in information and metabolites are detected across the whole
mass range. The abundance of species across the whole mass range is similar. A gre
numberof peaks is noted for a mass range betweé&ri700-900, suggesting a number of

lipid and lipidlike species detected that are well known to appear within this mass range
(Sellick et al, 2011, Hollywood et al, 2015 Dorries & Lalk, 2013. The high content of

lipid species was expected these compounds are remarkably abundant in cell membranes
(Klyszejko-Stefanowicz, 2002)A number of cell MSmaging studies show a great content

of fatty acids, lipids and their fragments in collected MALDI and SIMS spectra from
different type of samples. This was shown in several investigations of healthy and cancer
mammalian cell linegRobinsonet al. 2016 Schoberet al. 2012)and tissuegPhanet al.

2016 Vanbellingenet al. 2015 Tian et al. 2014) In this study, MALDI spectra from
positive ion mode also present many pestas that differ between control and induced
cells across the whole mass range, for instamaf& 300, ~m/z 500 andm/z 920-1000,
indicating specific changes in cell metabolome occurring under protein production.

By contrast, spectra collected in negaiwme mode provide less information, as the amount

of metabolites detected is limited, when compare to positive ion mode. Relatively high ion
intensities are seen within mass areanof 280550 however, the most peaks are
dominated by a matrix peak at/z 273 (excluded from the spectrum kigure 2 A).
Nevertheless, the metabolite detection at the region anowzve 300 might suggest of the
presence of species such as nucleotides, appeammg&t2 2 ( u rmormbphosphaj® 6
m/iz~ 426 ( adaiphosphate)e/z-$5@6 (adenosine triphosphate) amdz ~522
(guanosine triphosphate) in negative ion MALSI studies(Amantonicoet al. 201Q
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Steinhoffet al. 2014) Because of the higher content of phosphate and hydroxyl groups
than amino groups within these compoulidl/szejko-Stefanowicz, 2002)the detection

of such metabolites in MSI negative ion mode experiments is also expected. Similarly, due
to the presence of phosphate and hydroxyl groups in I{igszejko Stefanowicz, 2002)
these species represent a major content of negative ion mass spectra in a mass\fange >
700. This has been confirmed in a number of MALDI imaging studies of cells and tissues
(Zhang & Yao 2012Schoberet al. 2012 Andersonet al. 2013) However, in this study

low peak content in the lipid mass range is noticeable.

The majority of regions within spectra from control and induced cells have similar
metabolites detected but with different abundance, for examfzZld50-550, where higher
intensities for induced cells are noted. However, some peak areas of spectra are uniqug
such as mass regiaf m/z700-800, suggesting specific metabolome changes occurring in
CHO cells under protein productioAdditionally, for both ionisation modes, matrix peaks
were also identifiedm/z 273 [2DHB+H2H,0]", m/z290 [2DHB+NH;-2H,0]*, m/z 409
[3DHB+H-3H,0]", m/z 444 [3DHB*H,0]", m/z 447 [3DHB+K-3H,O]", m/z 580
[4DHB*-2H,0]", m/z273 [2PNA3H].

Despite all the advantages of MSI technigeeslabelfree, direct detection ah/zvalues

over areas of interest, clear correlatrofzvalues to mapped regiodiraskoet al, 2014)
MALDI platforms introduce an additional challenge in terms of matrix application during
samplepreparationSeeley and Caprioli, 2012Matrix application is required in order to
protect the sample and improve its ionisati@cHoberet al. 2012) Specifically for
MALDI -MS imaging experiments the additional complications such as uniform
distribution of the matrixits small crystal size, limited redistribution of analyte molecules
and uniform ionisation enhancememiedto be also recognisgiiss & Hopfgartner 2016
Shantaet al. 2012 Schoberet al. 2012) Hence, the right choice of matrix that would be
suitable for specific cell or tissue sample plays a crucial role in MALDI imaging. Various
sample preparation protocols for negative ion MALMSI have been recently
incorporated, including the application ofathinoacridine (9AA) in the study of sarcoma
biomarker identificatior{Lou et al, 2016) alphacyana4-hydroxycinnamic acid (CHCA)
derivative (4phenyl-alphacyanocinnamic acid amid®hCCAA)in imaging liposomes in
brain tissuegFulop et al, 2016)and para-nitroaniline (PNA) in the study of biomarker
lipids for phagocytosis in brain sectiofNielsenet al, 2016) The stability of PNA in
different vacuum conditions was also shown, demonstrating additional utiltysahgtrix

in both positive and negative ion modéSteven, Race and Bunch, 2013pespite
satisfying metabolite detection with the application of above matrices for imaging studies,
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challenges regarding poor matrix solubility and hence, heterogeneously coated samples ar
still to be overcome(Miura et al, 2010) Other matrices such as DHB and -1,5
diaminonaphthalene (1:BAN) are also used but, despite their advantaggsuniform

film creation or versatility, somdisadvantages regarding sensitivity of lipids in negative
ion mode have been report@@pengler 2015Boughtonet al. 2016 Korte & Lee 2014

Korte et al. 2015) In this stug, the application of PNA resulted in low spectral
information with limited number of metabolites detected. A number of approaches could
be introduced to improve this reselg.the use of different matrix, the employment of co
matrices or matrix additige Comatrices have been proposed to improve the quality of
MALDI data by generating uniformly coated films, increasing detection sensiggtyor
phosphopeptided.i-Hua Zhouet al.2009 Shanteet al.2011)and expanding the detection
range regarding chemistry of analy{€alvanoet al, 2013)

Recent studies have presented bettecrgstallisation, low matrix interferences and high
detection sensitivity of a broad range of small molecules such as amino acids,
oligosacchades and nucleosides with the application of carbon dots and 9AA as a binary
matrix in profiling of urine in MALDI positive ion modéChenetal., 2016) Additionally,
several research groups have applied matrix additives, for example DHB with nitrates
(Griffiths and Bunch, 20129r sodium and potassium acetéd¢Masoudet al, 2016)in

lipid extracts analysis, where improved detection of tlspeeies was presented. Also, the
application of DHB matrix with sodium acetate in brain tissue imaging in positive ion
mode resulted in low (overall) mass spectra intensity but high intensity of phospholipids
region (Gill et al, 2017) Nonetheless, there is no current literature available that would
confirm these findings for negative ion mode MALDI imaging.

The investigation of the influence of EF&2 fusion protein production on CHO cells was
also performed with the use of the J105 3D Chemical Imager (further called SIMS)
(Figure 3) . The experiments included i maging
tetracyclineinduced CHO cellsA layer relates to a single 2D image plane corresponding
to a specific ion dose. Stacking these image planes provides subsurface chemica
information limited only by the residual damage caused by the primary ion Qéwsm.
analysis of the ratio om/z 184 ion (lipid origin) andm/z 168 (silicon) Touboul et al,

2005) across all layers revealed that tnéz 184 content is different for the’1ayer and
similar within layers 210 (Supplementary Information, Figure 21). Thissuggested that

the chemical information of the top *j1layer (information mostly from intact cell

membranejnight differ to the rest of the layersyersfrom 2 to 10 information also from
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cell interior) and therefore, further analysis of the datduided two groups: thellayer

further called O0top | ayerd and | ayers fr
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Figure 2: AveragedMALDI -MSI spectra from control (CTRL, blue) and induced cell
areas (IND, red) for positive and negative ion modean/z 250-1000 for positive ion
and m/z280-1000 for negative ion, *matrix peaks (A). (Inset) 2D and 3D PCA scores
plots accounting for 46.1% and 51.0% of total variance (first three components) for
positive and negative ionisation modes, respectively (B). PCplots illustrate the
variance between control (CTRL, red) and induced cell areas (IND, green) with
highlighted 95% regions of confidence.

Figure 3 A illustrates the averaged mass spectra collected by SIMS (40 k§Vo@
source) in positive ion mode frocontrol and tetracyclinemduced CHO cells in a range of

m/z 30 to 900. The spectra were collected from 2 different locations of cell populations
within control and induced cells for each experiment, based on the presemzd 84 ion.

The overall SIMSspectra are rich in information with metabolite detection from ~100 Da
to 500 Da. The spectra of the top and lower layers data sets illustrate a number of ion:
detected with high abundance framiz 100 to abouim/z ~230. lons detected in a mass

range ofm/z <100 andm/z~230 are much less abundant. Also, almost no ions ainéxe
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350 are seen. Additionally, spectra from both top and lower layers data sets look alike

suggesting similar chemical content across all 10 layers.

Figure 3: Averaged SIMS+ imaging spectra from control (CTRL, blue, n=3) and
induced cell areas (IND, red, n=5) for the | ay er (6top | ayer 6)
(61 ower mliz83990 ()0 2D, PCA scores plots accounting for 61.2% and
85.2% of total variance (first two components) for the top and lower layers (B). PCA
plots illustrate the variance between control (CTRL, red) and induced cell areas
(IND, green) with highlighted 95% regions of confidence. 3D PL®A scores plots
accounting for 65.6% and 90.4% ototal variance (first three components) for the op

and lower layers (C);40 keV Gso' ion source
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