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Abstract 
 

Within the oil and gas industry, internal corrosion of oilfield equipment fabricated from carbon steel 

due to acidification of production fluids caused by the presence of dissolved CO2 (sweet corrosion) 

and H2S (sour corrosion) is a major concern. Such corrosion can be severe although in some 

instances solid corrosion product (scale) formed may be protective. The formation, composition 

and morphology of this scale are contingent upon a variety of parameters such as temperature, 

pressure and solution chemistry. Scale is often identified simply as iron carbonate (sweet) or iron 

sulfide (sour), yet in reality can be more complex. The aim of this project is to further understanding 

of these scales via a fundamental approach building upon previous work from this research group. 

For the bulk of this thesis high purity iron substrates and 100% CO2 gas or 1% H2S/N2 gas have 

been used (Ptotal = 1 atm) and scale has been characterised by a number of in and ex situ methods. 

 

The initial scale formed by both sweet and sour systems in a variety of temperatures 

(30°C/55°C/80°C) and pHôs (4.5 (CO2) and ~ 4.9 (H2S/N2)) after 24 h immersion has been 

characterised. Appreciable amounts of siderite (FeCO3) and chukanovite (Fe2(OH)2CO3) have only 

been detected for CO2 systems at 80°C/pH 6.8, whilst a thin layer of porous interconnecting 

mackinawite (FeSm) scale has been observed under all conditions in H2S systems.  

 

Subsequently, the effect of immersion duration on sour scale has been investigated. Upon high 

purity iron substrates immersed in H2S/N2-saturated solutions at 30°C/pH ~ 4.9 and 80°C/pH 6.8 

for 24, 48, 72 and 144 h, a porous, interconnecting layer of FeSm scale is observed in all situations. 

Cross-sections show at 30°C/pH ~ 4.9 scale depth is consistently thin, whilst at 80°C/pH 6.8 depth 

increases with immersion time. Analysis of grazing incidence x-ray diffraction (GIXRD) data shows 

whilst at 30°C/pH ~ 4.9 FeSm is consistent with reference data, at 80°C/pH = 6.8 as immersion time 

increases a second form of FeSm develops as well, exhibiting variation in the c-axis.  

 

Elongation of FeCO3 crystals by an organic additive (malic acid) has been observed upon high 

purity iron immersed in CO2-saturated solutions (80°C/pH 6.8), with the effect increasing with rising 

additive concentration (0.075, 0.75 and 7.5 mM) up to a point at which solution chemistry provides 

a scale inhibition effect (15 mM). In addition, a currently unidentified dendritic phase is observed. 

The habit of the modified FeCO3 crystals has been determined to be a micro-facetted cylindrical 

form with trigonal-pyramidal caps. 

 

Finally, an in situ synchrotron radiation GIXRD (SR-GIXRD) study upon a 1% Ni Weld-joint 

immersed in CO2-saturated de-H2O (pH ~4) using an electrochemical cell (E-Cell) has 

characterised the main scaling component to be Fe2(OH)2CO3, with FeCO3 and magnetite (Fe3O4) 

also observed after 14.5 h immersion. Given the first appearance of each scale varies between 

distinct weld-joint regions a galvanic effect is suggested, with initial corrosion of the fusion zone 

creating a local chemistry conducive to chukanovite formation. Laboratory work utilising the E-Cell 

is consistent but also highlights the sensitivity of SR techniques in comparison to lab data, whilst 

glass cell work suggests E-Cell usage alters the kinetics of scale formation favourably. 
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Abbreviations and Nomenclature of Symbols  

Abbreviations and Acronyms 

AC ï Alternating Current 

BM ï Bending Magnet, used in a synchrotron ring 

BNC ï A quick connect/disconnect radiofrequency connector used for coaxial cables 

BOC - A multinational industrial and speciality gas company 

BP ï British Petroleum, a multinational oil and gas company 

BSE ï Backscattering Effect, utilised in scanning electron microscopy 

CE ï Counter Electrode 

CSA ï Canadian Standards Association 

DC ï Direct Current 

E-Cell ï Electrochemical cell that allows for in situ x-ray diffraction of samples 

EAC ï Environmentally Assisted Cracking 

EBSD ï Electron Backscatter Detection, a technique utilised in scanning electron microscopy 

EDX ï Energy Dispersive X-Ray Spectroscopy  

EIS ï Electrochemical Impedance Spectroscopy 

EPSRC ï The Engineering and Physical Resources Council, a UK funding agency 

ESRF ï The European Synchrotron Radiation Facility, located in Grenoble, France 

FEG ï Field Emission Gun, an electron source on a scanning electron microscope 

FEI ï A microscope technology company 

FIB-SEM ï Focused Ion Beam ï Scanning Electron Microscopy 

FWHM ï Full Width Half Maximum, a parameter used to measure the width of a curve 

FZ ï Fusion Zone ï the area of a weld-joint where the two pipes have been linked with a filler 

material 

GDP ï Gross Domestic Product, a monetary measure of a countryôs goods and services 

GIXRD ï Grazing Incidence X-Ray Diffraction 

HAZ ï Heat Affected Zone, the section of pipe adjacent to a weld fusion zone where the 

microstructure has undergone changes due to the welding process 

HE ï Hydrogen Embrittlement 

ICDD ï The International Centre for Diffraction Data 

ICP-AES ï Inductively Coupled Plasma ï Atomic Emission Spectra 

ID ï Insertion Device, also known as an undulator, used in a synchrotron ring 

IR ï Infra-red, a section of the electromagnetic spectrum 

ISO ï International Organisation for Standardisation 

LINAC ï Linear accelerator, used to accelerate electrons in a synchrotron 

LPR ï Linear Polarisation Resistance 

MAGU ï Manchester Analytical Geochemistry Unit, part of the University of Manchester 

MPD ï Modular Powder Diffractometer (i.e a Philips Xôpert MPD was used for this project) 

NACE ï NACE International, a professional organisation for the corrosion control industry 
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OCP ï Open Circuit Potential 

OD ï Outer Diameter (of tubing) 

PCTFE ï Polychlorotrifluoroethene, a thermoplastic 

PDP ï Potentiodynamic Polarisation Plot 

PMMA ï Poly (Methyl Methacrylate), a thermoplastic 

PP ï Parent Plate, from which the majority of a pipe is constructed 

PTFE ï Polytetrafluoroethylene, a fluoropolymer 

PWC ï Preferential Weld Corrosion 

RE ï Reference Electrode 

RRUFF ï A database of spectral data obtained from minerals 

SCE ï Standard Calomel Electrode 

SE ï Secondary Electrons, utilised in scanning electron microscopy 

SEM ï Scanning Electron Microscopy  

SHE ï Standard Hydrogen Electrode 

SR ï Synchrotron Radiation 

SRB ï Sulphate Reducing Bacteria 

SSC ï Sulfide Stress Cracking 

WE ï Working Electrode 

XMaS ï The UK beamline (BM28) at the European Synchrotron Radiation Facility, (from X-Ray 

Magnetic Scattering) 

 

Symbols and Units 

°C ï Degrees Celcius (temperature) 

Ŭ ï Charge transfer coefficient 

Ŭ ï Polarizability (Raman ɛ-spectroscopy) 

Ŭi ï Incident angle 

ɓa ï Anodic Tafel constant 

ɓc ï Cathodic Tafel constant 

ɖ ï Overpolarisation 

ɗ ï Diffraction angle (half) 

ɚ- Wavelength 

Ý - Ohms (resistance) 

ɡ ï Frequency (Raman ɛ-spectroscopy) 

ɤ ï Angular frequency of a wave in radians  

ū ï Phase angle 

ɉ- Conversion factor 

atm ï Atmospheres (pressure) 

A ï A constant 

A ï Amperes (current) 

C ï Coulomb (charge) 
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Cdl ï Double layer capacitance 

Dhkl ï D spacing (between atoms in a material) 

E ï Potential 

Ecorr ï Equilibrium potential 

f - Frequency 

F ï Faradayôs constant (96485 C mol
-1

) 

FeSm ï Mackinawite polymorph of iron sulphide 

G ï Free energy 

ȹG
0
 ï Free energy change at standard conditions (298K and 1 atm) 

ȹG
ÿ
 - Activation energy barrier 

h ï Hours (time) 

Hsol(a) ï Henryôs constant for solute a 

i = Current 

i0 ï Exchange current 

ia ï Anodic current 

ic ï Cathodic current 

imeas ï Measured current 

j - Ѝ ρ 

J = Flux of substance 

K ï Kelvin (temperature) 

Kcorr ï Corrosion rate constant 

Ksol(a)/Ksp(a) ï Solubility constant for solute a 

L ï Litres (volume) 

m ï Metres (distance) 

mol - Moles  

M ï Molar 

Mw ï Molecular weight 

n ï (i.e ne
-
) Integer number 

ppb ï Parts per billion 

ppm ï Parts per million 

pH ï Potential of hydrogen 

pKa ï Acid dissociation constant on a negative log scale 

Pa ï Pascals (pressure) 

Ptotal ï Total pressure of a system 

PCO2 ï Partial pressure of CO2 

PH2S ï Partial pressure of H2S 

Q ï Charge produced when M moles of material are ionised 

R ï Universal gas constant (8.314 J mol
-1

 K
-1

) 

Rp ï Polarisation resistance 

Rs ï Solution resistance 
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SS(FeCO3) ï Supersaturation of FeCO3 

T ï Temperature 

v ï Corrosion rate 

V - Volts (potential) 

W ï Watts (power) 

y ï Years (time) 

z ï Number of electrons transferred 

Z ï Impedance 

Zô ï Real impedance 

Zôô ï Imaginary impedance 
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Chapter 1: Introduction 

 

Despite efforts to move away from a dependence on fossil fuels towards renewables, modern 

society is still heavily reliant upon the petrochemical industry, not just for fuel but also feedstocks 

for items such as plastics. Recent price drops in the price per barrel of oil for a variety of reasons 

have reduced global investment in upstream facilities (e.g. exploration and production wells), yet 

energy demand is still projected to increase and oil will account for a significant percentage of this 

[1], [2]. At the same time, internal corrosion due to acid gases is a significant cause of failures in 

petroleum related industries [3], [4], and these failures can have devastating environmental and 

economic impact [5]. It is therefore imperative to understand this type of corrosion, and how to 

manage it effectively.  

 

Despite the availability of better performance materials, carbon steel is still primarily used in the oil 

and gas industry in many upstream areas due to easy availability and fabrication at low cost [6]. 

Carbon dioxide (CO2) and hydrogen sulfide (H2S) are present in substantial volumes, acidifying the 

aqueous environment, which leads to the internal corrosion of these carbon steel pipelines. This 

ósweetô (CO2) corrosion and its mechanisms have been well studied [7]ï[10] and whilst ósourô (H2S) 

corrosion has long been known to be a concern [11] agreement over mechanisms is limited in 

comparison [12]ï[15]. The solid corrosion products formed in both cases, which can be protective, 

are usually simply labelled yet are often more complex, and the formation is often dependent upon 

the specific environmental conditions. In the case of sweet systems, iron carbonate (FeCO3) forms 

[7], [16]ï[18] with iron hydroxycarbonate (Fe2(OH)2CO3) [19]ï[21] and iron oxides [22] also seen. In 

sour systems a variety of iron sulfides are possible, chiefly mackinawite (FeS) at lower 

temperatures/pressures, although other forms such as troilite (FeS), pyrrhotite (Fe1-xS) and pyrite 

(FeS2) may also form [12], [23]. By understanding the corrosion process and how the local 

environmental conditions affect the corrosion products formed improvements can be made to 

failure prevention methods. 

 

The aim of this project, therefore, has been to take a fundamental approach to research into oilfield 

corrosion scaling, building upon previous work done within the research group upon sweet 

corrosion [24] and begin investigations into sour corrosion scaling. This has been carried out 

through a variety of avenues, including investigations into scale composition and modification. 

Given hydrogen sulfide gas is flammable and toxic even in small doses, experimental equipment 

and procedures suitable for investigations using carbon dioxide have required alteration and 

installation within a designated laboratory space. In keeping with the ethos of safety, the decision 

has been taken to begin work by not using pure H2S, but 1% H2S in N2 gas. In an effort to 

understand the fundamentals of the issue, work has continued by keeping the number of variables 

as few as possible. Although carbon steel is often used within the industry, here high purity iron 

samples have been used for the bulk of work presented here to eliminate microstructural effects, 

and static solutions have been used throughout to avoid flow effects.  
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Regarding the structure of this thesis, it consists of 9 chapters (including this one). Chapter 2 

provides a basic overview of corrosion theory, whilst Chapter 3 highlights the state of research 

regarding sweet and sour corrosion, as well as a basic introduction to the difficulties it creates 

within the petrochemical industry. Chapter 4 details the variety of experimental techniques used 

within this work, along with simple explanation of the principles underpinning their operation and 

specific details of equipment used. Chapters 5-8 present the results of the experimental 

investigations undertaken. All work has involved characterising scale formation and growth via in 

situ electrochemical methods before utilising a variety of ex situ methods to elucidate the scale 

composition and morphology. The majority of work has been carried out upon high purity iron 

samples, in óstaticô solutions in an effort to reduce the variables involved. Chapter 5 begins the 

work by studying the solid corrosion products formed upon samples immersed in CO2-saturated or 

H2S/N2-saturated deionised water solutions over short immersion times at a variety of temperatures 

and pHôs. Chapter 6 extends this work by investigating the effect of immersion duration on a 

particular set of sour scaling conditions. Chapter 7 provides a variation in subject by using an 

organic additive to alter the morphology of sweet scale produced at a condition known to produce 

solid corrosion product, in an effort to make scale more protective. The final experimental chapter 

(Chapter 8) concerns an in situ synchrotron GIXRD study using an electrochemical cell to 

investigate sweet scale composition over an X-65 weld-joint in an effort to examine preferential 

weld scaling. Concluding this work, Chapter 9 summarises work carried out, and discusses 

possible areas for future work.  

 



 Chapter 2: Corrosion Theory  

29 

 

Chapter 2: Corrosion 
Theory 



 Chapter 2: Corrosion Theory  

30 

 

Chapter 2: Corrosion Theory 

2.1. The Basics of Corrosion 

2.1.1. Overview 
 

Corrosion is usually considered the undesirable ódegradation of a metal by an electrochemical 

reaction with its environmentô [25], although other non-metallic materials may be susceptible to 

corrosion mechanisms and so must be considered when evaluating systems. As most metals do 

not naturally exist in their elemental state in the environment, they often hold an amount of energy 

that has been input to separate the ópureô metal from its ore. This means they are in a metastable 

state and are able to undergo electrochemical reactions (involving charge flow) with their 

environment to return to a lower free energy level, which is the driving force for many corrosion 

reactions.  

2.1.2. The Electrochemical Cell 
 

Electrochemical reactions involving corroding metals are reduction-oxidation (redox) reactions 

wherein both electron loss (oxidation) and electron gain (reduction) reactions occur. The oxidation 

(anodic) process occurs on an electrode (a boundary between a metal and an aqueous 

environment) called an anode and the reduction (cathodic) reaction occurs at a cathode. These two 

electrodes must be connected in a manner that allows electron flow and be immersed in an 

aqueous environment that allows ionic flow. As such the cathode/anode can either be separate but 

conductively linked, or different areas on the same metal substrate. Removing any one of these 

features will impede corrosion electrochemistry, as mass/charge transfer cannot occur. Figure 2-1 

shows a basic corrosion cell.  

 

Figure 2-1: Schematic of a basic aqueous corrosion cell. Four elements are required for 

corrosion to take place: An anode, a cathode, an electrical connection and a suitable electrolyte. 
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An anode will corrode by losing electrons to form discrete charged ions from the original neutral 

metal: 

M Č M
n+

 + ne
-
 (2.1). 

 

These ions will enter the electrolyte and will either remain in solution or combine with other species 

present to form insoluble corrosion products that can be either helpful or harmful. The cathode acts 

as a location where electrons produced from the anodic half-reaction are consumed and will 

usually not corrode. Depending upon the composition of the local environment several reduction 

half reactions can occur, e.g. 

 

In deoxygenated/low pH solutions, hydrogen evolves: 

 

H
+
 + e

-
 Č H (2.2); 

2H Č H2 (2.3). 

 

In oxygenated, neutral or alkaline conditions O2 reduction is the primary cathodic reaction: 

 

2H2O + O2 + 4e
-
 Č 4OH

-
 (2.4). 

 

In acidic solutions, O2 reduction can occur slightly differently: 

 

O2 + 4H
+
 + 4e

-
 Č 2H2O  (2.5). 

 

Although more than one type of oxidation or reduction reaction may occur, the anodic and cathodic 

half-reactions must occur simultaneously and can be written in a combined form to illustrate the 

corrosion reaction overall. As an example, iron placed in (nearly neutral, oxygenated) water will 

undergo the following redox reactions: 

 

Fe Č Fe
2+

 + 2e
- 
 (2.6); 

O2 + 4H
+
 + 4e

-
 Č 2H2O (2.7). 

 

These two half reactions can be combined to produce an expression for the overall reaction: 

 

2Fe + 2H2O + O2 Č Fe
2+ 

 + 4OH
- 
Č 2Fe(OH)2 Ď, (2.8); 

 

where ferrous hydroxide will precipitate from solution before oxidising to form the ferric salt 

Fe(OH)3 [26]. 

 

 



 Chapter 2: Corrosion Theory  

32 

 

2.1.3. The Thermodynamics and Kinetics of Corrosion 
 

All systems can be considered to contain an inherent energy known as the free energy (G), which 

is the amount of internal energy available for reactions to occur. It cannot be measured precisely, 

only relative to other systems. The Second Law of Thermodynamics can be expressed in several 

different ways, such as this statement published in 1854 by Clausius [27] :  

 

óHeat can never pass from a colder to a warmer body without some change, connected therewith, 

occurring at the same timeô 

 

In relation to corrosion, it may be considered that any spontaneous change in an isolated system 

will increase the entropy of that system. Put simply, a system will not corrode spontaneously unless 

the system is moving from a high free energy to a low free energy state.  

 

Symbolically, the difference in free energy between states of a corroding system is noted as ȹG, 

with a system releasing energy denoted as negative and absorbing energy as positive. Therefore, 

a negative ȹG will indicate the possibility a spontaneous reaction may occur. ȹG is dependent 

upon the temperature of the system and can be calculated using the following equation: 

 

ȹG = ȹG
0
 + RTlnJ (2.9); 

 

where ȹG
0
 is the free energy change at the standard state parameters of 298K and 1 atm 

pressure, R is the universal gas constant and T is the temperature in K. J is defined for the 

following reaction as: 

 

Ὡὃ Ὢὄ ČὫὅ ὬὈ (2.10); 

ὐ    (2.11). 

Strictly speaking it is not simply the concentration of a species present (as per 2.11) that must be 

considered but the activity of that species [28]. Using the relationship given in equation (2.12), ȹG 

can also be equated to the potential difference and charge transfer occurring during a corrosion 

(electrochemical) reaction: 

ȹG = (-zF)E (2.12); 

z is the number of electrons transferred, F is Faradayôs constant (the charge carried by one mole of 

electrons, 96485 C mol
-1

) and E is the potential in volts. To ensure the equation is consistent with 

the convention of negative charge on electrons, the equation requires a negative sign, and overall 

this indicates that for spontaneous reactions potential values will be positive. By denoting the 

values in (2.12) as those for standard conditions, we can substitute this into (2.9) (J has been 
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written in a general form indicating the product of concentrations raised to their stoichiometric 

coefficients): 

ᾀὊὉ ᾀὊὉ ὙὝὰὲ  (2.13). 

This can then be simplified by dividing by ïzF: 

Ὁ  Ὁ ὰὲ  (2.14). 

Equation (2.14) is better known as the Nernst equation and is often written converted into base 10 

logarithms with constants substituted by numerical values: 

Ὁ  Ὁ
Ȣ
ὰέὫ  (2.15). 

This equation is important for corrosion calculations as the potentials calculated for half-reactions 

will indicate if thermodynamically the reaction will be favoured [25]. The ability of a metal to corrode 

does not, however, indicate the rate at which it will corrode; the activation energy (ȹG
ÿ
) is a barrier 

between the metal and the corrosion product that must be overcome and the size of which will 

dictate the corrosion reaction rate. This barrier is shown in Figure 2-2. 

 

 

Figure 2-2: A schematic showing the differences in free energy levels between a metal and its 

corrosion products. ȹG
ÿ
 is the activation energy barrier the reaction must overcome to be able 

to corrode.  
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Both the anodic and cathodic half-reactions will have a rate of reaction which can be written in the 

form: 

v = kcorr[reactants]  (2.16); 

 

where v is the corrosion rate and kcorr is the rate constant which can be defined as: 

 

kcorr = Aexp(-ȹG
ÿ
/RT) (2.17). 

 

A is a constant, R is the universal gas constant and T is the temperature. Therefore, the corrosion 

rate can be considered to be: 

 

v = Aexp(-ȹG
ÿ
/RT)[reactants] (2.18). 

 

The corrosion rate may be measured by recording the current, or current density (when normalised 

to area) flowing. The corrosion rate can be equated with the current density (icorr) by examining 

Faradayôs law of electrolysis: 

 

Q = zFM (2.19); 

 

where Q is the charge produced when M moles of material are ionised. When differentiated with 

respect to time,  

 

ᾀὊ  (2.20). 

This can become: 

i = zFJ  (2.21); 

 

by equating the flux of substance, J, with dM/dt and noting that dQ/dt is the same as current, i, 

which can be converted to current density when normalised to area. Knowing the corrosion rate in 

material terms can be equated with current density, corrosion rate in a value such as mm/year can 

be obtained by conversion using Tafel constants, which are further explained below and in Chapter 

4.  

 

Under steady state conditions the anodic and cathodic currents (rates) are the same but reversed; 

ia = ic and so the net current cannot be measured as it is equal and opposite. This is referred to as 

the exchange current, io. Assuming the amount of reactants can considered to be constant they 

may be included in the constant A to become A0, therefore equation (2.18) becomes: 

 

Ia = ic = i0 = A0exp(-ȹG
ÿ
/RT) (2.22). 
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In a simple situation, when a metal is placed within an electrolyte and metal dissolution and 

replating are the only possible reactions, the metal can begin to dissolve allowing metal ions to 

enter the electrolyte. However, it is also possible these ions may replate back onto the metal 

surface, which for a divalent metal can be written as: 

ὓ 
Ὥ
ᵮ
Ὥ
ὓ ςὩ  (2.23). 

This system at equilibrium is not corroding; to corrode the anodic dissolution rate must be faster 

than that of cathodic reduction meaning that the free energies of the metal and ions are not equal. 

The difference between the equilibrium potential (i0 = Ecorr) and that of the corroding system is 

known as overpolarisation, (ɖ). Considering (2.12), if anodic polarisation is defined as Ŭɖ and 

cathodic as (1-Ŭɖ) a new expression for activation energies for the forward and backward reactions 

can be defined and the rate equations can be altered to: 

 

Ὥ  ὃÅØÐ
Ⱥ ɗ

ÅØÐ  (2.24); 

Ὥ  ὃÅØÐ
Ⱥ ɗ

ÅØÐ  (2.25); 

 

Rearrangement and substitution into (2.22) gives: 

 

Ὥ  ὭÅØÐ  (2.26); 

Ὥ  Ὥ ÅØÐ  (2.27). 

 

As the current flow is a combination of the anodic and cathodic rates, the measured current will 

become: 

 

Ὥ ὭÅØÐ ÅØÐ  (2.28). 

 

This equation is the Butler-Volmer equation, and can be used to derive the Tafel equations: 

 

– ‍ὰέὫὭ ‍ὰέὫὭ (2.29); 

– ‍ὰέὫὭ ‍ὰέὫὭ (2.30); 

 

where ɓa and ɓc are the anodic and cathodic Tafel constants: 

 

‍  
Ȣ

 (2.31); 

‍  
Ȣ

 (2.32). 
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In more typical real world scenarios a metal will act as a mixed electrode, supporting different 

anode and cathode reactions. On such a mixed electrode it can be considered that the 

anodes/cathodes form randomly and may move about the surface, often leading to a uniform 

corrosion across a surface. One way to visualise the mixed kinetic behaviour of a metal is an 

Evans diagram, which plots voltage against log current density for each type of reaction occurring 

in a cell.  

 

A schematic Evans diagram is displayed in Figure 2-3, for an iron sample immersed in an acidic 

solution. When plotted on a logarithmic scale, polarisation behaviour appears linear for both the 

oxidation and reduction equilibria that occur upon the sample (2.33 and 2.34). When the individual 

half reactions are combined, the mixed potential, i.e the exchange current, is obtained. 

 

Fe(s)    PFe
2+

 + 2e
-
 (2.33); 

2H
+
 + 2e

-
  PH2  (2.34). 

 

 

Figure 2-3: A schematic Evans diagram for a mixed electrode state of iron corrosion in acid. 

Modified from [29]. 

This simplified diagram is theoretical and can be related to the experimental data obtained when  a 

potentiostat is used to perturb the voltage and record the current response [29]. Theoretically, a 

graph similar to Figure 2-4 (left) would be produced, with ia recorded above Ecorr, and ic recorded 
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below. However, in reality in the region close to Ecorr the recorded response is a mixture of ia and ic, 

leading to the non-linear behaviour seen in Figure 2-4 (right). These plots of E vs log i close to the 

exchange current are referred to as Tafel plots as the linear behaviour of the branches follow the 

form of equations (2.31, 2.32). 

  

 

Figure 2-4: Left: Theoretical Tafel plot showing the relationship between potential and current 

density (on a log scale). The gradient for the cathodic branch is equal to ‍, and the anodic 

branch is equal to ‍ . Right: A more realistic Tafel plot, where close to Ecorr the branches 

deviate from linear behaviour as the contribution from the opposing current becomes non-

negligible. Modified from [29]. 

The rate of a reaction is determined by the slowest step in the process, known as the rate-

determining step. In some reactions this may lead to the overall process being activation 

controlled, where the rate is determined by the ability of the reaction to overcome the activation 

energy barrier for the process. However, in situations where large currents are present the system 

may become diffusion controlled, where active species cannot be replenished at the surface 

quickly enough to accommodate charge transfer and this movement then becomes the rate 

determining step. 

 

The environment is just as important a factor to corrosion behaviour as the metal itself; one such 

way of further analysing a system is that of a Pourbaix diagram. A Pourbaix diagram, constructed 

of calculations from Nernst equations, shows the relationship between potential and pH for each 

thermodynamically possible product in a corroding system. Figure 2-5 shows a Pourbaix diagram 

for a Fe-H2O system. Depending upon pH, different solid and dissolved species may be stable 

therefore one use of a Pourbaix diagram can be to analyse when the metal in question can 

undergo active corrosion, passivation or immunity to corrosion [30].  
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Figure 2-5: Pourbaix diagram for the iron water system at 25°C, considering Fe, Fe3O4 and 

Fe2O3 as the only solid systems. Dashed line (a) indicates the hydrogen line, below which 

hydrogen will evolve on an immersed electrode. Dashed line (b) indicates the oxygen line, 

above which oxygen evolution occurs. Between the two dashed lines water is stable. 

Reproduced from [31]. 

2.1.4. Forms of Corrosion 
 

Under the general umbrella term of corrosion, the conditions under which a metal finds itself will 

often indicate the type of corrosion that will occur, with particular environments causing corrosion to 

occur in diverse ways. Some of these forms are briefly listed here: 

 

Uniform Corrosion: Also known as general corrosion, uniform corrosion is the most common form 

and generally proceeds across the whole surface of an exposed area. The metal in question 

deteriorates until it becomes thin enough to fail. Generally, corrosion engineers can consider 

uniform corrosion simply compared to other methods of attack as it can be estimated with simple 

testing [26]. 

 

Crevice Corrosion: Crevice corrosion is a localised corrosion that will occur when the geometry of 

the electrochemical cell includes crevices or other stagnant areas of electrolyte. The stationary 

behaviour of the electrolyte will create an oxygen-deprived area, as all oxygen present is 
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consumed by the oxygen reduction reaction but cannot be replenished. The local pH will decrease 

as the metal hydrolyses, further corroding the metal. This process then accelerates as the metal 

ions produced hydrolyse and further lower the pH [25]. 

 

Pitting Corrosion:  Pitting corrosion preferentially corrodes areas of a metal where there is 

heterogeneity from the rest of the surface such as a scratch, composition alteration or dislocation 

within the metal. Once corrosion begins to form a metastable pit, the corrosion chemistry will occur 

similarly to crevice corrosion with a local change in the solution chemistry compared to the bulk 

exacerbating the pit growth [25]. Pitting is destructive and dangerous as it is difficult to predict and 

failure can occur suddenly.  

 

Erosion Corrosion: Erosion corrosion occurs when mechanical abrasion occurs due to flow of the 

electrolyte across the surface. This wear can be intensified when solid particulates are present in 

the solution to impinge on the surface or the geometry of the metal causes uneven flow (such as 

ends in pipe). In the case of metals that produce passive, protective films, corrosion can be further 

amplified by the breakdown of these films by erosion, leading to increased attack [26].  

 

Environmentally Assisted Cracking: Environmentally assisted cracking (EAC) is an environmentally 

assisted mechanical failure of a metal. When a tensile stress is applied to a metal with a 

susceptible microstructure in a corrosive environment, cracks will propagate and eventually cause 

failure. EAC mechanisms can vary depending upon the factors contributing to failures.  

 

Hydrogen Embrittlement: A variety of types of environmentally assisted cracking caused by the 

presence of hydrogen may be labelled hydrogen embrittlement (HE). Atomic hydrogen can 

penetrate into a metallic structure and diffuse to the plastic zone (where the region is undergoing 

plastic deformation) ahead of a crack. Once at this area, brittle fracture can occur via one of two 

main mechanisms: lattice decohesion or hydrogen-enhanced localised plasticity (HELP). Lattice 

decohesion degrades the strength of a material by decreasing the cohesive nature of the 

crystallographic bonds, whilst the HELP mechanism suggests hydrogen creates macroscopic 

failures by improving dislocation mobility in the crystal structure, increasing shear and ductile 

rupture processes. It is also possible for the atomic hydrogen to form hydrides at crack tips and 

cleave when they reach a critical size. This lengthens the crack, and the mechanism may begin 

again [32].   

 

Sulfide Stress Cracking: Sulfide stress cracking (SSC) is a type of HE of particular interest to the oil 

and gas industry, where the hydrogen sulfide in a sour environment reacts with the metal to 

provide the hydrogen. The low pH of the environment due to H2S or CO2 may also depassivate 

alloys, increasing proton discharge [33]. 
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Chapter 3: Literature Review 

3.1. Corrosion in the Oil and Gas Industry 

3.1.1. Overview 
 

Oil and gas production is an important industry, providing hydrocarbon products used not just for 

fuels, but also as feedstocks for items such as plastics and fertilizers.  The industry has more 

recently seen a downturn in price per barrel, from $115/barrel in mid-2014 to $50/barrel in 2015. 

This price drop, due to a variety of economic reasons leading to reduced demand growth and 

increased supply, has caused a decrease in global upstream investment by ~20% from 2014-2015. 

Worldwide energy demand was 13530 million tonnes of oil equivalent (Mtoe) in 2013, but this 

demand is still projected to increase by anywhere from 12-45% by 2040 [1]. In 2015, this energy 

demand was met by primarily fossil fuels; with oil accounting for 32.9% of global energy 

consumption [2]. This reliance on oil and other fossil fuels is projected to remain strong, even with 

a downturn in investment in upstream production. As production wells age, it is therefore of 

importance to understand the corrosion behaviour occurring to prolong life.   

3.1.2. Production 
 

The majority of oil and gas reserves are located deep below the surface of the earth often 

dispersed in permeable rock that is trapped from reaching the surface. If these reservoirs of 

trapped hydrocarbons are deemed viable, exploratory work will be carried out before a production 

well is installed. This portion of the industry is referred to as óupstreamô. Once produced, the 

hydrocarbon product will be transported and refined, before being packaged and sold by 

ódownstreamô facilities. Initially, most wells will be free flowing due to underground pressure but as 

they age, measures such as additional wells or chemical treatment will be used to extend the 

lifetime of the facility. Hydrocarbon reservoirs may be on or off-shore (as shown in Figure 3-1) and 

as such, the equipment used will be tailored to the environment and its challenges [34]. 

 

Figure 3-1: Offshore Drilling platform options. Reproduced from [35]. 
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An oil well will contain a mixture of hydrocarbons, as well as other organic or inorganic species 

including water; different wells will have a different composition.  

3.1.3. Equipment 
 

Basic elements of a well will remain the same regardless of purpose or location; a borehole will be 

drilled, casings installed to maintain stability and production tubing put in place (Figure 3-2). 

Production fluids will then flow to the surface, where they will encounter a wellhead at the surface. 

From there, fluids will be transported (to the surface initially in an off-shore well) through pipework 

to a collection facility before being sent downstream for refining. Despite knowing there are better 

performing materials available, the oil and gas industry still primarily uses carbon steel in upstream 

facilities due to its easy availability and machinability; at least 80% of all components in refineries, 

plants and pipelines are carbon steel [6]. Corrosion inhibitors and coatings are used to keep 

corrosion damage under control at a lower cost than using more protective materials.  

 

 
 

Figure 3-2: Left: Example of borehole with casing tubing. Reproduced from [35]. Right: Photograph 

of an on-shore wellhead. Reproduced from [36]. 

3.1.4. Corrosion Concerns 
 

Corrosion has long been known to be a significant cost for industrialised societies. Indeed, an 

estimated 3.4 % of the global GDP was spent on it in 2013, with a recent NACE study suggesting 

15 - 35 % of this cost could be saved by correctly utilising available corrosion control practices [37]. 

Focussing on oil and gas production, corrosion is generally accepted to be the largest cause of 

failure, ahead of fatigue and mechanical damage. As indicated by the data in Table 3-1, CO2 and 

H2S related corrosion, the themes of this thesis, account for almost 50% of all oilfield corrosion 

related failures [3]. It is interesting to note preferential weld corrosion was a significant factor also, 

and is investigated as part of this thesis in Chapter 8. A short literature review related to weld 

corrosion can be found at the start of that chapter. 
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Type of Failure Total Failure (%) 

CO2 related 28 

H2S related 18 

Preferential weld 18 

Pitting 12 

Erosion Corrosion 9 

Galvanic 6 

Crevice 3 

Impingement 3 

Stress Corrosion 3 

Table 3-1: Corrosion failures in the oil and gas industry. Data taken from [3]. 

Historically, CO2 and H2S related oilfield corrosion has long been known to be a significant cause 

of corrosion failure in carbon steel pipelines, since as far back as the 1940s and has been the 

subject of extensive research (particularly sweet systems) [11], [38].  

3.1.5. Sweet and Sour Conditions 
 

Upstream, CO2 and H2S, known as acid gases, can be present in substantial volumes, acidifying 

production fluids and intensifying internal corrosion. These gases can either be an intrinsic part of 

the oil/gas reservoir, or may (in the case of CO2) have been added intentionally, to aid production. 

An environment containing CO2 is usually referred to as sweet, whilst an environment with a certain 

amount of H2S will be referred to as sour. Reservoir souring, wherein the sour nature of a well will 

increase over time, due to sulphate reducing bacteria (SRB), is a known issue where the risks of 

sour corrosion and microbially induced corrosion are heightened. SRB will anaerobically respire to 

produce H2S via equation (3.1) and can be introduced into a well in the seawater used for 

secondary recovery [39], [40]. 

 

SO4
2-

 + organic carbon Č H2S + H2O + CO2  (3.1). 

 

Production fluids do not contain dissolved oxygen initially, and if it is introduced into the system it 

can cause severe corrosion problems [41]. Concerning whether or not the environment is sour, 

there is no one specific rule/test  as different locations/companies will set their own limits. Several 

guidelines have been produced suggesting at what point a well is sour, such as the limits given in 

Table 3-2, taken from the Canadian standard CSA Z662.  

Service Sour Service Limit 

Gas Partial Pressure >0.35 kPa 

Multiphase System  

 -   Pressure < 1.4 MPa > 50 mmol/mol H2S in gas phase 

 -   Pressure Ó 1.4 MPa > 70 kPa partial pressure of H2S in gas phase 

Table 3-2: Definition of sour service according to CSA Z662 [42]. 
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The NACE/ISO standard MR0175/ISO 15156 [43], [44] is used to determine suitability of materials 

for sour service, and defines severity of sour service in relation to the SSC behaviour of a 

carbon/low-alloy steel taking into account the pH of the well (Figure 3-3). These standards do not 

relate to more general corrosion caused by H2S. BP uses this standard, along with a general rule 

that all systems with 10 mol % or more H2S are regarded as sour [45]. It should be noted that given 

the possibility of an increase in the presence of H2S will be seen over the duration of a wellôs 

lifetime, many oil companies now typically design wells in accordance with sour service standards 

[46]. 

 

 

Figure 3-3: Regions of environmental severity with respect to the SSC of carbon and low-alloy 

steels. Reproduced from [44]. 

3.2. Sweet Corrosion 

3.2.1. Mechanism 
 

CO2 gas is not corrosive at the temperatures and pressures found in oil and gas production. 

However, once introduced to an aqueous environment internal corrosion becomes an issue. At 

their most basic, given the metal involved is steel, the anodic and cathodic corrosion reactions can 

be considered to be: 

Fe(s) Č Fe
2+

(s) + 2e
-            

 (3.2); 

2H
+
 + 2e

-
 Č H2   (3.3). 

 

Where the iron of the substrate anodically dissolves when in a water solution (3.2). The presence 

of hydrogen ions may be explained by the acidic solution formed when CO2 gas dissolves in 
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solution, then hydrates to form the weakly acidic carbonic acid (3.4, 3.5). In an open system (i.e. 

the partial pressure of CO2 is constant) the solubility of CO2 is dependent upon the temperature 

and ionic strength of the solution and the concentration of dissolved CO2 can be calculated using 

Henryôs law (3.6) [47]. 

 

CO2(g) ᵮ CO2(aq)   (3.4); 

CO2(aq) + H2O(l) ᵮ H2CO3(aq)  (3.5); 

Ὄ         (3.6). 

 

Ksol(CO2) is the solubility constant for CO2 and pCO2 and cCO2 are the partial pressure and 

concentration of CO2 respectively. The solubility of CO2 decreases as temperature increases, but 

the hydration constant for dissolved CO2 is slow and relatively unchanged over the temperature 

range investigated in this thesis (30 - 80°C) [47] . This hydrated CO2 (carbonic acid) can weakly 

dissociate (pKa ~ 3.6 at 25°C) to form a bicarbonate anion (3.7) and may also dissociate a second 

time to form a carbonate anion (pKa ~ 10.32) (3.8) [48]. 

 

H2CO3(aq) ᵮ HCO3
-
(aq) + H

+
(aq) (3.7); 

HCO3
-
(aq) ᵮ CO3

2-
(aq) + H

+
(aq)  (3.8). 

 

The mechanism of carbon steel corrosion in CO2 environments is complex and several 

mechanisms have been proposed for the rate determining step [7], [49], [50]. De Waard and 

Milliams proposed in 1975 [10] that carbonic acid will reduce upon steel surfaces directly (3.9). 

Subsequently, H atoms recombine to form hydrogen gas and bicarbonate ions will recombine with 

H
+
 from the bulk solution (3.10): 

H2CO3 (aq) + e
-
 ᵮ Hads + HCO3

-
(ads)

  
(3.9); 

HCO3
-
 + H

+
 ᵮ H2CO3, 2H Č H2  (3.10). 

Ogundele and White [51] suggested that in more alkaline conditions the carbonate anion will be the 

one reduced directly (3.11) via (3.12, 3.13): 

HCO3
-
 + e

-
  Č Hads + CO3

2- 
(3.11); 

 

HCO3
-
 + e

-
 Č Hads + CO3

2-
 (3.12); 

HCO3
-
  + Hads + e

-
 Č  H2 + CO3

2-
 (3.13). 

 

More recently, Crolet et al., argued that the De Waard and Milliams mechanism was founded upon 

questionable underlying assumptions and proposed CO2 may directly act upon the anodic 

dissolution of iron, via formation of an intermediate species consisting of iron with a carbonic 
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species acting as a chemical ligand in a catalytic role, with different mechanisms dominant in 

different pH ranges [52], [53]. In a 2007 review paper, NeŜiļ summarises many researchers 

assume cathodically the following reactions are occurring independently [50]: 

 

2H
+
 + 2e

-
 Č H2    (3.14); 

2H2CO3 +2e
-
 Č H2 + 2HCO3

-
 (3.15); 

 

NeŜiļ et al., have suggested a series of mechanisms for CO2 corrosion, acknowledging the 

protective layer of iron carbonate produced is crucial in predicting corrosion rates [16], [54], [55], 

[56]. Fe
2+

 ions in solution may react with the bicarbonate anions (amongst others) in solution to 

produce solid corrosion product. The primary solid corrosion product observed is iron carbonate 

(FeCO3, siderite), although others have been observed. An overview of some commonly observed 

species is presented in the next section, along with a short discussion of how their precipitation 

occurs. 

3.2.2. Sweet Corrosion Products 
 

It is important to understand the composition and morphology of the solid corrosion products 

formed in carbonate systems, as under certain conditions solid product layers may act as a 

protective barrier, reducing corrosion rates and the need for inhibition. As a flipside to this, if these 

barriers break down localised corrosion may be enhanced, and so understanding the properties 

and lifecycle of these layers is key. The most commonly reported scale, siderite (FeCO3) is an iron 

carbonate, although other products are reported, namely chukanovite (Fe2(OH)2CO3) and 

magnetite (Fe3O4). As upstream systems are deoxygenated research is done in the absence of 

oxygen where possible, as ingress may introduce oxides such as FeO and Fe(OH)2 into the 

corrosion product mixture.  

3.2.2.1. Siderite 
 

Siderite (FeCO3) is an iron carbonate mineral from the calcite (CaCO3) group. Commonly found 

within iron-rich sedimentary and metamorphic rocks, it belongs to the Rσὧ space group in the 

hexagonal system (Figure 3-4 left). In laboratory testing, siderite is often described as displaying a 

cuboidal, rhombohedral or prismatic morphology [24], [57]ï[60] (Figure 3-4 right) and is frequently 

observed as the dominant corrosion product in a variety of conditions [7], [9], [61].  
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Figure 3-4: Left: Ball and stick rendering of the siderite crystal structure: oxygen (red), iron 

(yellow) and carbon (purple) atoms are displayed. Unit cell data taken from [62] to produce the 

image in CrystalMaker software. Right: SEM image of FeCO3, reproduced from [59].  

It will precipitate (3.16) in solid form out of aqueous solutions when the concentration of Fe
2+

 and 

CO3
2-

 ions exceed the solubility limit [62]. The solubility constant of FeCO3 has been determined by 

several authors [63], [64], notably Sun et al., [61] who accounted for parameters such as the 

temperature and ionic strength of the solution. 

 

Fe2+
(aq) + CO3

2-
(aq)  FeCO3(s) (3.16). 

 

For significant precipitation to occur, supersaturation ( ὛὛ  must occur where the 

concentration of ions in solution appreciably exceed the solubility limit. The degree of this may be 

described by equation (3.17): 

ὛὛ   (3.17). 

 

Crystal formation can be considered a supramolecular process in which an ordered array is 

produced from randomly orientated species via nucleation and crystal growth. Nucleation occurs 

when a new crystal nucleus is formed, either homogeneously within a solution, or heterogeneously, 

by occurring on an existing surface such as a crystal or ódustô. Once a nucleus reaches a critical 

size (at which it is more likely to grow than redissolve back into the solution), crystal growth occurs 

and the flux of growth units joining the crystal exceeds the flux leaving. Crystal growth may 

proceed at different speeds on the same crystal as the ability of a growth unit to attach is 

determined by the lattice properties, which may be different on two faces [65]. 

 

The morphology of a crystal, also called its form or habit, is its overall shape and is influenced by 

the symmetry of its unit cell and the relative growth rates of crystal faces. This means it may be 

heavily influenced by external factors such as temperature and level of supersaturation [65]. 

Although some carbonates exhibit polymorphism (more than one crystal structure) iron carbonate 

has been noted to only have one form [66]. It has been suggested by Ingham et al [67] that an 
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amorphous ferrous carbonate (first synthesized by Sel et al., [66]) may act as a precursor for 

nucleation of crystalline siderite (and chukanovite).  

3.2.2.2. Chukanovite 
 

Chukanovite (Fe2(OH)2CO3) is an iron hydroxide-carbonate belonging to the monoclinic P21/a 

space group and has been officially recognised by the International Mineralogical Association since 

2005. Initially observed as a corrosion product in a hot-water exchanger in 1976 [68] it has also 

been detected on archaeological objects corroded in anoxic conditions [19], [69] and was named 

after a Russian mineralogist (N.V. Chukanov) following discovery in an iron meteorite [70]. The 

structure of chukanovite (Figure 3-5 left) has been determined to be similar to malachite and other 

rosasite-group species, with ócorrugatedô octahedral layers running parallel to each other with 

carbonate triangles inserted into the frame, providing intra- and inter-linkage [70], [71]. Visually, 

chukanovite has been observed by SEM in different morphologies dependent upon conditions, e.g. 

as plate-like crystals on carbon steel [24], [72] (Figure 3-5 right), spherulites in meterorites [70], or 

folded layers in synthetic analogues [71]. 

 

 

Figure 3-5: A: Ball and stick rendering of the chukanovite crystal structure: oxygen (red), iron 

(yellow) and carbon (purple) atoms are displayed (H omitted). Unit cell data taken from [71] to 

produce the image in CrystalMaker software. B: SEM image of chukanovite crystals formed 

upon corroded steel, reproduced from [72]. 

In comparison to siderite, chukanovite is less frequently observed in laboratory studies related to oil 

and gas corrosion. Instances include upon X-52 steel [73], X-65 steel [58], high purity iron [24] and 

in synchrotron studies upon carbon steel by De Marco et al., [74], Chan [22] and Ko et al., [75], 

[76]. Azoulay et al., have determined via Pourbaix diagrams that in carbonate containing solutions, 

chukanovite can form in anoxic conditions upon corroding steel, that it will form in neutral or slightly 

conditions dependent upon carbonate concentration, and it is metastable with respect to siderite 

regardless of pH / [CO3
2-

] condition [77],  [78].  
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3.2.2.3. Magnetite 
 

Magnetite (Fe3O4 or more specifically Fe
2+

Fe
3+

2O4) is an iron oxide with an inverse spinel structure, 

belonging to the Fd3m space group [79] (Figure 3-6). Magnetite forms from ferrous hydroxide via 

the Schikorr reaction (3.18) [80], but may also form anaerobically via a ferrous ion in the right 

conditions (3.19, 3.20) [22], [81], [82]. These reactions are as follows: 

3Fe(OH)2(s) ᵮ Fe3O4(s) + H2(g) + 2H2O(l)  (3.18); 

3Fe
2+

(ads) + 4H2O(l) ᵮ Fe3O4(s) + 8H
+

(aq) + 2e
-
 (3.19); 

3FeCO3 + 4H2O ᵮ Fe3O4 + 3HCO3
2-

 + 5H
+
 +2e

-
  (3.20). 

Magnetite has been observed as a corrosion product in oil and gas corrosion, and as it is 

electrically conductive has been theorised to be contributing to corrosion galvanically [22]. Although 

magnetite has generally been noted as an product of ex situ oxidation of oilfield corrosion scaling, it 

has been noted in anaerobic laboratory studies upon carbon steel at high temperature [58], [83] 

and in low partial pressures of CO2 [22], [84]. 

 

Figure 3-6: Ball and stick rendering of the magnetite crystal structure: oxygen (red), iron 2+ 

(green) and iron 3+ (yellow) atoms are displayed. Unit cell data taken from [79] to produce the 

image in CrystalMaker software. 

3.2.3. Parameters Affecting CO2 Corrosion 
 

Several parameters can cause variation in the degree and composition of the solid corrosion 

product formed in CO2 environments, leading to a variation in corrosion rate of the underlying steel.  

3.2.3.1. Temperature 
 

Although in general higher temperatures produce accelerated chemical processes which should 

lead to increased corrosion rates, in the case of CO2 corrosion the solubility limit of FeCO3 

decreases as temperature increases [61] leading to increased precipitation of a solid product layer 
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above certain temperatures. Under specific environments this solid corrosion layer may create a 

diffusion barrier upon the steel surface, limiting the corrosion rate. Figure 3-7 reproduces a graph 

from Shreirôs Corrosion [47] displaying this effect. The exact temperature range at which scale 

formation becomes protective is still debated, as other parameters (pH, solution chemistry etc.) can 

affect the threshold temperature.  

 

Figure 3-7: The effect of temperature on CO2 corrosion rate of mild steel; pH 4, pCO2 = 1 bar, 

100 mm ID single-phase pipe flow. Points = experimental values, dotted line = model at pH 6.6 

accounting for protective FeCO3 layer, solid line = model proposed to show the effect of 

temeperature without accounting for protective layer. Reproduced from [47]. 

Many researchers have noted below 60°C, little scale formation occurs and corrosion rates may be 

increased due to the lack of a protective scale barrier which often forms somewhere between 60°C 

and 80°C [85]ï[88]. De Waard and Milliams [10] noted above 80°C all samples became passive 

within hours indicating a protective scale was formed, finding a positive linear relationship between 

pH and temperature for samples tested (5 - 80°C). Heuer and Stubbins [89] also reported above 

80°C (in a full flow system) a thick protective layer of FeCO3 slowed corrosion rates of carbon steel. 

In their mechanistic model Neġiĺ et al., [8] propose at 80°C a thick, protective layer of scale will 

form lowering corrosion rates, although at temperatures above 55°C a film that offers some 

protection should form. At even higher temperatures, the composition of the scale can be 

considered to further change, with magnetite observed at 200- 250°C by Tanupabrungsun et al., 

[58].  

3.2.3.2. Partial Pressure of CO2 (ppCO2) 
 

The partial pressure of CO2 present in a system may have an effect upon the corrosion behaviour 

observed. All experiments in this thesis have been carried out at atmospheric pressure (1 atm = 

0.101325 MPa), therefore the partial pressure of CO2 is dependent upon the contribution of the 

water vapour pressure according to Raoultôs law of ideal mixtures. As temperature increases, 

ppCO2 decreases. ppCO2 can also be linked to pH given the alteration in carbonate species in 

solution will alter the concentration of hydrogen ions. 
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T (°) ppH2O (MPa) ppCO2 (MPa) 

20 0.002 0.098 

40 0.007 0.093 

60 0.019 0.081 

80 0.047 0.053 

100 1 - 

Table 3-3: Variation of partial pressure in a mixed H2O-CO2 system at Ptotal = 1 . Reproduced from 

[24]. 

Regarding corrosion, collating results from several papers, Schmitt and Hörstemeier [87] conclude 

higher partial pressures reduce pH and increase carbonic acid reduction, producing higher 

corrosion rates on film-free samples. When in scale forming conditions, Gao et al., [90] state the 

fracture toughness and interfacial fracture toughness of scale formed decreased with increasing 

ppCO2, as the increased CO3
2-

 concentration accelerates FeCO3 formation, producing a thicker, 

denser scale with increased inner stresses.  

3.2.3.3. Solution Chemistry 
 

The chemistry of the solution in which CO2 corrosion takes place has a significant effect upon the 

extent of scaling. The chemistry is determined by various factors including pH, [Fe
2+

] and other 

dissolved components such as organic acids and salts. Here discussion will focus upon pH. 

 

Figure 3-8: Calculated carbonic species concentration as a function of pH (pCO2 = b bar, 25°C, 

1 wt% NaCl). Reproduced from [47]. 

Given that pH affects the concentration of carbonate species in solution, the pH of the solution can 

have a significant effect on the corrosion rate.. As can be seen in Figure 3-8, the concentration of 

HCO3
2-

 and CO3
2-

 increase as pH is increased; although the ónaturalô pH of a solution containing 

dissolved CO2 is ~4 for systems where Ptotal = 1 atm, in oilfield environments organic acids and 

other buffer species can produce operating pH values between 3.5 and 7 [91]. This increase in 
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CO3
2-

 species in solution can lead to a reduction in the concentration of [Fe
2+

] required to reach 

supersaturation (see equation 3.17), leading to increased iron carbonate precipitation. Braun [92] 

determined solubility of FeCO3 decreases with both temperature and pH rises. An increase in pH 

also correlates with a decrease in the concentration of H
+
 in solution, reducing the anodic 

dissolution of the iron substrate by limiting the reduction of the hydrogen ions [87]. Many 

researchers therefore conclude with increasing pH corrosion rate is decreased as steel substrates 

are protected by iron carbonate scale [59], [82], [85], [87], [93], [94]. 

 

An important note regarding solution composition is the oxygen content of experimental solutions; 

given downhole conditions are deoxygenated care must be taken to avoid oxygen ingress in 

laboratory experiments. Martin [95] noted oxygen increased corrosion rates in both sweet and sour 

systems whilst Roslina et al., [96] added O2 (1 ppm) to samples with and without scale and 

observed both degradation of FeCO3 and formation of iron oxides (Fe3O4, Ŭ-Fe2O3 and Ŭ-FeOOH).  

3.2.3.4. Substrate Microstructure 
 

The composition, microstructure and preparation of the metal used within low carbon steel 

pipelines has also been noted to have an effect upon CO2 corrosion [7], [76], [97]ï[99]. Whilst 

laboratory studies may list the exact composition of samples used, it is of note that pipeline steel 

grades (i.e. X-50, X-62) are designed to meet standards related to the conditions in which they are 

employed, e.g. the number following an X- refers to the minimum yield strength in 1000 psi, with 

inclusions under maximums for that grade [100]. As such, the corrosion properties may vary 

between samples of the same grade. In particular, the volume and distribution of iron carbide within 

the steel may play an effect, beneficially or detrimentally. 

 

Iron carbide (Fe3C) is an orthorhombic intermetallic species [101], also known as cementite, that  is 

sometimes observed in studies into carbon steel corrosion. Brittle and very hard, it is present in a 

carbon steel when the solubility limit of carbon in Ŭ-iron is exceeded (T < 727°C) [102], and is 

detected when the Ŭ-Fe of a corroding substrate undergoes relatively quicker dissolution, leading 

to increased surface area [103]. Researchers suggest cementite forms porous layers that may not 

be protective and depending upon circumstance may increase corrosion [73], [104] or reduce 

inhibitor efficiency [105]. It has been suggested a cementite presence may act as an anchor for 

iron carbonate growth, eventually helping formation of a productive layer [106]. 

3.2.3.5. Flow 
 

Given the carbon steels under investigation are used for pipelines, they are subject to flow effects. 

Flow may have an electrochemical effect, preventing systems from reaching equilibrium by 

constantly refreshing the electrolyte at the corroding surface or providing a constant source of 

aggressive ions that would otherwise be consumed in static solutions, but may also lead to 

mechanical effects such as wear and abrasion causing breakdown of corrosion product layers [25], 

[107]. Flow types can vary for a number of reasons each providing their own specific effects. For 
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example, Heuer and Stubbins [89] report slug flow produced thinner, less protective scale layers 

than a full pipe flow at 80°C. Whilst below a critical flow intensity corrosion rates gradually increase 

with flow, above this level, scales have been reported to be destroyed by turbulent flow that 

prevents re-formation [87].  

3.3. Sour Corrosion 
 

Aside from sweet corrosion, a growing concern in the oil and gas industry is the corrosion of mild 

steels by the presence of H2S [108]. Although plenty of experimental data exists, it has been 

described as óconfusing and somewhat contradictoryô [47] and as such the mechanism is less 

defined than that of CO2 corrosion. Much research has been carried out in this area in mixed 

CO2/H2S environments (for a comprehensive list of papers published see the review by Smith and 

Joosten [11]). This review will focus on solely H2S environments where possible. Considerable 

investigation has also been aimed at the issues of pitting and cracking caused by hydrogen 

produced in sour corrosion. An additional concern of sour work in relation to sweet work is the 

increased danger due to the use of toxic H2S gas: carbon scrubbers or combustion systems are 

often used to make lab areas safe for research personnel [109], [110]. Several research groups 

have published work on models attempting to elucidate the mechanism of sour corrosion [15], 

[111]ï[113]. 

3.3.1. Mechanism 
 

Again, at their most basic, the anodic and cathodic corrosion reactions can be considered to be: 

 

Fe(s) Č Fe
2+

(s) + 2e
-          

 (3.21); 

2H
+
 + 2e

-
 Č H2   (3.22); 

 

The presence of hydrogen ions may be explained by the acidic solution formed when H2S gas is 

dissolved in water (3.23). Solubility decreases as temperature increases [114]. Aqueous H2S will 

weakly dissociate to form a bisulphide anion, and again into a sulphide anion: 

 

H2S(g) ᵮ H2S(aq)          (3.23); 

H2S(aq) ᵮ H
+
(aq) + HS

-
(aq) (3.24); 

HS
-
(aq) ᵮ H

+
(aq) + S

2-
(aq) (3.25). 

 

The dissociation of the first hydrogen to form HS
-
 can be calculated [115] although the reported 

values for the second dissociation are disputed and slight relative to the other equilibrium constants 

[47]. Focussing upon the mechanism of corrosion, Bolmer [116] suggested diffusion limited H2S 

reduction occurs cathodically by the following reaction: 

 

2H2S + 2e
-
 Č H2 + HS

-
   (3.26). 
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Morris et al., [117] also investigated the effect of H2S, finding as H2S concentration increases H
+
 

diffusion control gradually disappears. In work on the effect of turbulent flow, Galvan-Martinez et 

al., [118] conclude cathodic processes are associated with diffusion of H
+
 from the bulk to electrode 

surface to reduce to H2 gas. Using a stainless steel electrode (316L), Kittel et al., [111], [119] 

investigated the effect of H2S upon the cathodic reaction to produce a mechanism involving both 

direct reduction of H2S as well as proton reduction contributions to cathodic current; the authors 

note these hypotheses are dependent upon electrode material and should be investigated with 

carbon steel given scale formation is expected. Zheng et al., [120] also tested stainless steel (304) 

using a rotating electrode and determined direct H2S reduction was occurring, and other work 

carried out by the same researchers on carbon steel [121] observed the same reaction. 

 

Regarding the anodic reaction, several researchers have proposed sour corrosion occurs via a so-

called ósolid state reactionô in which H2S directly reacts with steel surfaces. Shoesmith et al., [13] 

proposed the corrosion of iron occurred by sequential chemisorption (3.27) and anodic discharge 

(3.28): 

 

Fe + H2S + H2O Č FeSHads
-
 + H3O

+
  (3.27); 

FeSHads
-
 Č FeSHads

+
 + 2e

-
   (3.28). 

 

Following this, the positive FeSHads
+
 species is suggested to incorporate directly into an iron sulfide 

(mackinawite, discussed below) layer (3.29) or hydrolyse to produce a dissolved species (3.30): 

 

FeSHads
+
  Č FeS1-x + xHS

-
 +(1-x)H

+
    (3.29); 

FeSHads
+
  + H3O

+
 Č Fe

2+
 + H2S + H2O  (3.30). 

 

Other researchers have produced data that may confirm this sequence [14], [122]. In contradiction 

to this, some researchers believe this process is not convincing, and propose an alternate 

mechanism [113], [121], [123]. Ma et al., [113] suggest a modified mechanism similar to strong acid 

work done by Bockris et al., [124], which eliminates the requirement of removal of two electrons in 

one step: 

Fe + HS
-
 ᵮ [FeSH]

-
ads   (3.31); 

[FeSH]
-
ads ᵮ  [FeSH]ads + e

-
  (3.32); 

[FeSH]ads ᵮ  [FeSH]
+

ads + e
-  

(3.33).  

 

Following this, the adsorbed species may incorporate into the mackinawite layer or hydrolyse 

(3.29, 3.30), depending upon pH condition.  
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3.3.2. Sour Corrosion Products 
 

Regardless of mechanism, as corrosion rates are affected by any layer of corrosion product formed 

it is important to understand the composition and morphology of species formed. The degree of 

H2S corrosion can be considered to be controlled by the corrosion product layer, but a variety of 

products can be formed depending upon the surrounding environment [11], [125]. Forms of iron 

sulfide that may be produced include amorphous iron sulfide, cubic FeS, troilite, greigite, symthite 

and marcasite, with the mackinawite, pyrite and pyrrhotite the most common forms observed 

(Table 3-4). 

Material Composition Structure 

Mackinawite FeS Tetragonal P4/nmm 

Cubic FeS FeSc Cubic &43m 

Troilite FeSt Hexagonal Pφ2c 

Pyrrhotite Fe1-xS Monoclinic, i.e A2/a and 

Hexagonal P6/mmc 

Smythite Fe9S11s Hexagonal R3m 

Greigite Fe3S4g Cubic Fd3m 

Pyrite FeS2p Cubic Pa3 

Marcasite FeS2m Orthorhombic Pnmm 

Table 3-4: The solid phases of the FeS system. Reproduced from [126]. 

 

 

Figure 3-9: The low temperature phase relations between FeS forms. Solid arrows indicate 

experimentally verified relationships. Reproduced from [127]. 

Certain reaction pathways between various iron sulfides have been well researched, in part due to 

their involvement in geochemical iron and sulphur cycles [128]. Figure 3-9 shows the relationship 

between low temperature FeS forms. A frequently presented relationship is that of Figure 3-10, yet 

it is important to note this represents corrosion product relationships in slightly sour environments, 
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given the presence of FeCO3. Furthermore, given no numerical data is given this must be used 

qualitatively with caution.  

 

Figure 3-10: Corrosion product relationships. Reproduced from [122]. 

3.3.2.1. Mackinawite 
 

Named after the Mackinaw mine in Washington, USA [129], but first observed in 1940ôs as 

óKansiteô [130]ï[132], mackinawite is the most commonly reported iron sulfide in sour situations 

[14], [109], [133] and is readily formed below 100°C in short timeframes. It is now recognised as a 

stoichiometric form of iron sulfide with the formula FeS after work by Rickard et al., [134] suggested 

previous studies that proposed it may take a non-stoichiometric form (Fe1-xS, where x = 0.0 < x < 

0.07) [135]ï[137] had underlying analytical issues. Mackinawite takes a tetragonal form (P4/nmm), 

with a = b = 3.6735 Å, c = 5.0329 Å, where Fe atoms are linked in a tetrahedral manner to four 

equidistant S atoms. Fe sheets are arranged in a square planar manner, of similar distance to Fe-

Fe in Ŭ-Fe [138] (Figure 3-11 left).  

  

Figure 3-11: Left: Ball and stick rendering of the mackinawite structure using parameters taken 

from [138] to produce the image in CrystalMaker software. Iron (brown) and sulphur (yellow) are 

displayed. Right: SEM image of mackinawite formed upon X-52 steel in 3.5 wt% NaCl, 

reproduced from [139]. 
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Mackinawite will oxidise in the presence of oxygen to form greigite (Fe3S4), elemental sulphur and 

Fe(II) oxyhydroxides [128], [136]. It has also been proposed to be a metallic conductor, although 

this capacity is diminished due to the layered structure it takes [140]. Irrespective of the H2S 

concentration, according to kinetics mackinawite will form first provided iron sulfides are 

thermodynamically possible. This dominant kinetic behaviour (with a first order kinetic rate constant 

of 90 s
-1 

[141]) has been proposed to be in part due to the similarity between crystal cell 

dimensions of mackinawite and bcc ferrite, allowing a single plane of iron sulfide with dimensions 

similar to mackinawite to form by dissolved H2S or HS
-
 adsorbing between four surface iron atoms 

[12]. Mackinawite has been observed to precipitate into a number of morphologies such as flakes 

and aggregates in solution [128], [142], [143], and similar morphologies upon carbon steel 

substrates (Figure 3-11 right) [139], [144]ï[148]. 

 

More recently, amorphous FeS (sometimes observed as a precursor to crystalline mackinawite) 

has been suggested to be a form of nanocrystalline mackinawite, with studies [134], [149], [150] 

indicating the amorphous behaviour observed in XRD analysis is in fact related to the size of 

crystallites. 

3.3.2.2. Pyrite 
 

Pyrite (FeS2), a cubic disulphide of iron, is the most prevalent sulfide in the Earthôs crust with a 

crystal structure that was determined first in 1914. A NaCl-type structure, S2
2-

 groups are located at 

the centre and midpoints of the cube edges, with Fe
2+

 atoms at corners and the centres of faces. 

This arrangement of atoms leads to the Pa3 space group, as seen in Figure 3-12 [126].  

 

Pyrite can exhibit semiconducting properties [140], and if present can indicate the presence of 

elemental sulphur, either from an oxidising reaction or general presence in the environment [12]. 

Given the comparatively stable nature of pyrite compared to other sulfides it is considered to form 

after longer immersions; studies by Ning et al., [151] noted pyrite percentage increased over a 

seven day exposure and it was more likely to form at higher pH and higher potentials [151]. It has 

also been noted to form a protective layer in conjunction with pyrrhotite in laboratory studies where 

sulfide concentration is high [152], [153]. 
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Figure 3-12: Ball and stick rendering of Pyrite structure from parameters taken from [154] to 

produce the image in CrystalMaker software. Yellow S atoms are dumbbell shaped disulphide 

atoms. Iron is displayed in brown. 

3.3.2.3. Pyrrhotite 
 

Pyrrhotite minerals are a group of FeS (Fe1-xS where 0 Ò x Ò 0.125) phases with a structure based 

on NiAs crystallography. They may be assigned to one of two basic subgroups; hexagonal or 

monoclinic, with hexagonal pyrrhotites often occurring as iron-rich phases whilst monoclinic 

pyrrhotites are less iron-rich [126]. Monoclinic pyrrhotite is often referred to as Fe7S8, and is 

structured as alternating layers of full Fe sites and layers with Fe vacancies that lower the 

symmetry [155]. Hexagonal forms also contain layers with vacancies and will have a composition 

between that of monoclinic pyrrhotite and troilite. Troilite, (a stoichiometric or near-stoichiometric 

FeS) fits the formula for a pyrrhotite mineral, but is often referred to specifically as opposed to as a 

pyrrhotite [156].  For a detailed list of studies (CO2/H2S) that have produced pyrrhotite see [157].  

 

 

Figure 3-13: Unit Cell (left) and SEM imaging (right) of (hexagonal) pyrrhotite formed upon X-60 

steel immersed in 5 %wt NaCl solution at 150°C, 1.5 MPa pH2S. Reproduced from [158]. 
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3.3.3. Parameters Affecting H2S Corrosion 
 

As with CO2 corrosion, the local environment can have an effect upon the degree and composition 

of sour corrosion scale formed upon carbon steel surfaces. Here some of the most influential 

parameters are discussed. 

3.3.3.1. Solution Chemistry 
 

The chemistry of a sour solution can have an important effect upon the H2S corrosion that occurs. 

Several parameters affect the solution chemistry, such as pH and species in solution, e.g. Fe
2+

, Cl
-
 

and organic acids. Given that as solution pH varies the concentration of sulfide species will vary 

(as displayed in Figure 3-14), pH can have a significant effect. Increase in pH also reduces the 

amount of hydrogen ions available for inclusion in the cathodic corrosion reaction. However as the 

reaction of H2S and Fe at the substrate surface can be considered a direct reduction, it has been 

suggested hydrogen ion availability may have less of an effect than in CO2 corrosion with scale 

composition playing a larger role.  

 
 

Figure 3-14: Left: The calculated effect of pH upon sulfide species concentration for a saturated 

solution pH2S = 1 mbar, 25°C, 1 wt% NaCl. Right: Calculated solubility of iron sulfides as a function 

of pH in terms of equilibrium Fe
2+

 concentration in the same solution. Reproduced from [47].  

Sun et al., [159] state at low pH ranges (4 ï 4.5) experimental solutions with trace H2S are 

undersaturated with respect to FeS and so scale dissolves causing corrosion rates to decrease 

linearly with increasing pH, due to corrosion behaviour being dominated by other effects, although 

it should be noted accompanying data is not presented. Electrochemical work by Cheng et al., 

[160] proposes that when [H2S]/[H
+
] > 10

1.5
 the anodic dissolution of iron is independent of both pH 

and [H2S], and work from Zheng [15] altering pH from 3 - 5 in a 10% H2S, 1 wt% NaCl solution 

suggests H
+
 reduction is not the only cathodic reaction taking place.  

 

Regarding work carried out on the composition of iron sulfide scales as a function of pH, Figure 3-

14 right reproduces a plot from [47] calculating the solubility of various iron sulfides at room 

temperature as a function of pH and [Fe
2+

]. Ning [161] presents Ksp work and Pourbaix diagrams to 

further elucidate this subject to determine the stability of iron sulfide polymorphs under various pH 

and temperature ranges. Smith et al., [162] propose the plots reproduced in Figure 3-15, showing 

the relationship between temperature and H2S activity at two pH levels: 4 and 7, indicating a region 
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of increased stability for pyrrhotite at higher pH. It is important to note these diagrams must refer to 

CO2-H2S mixed systems given the presence of FeCO3, and the authors admit the plots do not 

reflect the possibility of thin mackinawite layers below outer scale, nor the possibility of troilite 

formation.  

 

Figure 3-15: Conceptual diagram of corrosion products at pH 4 (left) and pH 7 (right). 

Reproduced from [162].  

In general, the presence of salts such as NaCl are known to accelerate corrosion of metals as 

chloride anions may increase pitting behaviour [163]. Fang et al., [164] investigated the effect of 

NaCl concentration on sour corrosion in slightly sour solutions and observed a reduction in both 

general and pitting corrosion at the higher salt concentration (10 %wt) at 25°C. In comparison, Sun 

et al., [159] state their in-house data suggests increase in chloride concentration is correlated with 

higher corrosion rates.  

 

The presence of oxygen in solution may further complicate the issue, as O2 may oxidise dissolved 

H2S into elemental sulphur and other species that may affect corrosion rates [95], [165]. 

Investigating the effects of O2 (H2S:O2 = 5:1) on X-65 steel at 25°C, 40°C, 60°C and 80°C, Song et 

al., [166] found SO4
2-

 was present in experimental solution increasing in concentration with 

temperature, with SO3
2-

, S2O3
2-

 and elemental sulphur observed over specific temperature ranges. 

Reaction products from the reaction of H2S and O2 caused severe localised corrosion such as 

pitting.  

3.3.3.2. H2S Partial Pressure (ppH2S) 
 

Many studies into the effect of ppH2S have been carried out in mixed CO2-H2S systems [167]ï[170] 

generally suggesting small additions of H2S reduce corrosion rates by forming a protective scale 

layer. When examining H2S systems without CO2 less literature is available. Tang et al., [123] 

observed at 90°C increasing [H2S]aq from 58.91 mg L
-1

 to 408.44 mg L
-1

 increased the corrosion 

rate, with mackinawite scale formed. Micro-galvanic effects caused cementite stripping from the 

steel to increase when [H2S]aq was above 198.99 mg L
-1

. Zheng et al., [109] determined with 

electrochemical testing increasing the concentration of H2S in solution affects both the anodic and 

cathodic reactions, accelerating iron dissolution and cathodically providing a direct H2S reduction 

reaction not present in H2S absent solutions. These data are in line with previous work by Morris et 
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al., [117] and Cheng et al., [160]. Using Pourbaix diagrams, Ning [161] suggests in her thesis that 

increasing ppH2S correlates with an expansion of the corrosion product layer stability region, with 

mackinawite formation more thermodynamically favoured at higher ppH2S.  

3.3.3.3. Temperature 
 

The effect of temperature on H2S corrosion has been researched by several groups for 

temperatures below 80°C. It is important to note that the solubility of H2S gas decreases with 

increasing temperature, and according to the Arrhenius equation typically corrosion processes 

should speed up without any limiting factor such as a protective scale. In general, with increasing 

temperature the composition of iron sulfide scale produced shifts towards forms with higher sulphur 

content, with corrosion rate reductions observed. 

 

Sun et al., [159] collated a parametric study of literature in 2010 noting from several studies 

corrosion rate is unaffected by temperature at low pH2S but at higher concentrations scale 

composition and protectiveness is affected, either positively or negatively depending upon the 

exact conditions. Liu et al., [171] maintained an aqueous H2S concentration ([H2S]aq) of 22 g/l for 

temperatures between 25°C and 140°C upon X52 steel immersed for 96 h and found scale 

increases in sulphur content with temperature, through the sequence mackinawite-troilite-

pyrrhotite. Zheng et al., [109] also controlled [H2S]aq and recorded an increase in corrosion rates of 

X65 electrochemically between 30°C and 80°C. Qi et al., conducted a study [133] upon an 

A350LF2 steel in 5 wt% NaCl solutions for 96 h between 25°C and 90°C, however [H2S]aq was not 

kept constant. Corrosion rates increased up to a maximum at 40°C before decreasing with 

temperature subsequently. Mackinawite was observed at all temperatures, with cubic FeS 

appearing on samples immersed above 40°C. The authors attribute this reduction in corrosion rate 

to the scale produced and reduction in H
+
 concentration. 

 

Smith et al., [162] presented a literature review of corrosion at higher H2S concentrations and 

moderate temperatures in 2011, and more recently, Gao et al., [172] have investigated less studied 

elevated temperatures, between 80°C - 200°C, on X-65 carbon steel with a constant ppH2S for 4 

days. An initial rise in corrosion rates then decreased to a stable level between 2 and 4 mm/year. 

Mackinawite and troilite were initially observed with the dominance of pyrrhotite and pyrite 

increasing as temperature increased. The authors postulate an inner layer observed in cross-

section is Fe3O4 however thermodynamically this is not be expected in H2S-Fe-H2O systems.  

3.3.3.4. Immersion Duration 
 

As iron sulfide scale polymorphism can be linked to the kinetics and thermodynamics of system, 

changes in immersion duration can produce different scale compositions. Although testing is 

limited in solely H2S systems, several authors suggest that increasing immersion time decreases 

corrosion rate in a CO2/H2S system; Kvarekval et al., [173] report in flow loop testing at 120°C 

longer immersions (up to 383 h) decreased steady state corrosion slightly and Sun et al., [159] 
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indicate over long term testing (up to twenty weeks) corrosion rate decreases, however specifics 

are not provided.  

3.3.3.5. Microstructure 
 

Similarly to CO2 corrosion it is possible the microstructure and mechanical treatment of pipeline 

material may affect H2S corrosion, however this parameter is less studied than others. Work is 

primarily directed towards alloyed steels and other effects caused by H2S presence such as sulfide 

stress cracking and hydrogen induced cracking, e.g. [174]ï[176]. Whilst many studies use different 

carbon steels given the different experimental methods it is difficult to compare results from a 

microstructure viewpoint.  

3.3.3.6. Flow 
 

Although not investigated within this project, flow is an important factor in many corroding systems 

and many researchers will investigate corrosion behaviour with either flow loops or rotating disc 

electrodes, which allow diffusion effects caused by static solutions to be minimised; mass transport 

processes are affected by flow, especially when no corrosion product layer forms. Within H2S 

systems, it appears flow effects are dependent upon the iron sulfide films present. Tewari et al., 

[177] suggest corrosion rate increases with increasing rotation velocity as do Sun et al., [14], [159], 

particularly over short immersions. Zheng et al., [109] noted at 1% and 10% H2S the direct 

reduction of H2S is flow sensitive using X-65 steel in a rotating disc electrode, determining whilst 

increased rotation speed did not affect the anodic reaction, the cathodic reaction was increased 

due to an increasing mass transfer limiting current. At longer immersion times, if a protective layer 

is present corrosion rate is less affected by flow, as noted by Sun [178] and Omar et al., [179].  

3.4. Summary of Recent Literature 
 

Several research groups have produced a significant body of work on either sweet or sour 

corrosion (or both). Tables 3-5 and 3-6 list highlights from selected groups for clarity.  

CO2 Corrosion 

Research Group Summary of Recent Literature 

Institute for Corrosion and 

Multiphase Technology, Ohio 

University 

A prolific group from the United States, this group has produced 

several papers regarding mechanisms of sweet corrosion, as 

well as work on the effect of various parameters. More recently 

sweet corrosion work has been focused upon more specific 

phenomena, such as top-of-the-line corrosion [180]  and the 

effect of flow [181]. 

 

Less recently, several models were proposed and built upon; an 

electrochemical model [16], as well as mechanistic models [8], 

[55], [56], [182] . (N.B. many of the papers for these models 
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have been published by Dr Srdjan Neġiĺ, a key researcher in 

the area, with others, some whilst at institutions including IFE 

but are listed under his current location for ease of 

understanding). Reviews have been published at intervals [49], 

[50].  

Institute for Energy Technology, 

Norway 

Regarding sweet corrosion the effect of solution composition 

has been investigated, with parameters such as temperature, 

bicarbonate concentration and monoethylene glycol content 

[183] examined, as well as the effect of cementite [184]. 

Regarding monoethylene glycol content, testing concluded 

corrosion rate decreases with increasing content. Increase in 

alkalinity decreases the corrosion potential. Increased amounts 

of uncovered cementite were determined to increase cathodic 

reaction rates.  

 

Notably, an updated review of mechanisms [185] (following from 

[186]) was produced in 2015, summarising mechanisms 

produced by various groups can differ in extent of corrosion by 

up to two decades dependent upon parameters and degree of 

conservatism. This paper suggests that the anodic reactions 

involved are unchallenged from those proposed previously [52] 

whilst the cathodic reaction can be affected by organic acids 

and bicarbonate. Passivation should also be considered when 

corrosion rate is determined.  

The University of Leeds In situ synchrotron radiation techniques have been recently 

utilised by researchers from the University of Leeds, with a flow 

cell used to detect the nucleation of FeCO3 prior to its inhibitive 

effect on corrosion rates. They suggest surface coverage is not 

indicative of the protective behaviour of scale. Unlike some 

other researchers, they do not note the presence of chukanovite 

[187], [188].  

 

Other recent work from this group has included investigations 

into preferential weld corrosion of carbon steel 1% Ni welds 

(determining white light interferometry can be used for 

identifying PWC [189]) and the influence of pH on localised 

corrosion of carbon steel (noting pit initiation and propagation in 

CO2 environments is dependent upon bulk pH [59]).  

B. Ingham, M. Ko, N. Laycock, 

D.E. Williams et al.,  

This group of researchers from a range of institutes have 

published work primarily using in situ synchrotron radiation, 
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most recently on the effect of flow and pH on local 

supersaturation and scale growth, noting siderite is the first 

crystalline product, followed by chukanovite with the delay time 

decreasing with increasing pH [190]. Their work has concluded 

siderite forms via a thin amorphous layer of iron carbonate [67], 

[190] . Other parameters investigated have included the effect of 

substrate microstructure, such as suggesting initial surface 

roughness influences scale nucleation as does chromium 

content in alloys [76], [191].  

The University of Manchester Recent thesis work has concluded on model substrates at pH = 

6.8, T = 80°C a semi-protective scale of siderite and 

chukanovite becomes a highly protective siderite scale over 

longer immersion periods, and the addition of NaCl to CO2-

saturated solutions inhibits scale formation with no chukanovite 

observed [24]. Work upon carbon steel weld regions suggests 

primarily chukanovite, with some siderite, is formed upon 1% Ni 

weld zones compared to little scaling on the base metal [24], 

[192].  

Table 3-5: Table summarising recent works (within past 2-3 years) of selected researchers working 

in the field of CO2 corrosion. 

H2S Corrosion 

Research Group Summary of Recent Literature 

Institute for Corrosion and 

Multiphase Technology, Ohio 

University 

Publications from this institute have had a heavy focus on sour 

corrosion recently, with work focused on CO2/H2S and H2S 

environments. 

 

Publications include work on the effect of high temperature, 

where a change in iron sulphide was noted as temperature 

increased (from mackinawite at 80°C to pyrite at 200°C) [193]  

and water chemistry model for a closed H2S system has been 

checked for high temperatures [172]. The polymorphism of iron 

sulphide corrosion products in relation to localised corrosion has 

been investigated with severe localised corrosion observed 

when greigite/pyrite was present [148] and a descriptive model 

has been suggested [161].  

 

Models for sour corrosion have been proposed [194], including 

thermodynamic [112], [151] and electrochemical work  [15], 

[120], [121], as well as a simple mechanistic model for uniform 
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CO2/H2S corrosion [195].  

Institute for Energy Technology, 

Norway 

Recent publications by the IFE group include work on the effect 

of acetic acid on sour scaling [196], as well as work on iron 

sulphide electrochemistry [197] and mackinawite 

electrochemistry, finding mackinawite has similar activity to steel 

regarding proton and H2S reduction, with possible galvanic 

effects small between equally sized electrodes  [198]. 

 

The effect of FeS deposits on carbon steel sour corrosion has 

also been investigated, finding iron sulphide deposits increase 

severe localised corrosion in CO2/H2S environments [199]. 

The University of Leeds Work has been carried out on pitting in CO2/H2S environments, 

determining FeS deposit formation occurs quicker than FeCO3, 

causing pit initiation [145], [200].  

ExxonMobile Publications primarily in NACE conference proceedings have 

included notable reviews on sour corrosion, including H2S/CO2 

environments [11], [12], [122], [157], [159]. In general, it is noted 

more work needs to be done to produce a generally accepted 

model for H2S corrosion and pitting.  

Table 3-6: Table summarising recent works (within past 2-3 years) of selected researchers working 

in the field of H2S corrosion. 

3.5. Review Conclusions and Research Aims 
 

In conclusion, for both sweet and sour corrosion, the composition and degree of scaling is 

dependent upon a variety of parameters. Mechanisms for both forms, whilst heavily researched (for 

CO2 corrosion in particular) remain somewhat confusing and in places contradictory. Given the 

wide variety of parameters investigated by a wide variety of approaches a cohesive data set is not 

apparent from the literature. Innovative research methods such as in situ analysis (specifically 

synchrotron methods) and other surface science approaches are being employed by various 

research groups, although caution should be used when considering literature given small 

experimental changes can result in sizeable differences in results. Researchers in other fields, 

notably geology, archaeology and nuclear areas have done significant work in characterising the 

corrosion products that may be observed in oilfield environments (often synthesised in solution in a 

laboratory setting) yet further work is needed upon carbon steel substrates.  

 

A unified approach to sweet and sour corrosion research is lacking and therefore a fundamental 

approach, removing as many variables as possible to quantify individual effects appears a valid 

approach to continue work in this subject. This project therefore has aimed to work in an organised 

manner, following a repeatable procedure to investigate individual parameters. To do this, an initial 

investigation into the corrosion product formed in sweet and sour environments at different 
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temperatures and pHs was carried out (Chapter 5), allowing for familiarisation with equipment and 

optimisation of procedures (used in the research group previously solely for CO2 work [24]). This 

also provides a basis for later investigations for both sweet and sour work, directing the choice of 

environments examined. An investigation into the effect of immersion time on sour scaling (Chapter 

6) begins the process of examining the effect of individual parameters on sour corrosion products 

using the procedures of this research group, providing a start for other researchers to build on.  

 

Using conditions investigated by previous workers within the research group, sweet scaling 

research has been furthered by examination of scale habit alteration and weld scaling in Chapters 

7 and 8. This work has continued in the ethos of altering as few parameters as possible for each 

investigation.  
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Chapter 4: Experimental Techniques 

4.1. Introduction 
 

A variety of experimental techniques have been used as part of this project to monitor sweet and 

sour corrosion scaling behaviour. Figure 4-1 outlines the methods used and this chapter goes into 

the basic background behind these methods, as well as specific detail related to the 

instrumentation that has been used. 

  

 

Figure 4-1: Experimental methods used as part of this project. 

 

Key 

OCP-Open Circuit Potential (Section 4.2.3)  

PDP- Potentiodynamic Polarisation Plot (Section 4.2.4) 

LPR- Linear Polarisation Resistance (Section 4.2.5) 

EIS- Electrochemical Impedance Spectroscopy (Section 4.2.6) 

pH ï (Section 4.4.1) 

[O2]aq- Dissolved oxygen concentration (Section 4.4.2) 

ICP-AES- Inductively Coupled Plasma- Atomic Emission Spectra (Section 4.4.3) 

SEM- Scanning Electron Microscopy (Section 4.5.1)  

EDX- Energy Dispersive X-Ray Spectroscopy (Section 4.5.2) 

FIB- Focused Ion Beam SEM (Section 4.5.3) 

GIXRD- Grazing Incidence X-Ray Diffraction (Section 4.6) 

Raman Spectroscopy (Section 4.7) 
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4.2. Electrochemistry 
 

4.2.1. Experimental Setup and Potentiostat 
 

To monitor the corrosion processes occurring within this project a variety of electrochemical 

methods have been employed. For all of these methods three-electrode electrochemical cells have 

been used in conjunction with a potentiostat. Electrochemical methods are superior to other 

corrosion rate investigation methods, such as weight loss, in that they allow pseudo-continuous in 

situ measurement without interrupting the experiment. By recording data periodically an 

understanding of how corrosion processes are occurring and changing with the formation of 

corrosion product can be obtained.  

 

A three electrode electrochemical cell consists of a working electrode (W.E., the sample 

investigated) where potential is controlled and current is measured, a counter electrode (C.E., e.g. 

non-corroding platinum) that holds the current produced in the circuit, and a reference electrode 

(R.E., e.g. Ag/AgCl) that carries negligible current and displays a stable potential against which the 

W.E. potential can be measured. The electrodes are placed in a geometry that arranges them as 

close to each other as possible without hindering the electrochemistry, to minimise solution 

resistance effects. Solution resistance (Rs) occurs due to a lack of electrical conductivity in the 

electrolyte, and if large, makes it difficult to understand the contribution to the overall potential 

difference from various components of the system. Figure 4-2 shows a schematic of a three-

electrode setup. 

 

Figure 4-2: Schematic of a three-electrode cell containing a counter electrode (e.g. platinum), 

reference electrode (e.g Ag/AgCl or saturated calomel), and working electrode (sample under 

investigation) all connected to a potentiostat. 
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A potentiostat measures the cell current by applying a known current to the working electrode. The 

potential difference between the working electrode and reference electrode is maintained at a 

steady value by altering the current at the counter electrode. Electrochemical measurements for 

this project have been carried out with two different potentiostats, i.e. a Gamry Instruments 

Interface 1000 and an Ametek Solartron Modulab. 

4.2.2. Standard Reference Electrodes 
 

When referring to electrochemical measurements, potentials can only be measured relative to a 

reference electrode or to the equilibrium potential; to help normalise the issue standard reference 

electrodes have been designed to compare all other potential differences against. These standard 

reference electrodes have potentials that are redefined as 0 V, meaning an óabsoluteô value of 

potential can be obtained.  

 

The internationally recognised reference electrode is the standard hydrogen electrode (SHE) 

wherein an inert platinum electrode is immersed in a solution with 1M HCl. Hydrogen gas is 

bubbled over the platinum and the hydrogen is then reduced: 

 

2H
+

(aq) + 2e
-
Č H2(g) (4.1). 

 

The platinum is connected to the test metal in a solution of its ions and the potential difference 

between the two is recorded. The SHE potential will remain constant so any changes are the result 

of changes on the test electrode. A list of the reduction half reactions of many metals can be found 

in the electrochemical series, which is a table of the standard reduction potentials. A SHE can be 

unwieldy within a laboratory setup and so other reference electrodes such as the standard calomel 

electrode (SCE) and silver-silver chloride electrode have been designed [201]: 

 

Hg2Cl2 +2e
-
 Č2Hg + 2Cl

-
 +0.268 V vs SHE (4.2); 

AgCl + e
-
 ČAg + Cl

-
 +0.222 V vs SHE  (4.3). 

4.2.3. Open Circuit Potential (OCP) 
 

Open Circuit Potential (OCP), also known as the zero-current or rest potential, is a useful non-

destructive qualitative indicator of change in a system. It is the potential of a system attached to a 

high impedance voltmeter when the anodic metal dissolution (Ia) and cathodic electron 

consumption (Ic) reactions are in equilibrium. When the cell composition changes (for example, 

when corrosion products are produced) the OCP will alter. A stable OCP is required for the 

electrochemical measurements discussed below. 
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4.2.4. Potentiodynamic Polarisation Plot (PDP) 
 

A potentiodynamic polarisation (PDP) curve can be used to obtain corrosion chemistry of a system, 

and information such as Tafel constants and the free corrosion potential. A potentiostat is used to 

scan through a set of overpolarisations of a system, and record the resulting current density at 

each point. Plotted as a graph of potential (relative to the reference electrode) versus the current 

density on a log scale; the convention is to plot all current densities as positive. The point at which 

current behaviour crosses over from cathodic to anodic can be referred to as the free corrosion 

potential (Ecorr) or the free corrosion current density (icorr). This is the point at which the sample can 

be considered in a steady-state condition, and can be used to calculate a corrosion rate (see 

section 4.2.6) 

 

 

Figure 4-3: Schematic PDP plot showing activation controlled anodic and cathodic branches, 

annotated with straight lines on branches to denote Tafel slopes, and the values of Ecorr/icorr. 

 

When a polarisation positive to the open circuit potential is applied, the current density recorded is 

primarily due to anodic processes, whilst when negatively polarised, current density behaviour is 

mainly due to the cathodic reactions. For this reason, scans should be run from cathodic to anodic 

potentials, otherwise corrosion product may form altering the results. As this method often scans 

through values far removed from the OCP, it can be considered potentially destructive, and if 

repeated more than once on the same sample a different result may be obtained. A PDP plot that 

shows linear behaviour away from Ecorr in both anodic and cathodic branches (Figure 4-3) can be 

considered to be showing activation controlled (Tafel) behaviour of the form: 

 

– ‍ὰέὫὭ ‍ὰέὫὭ (4.4); 

– ‍ὰέὫὭ ‍ὰέὫὭ  (4.5). 
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Where ɖ is the polarisation of the sample, io/i/c is the (exchange/anodic/cathodic) current density 

and ɓa and ɓc are the anodic and cathodic Tafel constants, respectively. These equations are 

derived from the Butler-Volmer equation (4.6), which relates measured current to potential at an 

electrode:  

 

Ὥ  Ὥ ÅØÐ ÅØÐ ȟ (4.6); 

 

where Ŭ is the charge transfer coefficient, z is the number of electrons involved, F is Faradayôs 

constant, R is the gas constant and T is the temperature. The Tafel constants ɓa and ɓc are also 

derived from this equation [25]: 

 

‍  
Ȣ

  (3.7); 

‍  
Ȣ

  (3.8). 

 

PDP plots can also show non-Tafel behaviour, providing information on other types of reaction that 

may be occurring, for example diffusion-controlled processes where the reaction rate is dependent 

upon the rate at which electrolyte can be replaced at the electrode, as it is not limited by the charge 

transfer but the reactant supply. Figure 4-4 (top) shows an idealised plot where diffusion control is 

dominant and observable on the cathodic branch, i.e. log i is constant and independent of 

polarisation. Other behaviours that may be observed if a wide enough scan is run are those of 

passivation and pitting, as can be seen in Figure 4-4 (bottom) [163]. 
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Figure 4-4: PDP plots showing (top) diffusion controlled corrosion where the cathodic branch is 

altered due to the limiting current density, and (bottom) a wider scan showing passivation and 

pitting behaviour. 

4.2.5. Linear Polarisation Resistance (LPR) 
 

Linear polarisation resistance (LPR) is a method to measure the corrosion rate throughout an 

immersion period. Small, ónon-destructiveô (Ò ± 20 mV from OCP) perturbations of the polarisation 

of the sample are induced, producing a linear plot of potential versus current density where the 

following relationship is true: 

 

Ў

Ў
 

Ȣ

Ȣ
  (4.9). 
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Figure 4-5: Idealised plot showing the linear behaviour of ic around OCP seen for small polarisation 

values.  

The gradient of the plot, 
Ў

Ў
 , is referred to as the polarisation resistance, Rp (ɋ) and can be used to 

approximate the corrosion rate using the equation discussed in section 4.2.7. If solution resistance 

effects are sizeable it is important to account for this when calculating corrosion rates from LPR; for 

this project Rs values obtained from EIS measurements have been used to correct LPR Rp values 

(see Appendix A). It is important to note that in many systems a linear plot may not be produced 

and thus LPR is open to inaccurate interpretation, as the Tafel relationship no longer applies to the 

system [25]. 

4.2.6. Electrochemical Impedance Spectroscopy (EIS) 
 

When using direct current methods, if the ohmic resistance between electrodes is large, current 

density values become small and therefore difficult to record accurately. To avoid this problem, 

alternating current methods can be used. One such ónon-destructiveô method, electrochemical 

impedance spectroscopy (EIS), has been employed in this project.  

 

Unlike a DC measurement, in alternating current measurements voltages are cycled producing 

variable voltage magnitudes. The applied voltage at a time, t, can be given by equation (4.7) and 

shown in Figure 4-6: 

 

ὺὸ  ὠÓÉÎ.‫ὸȢ (3.10) 

 

V0 is the maximum voltage amplitude and ɤ is the angular frequency of the wave in radians. The 

angular frequency of a system is related to the frequency (f) by equation (4.11): 
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‫  ς“Ὢ (4.11). 

 

Figure 4-6 shows an applied AC voltage and the current response. A shift may be seen between 

the voltage and current curves due to contributions of interfacial properties between the electrode 

and electrolyte, such as capacitance or diffusion caused by the electrical double layer discussed 

below. This shift is referred to as the phase angle (◖) and is often plotted as positive although the 

values are negative. The current response can therefore be described by equation (4.12): 

 

Ὅὸ  ȿὍȿÓÉÎ ‫ὸ ‰  (4.12). 

 

 

 

Figure 4-6: AC voltage-current response. Reproduced from [202]. 

In AC systems, the analogue of DC resistance, impedance (Z) is the key parameter for corrosion. 

AC voltage can be thought of as a vector (as it has both magnitude and direction) and impedance 

can also be viewed similarly. This impedance vector can be resolved into its constituent vectors 

using equation (4.13) and seen in Figure 4-7: 

 

ὤ‫ ὤ Ὦὤ  (3.13). 

 

ɤ = 2 f́ and j is the square root of -1 (an imaginary number). The first term of this expression is the 

component of the real impedance, Zô, whilst the second term is the component of the imaginary 

impedance, Zôô, as the value is multiplied by j [202].  
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Figure 4-7: Total impedance vector resolved into its constituent vectors. Reproduced from [202]. 

 

To conduct an EIS measurement, a range of voltage frequency values from mHz to kHz are 

applied to a corroding system and the current response is recorded. This system response is 

usually plotted in one of two formats; a Nyquist plot in which the frequency response is plotted as 

the imaginary frequency response Zôô against the real frequency response Zô, and a Bode plot 

where the impedance modulus and phase angle are plotted against log frequency. A Nyquist plot 

of a simple system consisting of a solution resistance and charge transfer resistance is shown in 

Figure 4-8; each point represents a vector from the origin showing the magnitude and phase angle 

of the impedance at a particular frequency. When the frequency of the applied voltage is very high 

(low Z`), the impedance of the capacitive element of the system becomes very small, short-

circuiting the polarisation resistance element and making the solution resistance the only 

impedance element. As the frequency decreases and the circuit no longer short-circuits, the 

impedance begins to consist of both Rp and Rs and increases, away from the origin. The low 

intercept therefore becomes equivalent to Rs and the high intercept becomes Rs + Rp. Unlike a 

Nyquist plot, a Bode plot shows all the collected information as frequencies are explicitly identified 

on the plot [203]. 
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Figure 4-8: EIS data plotted in the form of a Nyquist plot (left), and Bode plots (right) where solution 

resistance is 200 Ý and polarisation resistance is 3000 Ý. 

 

As a corroding system becomes more complex, the resulting Nyquist/Bode plots will also deviate 

from the behaviour shown in Figure 4-8. Analysis of the alteration in shape of the plots can provide 

some insight into how a corroding system is acting. 

 

To interpret such EIS data, the electrochemical cell can be thought of as having properties similar 

to that of an electrical circuit, and can be modelled as a set of resistors and capacitors (equivalent 

circuit modelling). The simplest of these systems is that of a Randles cell (named after one of the 

first investigators in this area). As an example, this type of system consists of a corroding electrode 

in a solution with a varying concentration of ions. Within the electrolyte, the metal ions close to the 

interface that have dissolved from the parent metal will not arrange homogenously throughout the 

solution but will instead arrange themselves in a distribution generally known as the electrical 

double layer, creating a potential difference called the óGalvani potential differenceô [204]. 
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If it is assumed that there is no resistance due to a film on the electrode or diffusion effects, then 

there are three components that must be considered: the charge transfer resistance (Rct or Rp), 

solution resistance (Rs) and capacitance due to charge separation across the double layer (Cdl). 

Figure 4-9 shows a schematic of the system being considered and the resulting equivalent circuit.  

 

 

 

 

Figure 4-9: Equivalent circuit model of a Randles cell (left) and a schematic of the corresponding 

system (modified from [201]), showing the electrical double layer produced when an electrode is 

placed in electrolyte, along with potential variance with distance (right). 

4.2.7. Corrosion Rate Calculation 
 

Whilst the corrosion monitoring methods discussed above can provide various outputs that can be 

related to corrosion rate (eg icorr) it is useful to be able to compare rates between systems and as 

such, a value of corrosion rate in the units of millimetre per year (mm y
-1

) loss of material can be 

used. To obtain these values, polarisation resistance values (Rp) taken from either EIS or LPR 

experiments can be used to obtain icorr and subsequently translated to corrosion rates using 

equations (4.14, 4.15). LPR Rp values were corrected for solution resistance using Rs values 

obtained from EIS measurements. Tafel constants (ɓa and ɓc) can be obtained from PDP curves 

(section 4.1.3), or in lieu of experimental data, it is generally accepted that values of 26 mV 

decade
-1

 (for activation controlled systems) or 52 mV decade
-1

 (for diffusion controlled systems) 

may be used for B [205].  
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Ὥ
Ȣ

Ȣ
Ȣ  =   (4.14); 

 

ὅέὶὶέίὭέὲ ὙὥὸὩ 
Ȣ
Ȣ… (4.15). 

 

Mw is the molecular weight of the electrode material, ɟ is the density of the electrode material, n is 

the number of electrons lost during corrosion and F is Faradayôs constant (9.6485 x 10
4
 C mol

-1
). ɢ 

is a conversion factor (the number of seconds in a year) to obtain the corrosion rate in units of 

mm/year.   

4.2.8. Sample Preparation for Electrochemical Measurement 
 

Samples used for electrochemical measurement in glass cells required mounting in resin to ensure 

only one flat surface was exposed to the corrosive media, and that an electrical connection to the 

potentiostat could be made. To produce these electrodes, the substrate to be investigated was 

sectioned into samples roughly 5 mm deep. Following this, samples were spot welded to a length 

of 0.6 mm diameter, plastic coated Cu-Sn wire before being mounted in Araldite epoxy resin within 

a circular PMMA mount (~30 mm diameter) and ~10 mm deep. PTFE tubing (~300 mm) protects 

the Cu-Sn wire from the experimental solution and provides rigidity to the electrode (as shown in 

Figure 4-10). Electrodes were then ground from 240 to 4000 grit using progressively finer SiC 

grinding paper, and degreased with ethanol. The geometry of the electrodes is such that the 

sample surface is vertical when placed into the electrochemical cell to avoid any gas produced (for 

example from H2 evolution) or loose corrosion product remaining upon the surface.  

 

 

Figure 4-10: Sample preparation steps. 

4.3. Experimental Procedures for Immersion Experiments 

4.3.1. CO2 
 

All immersions in CO2-saturated solutions have been carried out within a glove box (MBraun 

GB2202-P-Vac, 300 L) to maintain a low oxygen environment. Initially the experimental equipment 
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was set up inside of the glove box before the front was sealed onto the box via ~28 clips (Figure 4-

11).  

 

Immersion experiments were carried out using a jacketed 1L glass cell (6x 24/25 ports, 1x 40/35 

port, Pine Instruments) with a three-electrode setup for electrochemical measurements. The cell 

ports are ground glass sockets to allow hermetic sealing during operation. As shown in Figure 4-

12, an Ag/AgCl reference electrode (located externally) connected by polygel salt bridge to the cell, 

platinum counter electrode, and working electrode were inserted into the glass cell, along with a 

gas bubbler allowing for sparging or passover flow depending upon positioning, dual flow adapter 

for O2 measurement (discussed later in this chapter), a thermometer, and condenser.  The cell 

jacket allows for continuous control of the temperature of the experimental solution via water flow 

from a Grant T120 water bath located next to the glove box. As a gas flow is required at all times 

through the cell, a Julabo F250 condenser set to 5°C flows cold water through the condenser to 

reduce loss of solution in the vapour phase. Any experimental solution in the gaseous phase that 

would be carried out by the sparging/passover gas flow is condensed and returns to the cell. 

 

Figure 4-11: Electrochemical cell setup in CO2 glove box. 



 Chapter 4: Experimental Techniques  

81 

 

 

 

Figure 4-12: Electrochemical cell setup; schematic (upper) actual (lower). 
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The glove box was purged with nitrogen (99.998%, BOC) with a steady flow maintained throughout 

the duration of the experiment to avoid O2 ingress. Experimental solutions in the cell were sparged 

with CO2 (4.5 Grade, 99.999%, BOC). O2 levels within the box and solution were monitored via use 

of a Hach Lange Orbisphere 410 analyser with A1100 sensor. When the oxygen concentration of 

the experimental solution reached 10 ppb or less, temperature was stable, and pH adjustment if 

necessary (NaHCO3) was carried out, the sample was immersed for electrochemical 

measurement. At the end of each experiment, pH and dissolved oxygen readings were taken, and 

the sample was removed, dried, and stored in a vacuum desiccator until characterisation could be 

undertaken. 

4.3.2. H2S 
 

The equipment setup used for work with H2S is similar to that described in section 4.3.1 for use 

with CO2, but several changes were required for increased safety due to the toxic nature of H2S. 

H2S is both toxic and flammable, and harmful in small doses. Exposure to low concentrations (~20 

ppm) can result in irritation to the eyes and respiratory system. As exposure increases, so does the 

severity of symptoms, with the possibility of pulmonary edema at ~250 ppm, and worse. At high 

enough concentrations (~1000 ppm), even short exposures can lead to death [206]. Aside from 

immediate health concerns, a distinctive smell can be noted at concentrations as low as 0.13 ppm, 

and it is therefore important not only from a safety perspective, but as a courtesy to other 

laboratory users to ensure exhaust gas produced is safely contained and vented. To this end, an 

exhaust system has been installed in the laboratory where sour testing has been undertaken 

(shown in Figure 4-13 and 4-14).  

 

 

 

Figure 4-13: H2S glove box (left), gas cylinder cabinet (upper right) and carbon scrubbers (lower 

right). 
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H2S gas cylinders (1% H2S in N2 by volume, BOC) were stored within a vented cabinet (Asecos 

TRG 280 UW, capacity x2 Type K cylinders) linked to an acrylic glove box (Innovative 

Technologies) via ıò 316 stainless steel tubing. N2 was constantly flowing through the glove box to 

provide a low O2 atmosphere. H2S is further segregated within the glove box via use of a gas trap 

system (Figure 3-14) that allows both N2 and H2S to leave the box. Upon exit from the box, exhaust 

gas is passed through a gas scrubber (2 x 1.25 m steel tubes filled with carbon pellets and ceramic 

beads) before being vented into a fume cupboard. The laboratory is fitted with O2 depletion/H2S 

detection sensors (with alarms set to 5 ppb/10 ppb H2S). If the sensor limits are reached, light and 

sound alarms activate. An air controlled solenoid valve on the H2S supply line is also triggered, 

shutting off gas to the glove box and the atmosphere in the laboratory is refreshed due to the 

presence of two fume cupboards. Personal sensors with the same detection limits (5/10 ppb, 

Honeywell GasAlert Extreme single gas sensors) are also used, and all sensors are checked and 

calibrated every 6 months (Safety Gas Detection). Emergency gas stop buttons located around the 

laboratory can also terminate gas supply. 

 

 

Figure 4-14: Exhaust system for H2S within glove box. 

4.4. Solution Analysis 
 

4.4.1. pH Measurement 
 

For this work, pH measurement of experimental solutions was carried out using a Hanna 

Instruments HI-1043b glass body, refillable double junction Ag/AgCl probe with BNC connector, 

connected to either a Hanna Instruments 2210 benchtop pH meter or a Beckman Coulter series 

PHi 510 benchtop pH meter. Calibration at pH 4 and 7 was carried out before each experiment. For 

both CO2 and H2S work, pH values were taken during solution purging, during pH adjustment, and 

after the working electrode was removed after immersion. Continuous pH measurement could not 

be carried out throughout the immersion due to the nature of the pH probe. 
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4.4.2. Oxygen Concentration, [O2]aq 
 

To ensure a comparable level of deoxygenation of experimental solutions was achieved prior to 

each substrate immersion, dissolved oxygen measurement was carried out using a Hach Lange 

Orbisphere sensor. For measurement in CO2 saturated solutions a Hach Lange Orbisphere 410 

analyser with A1100 sensor (membrane 2952A-A, CO2 interference setting enabled) was used (0 

ppb-80,000 ppb ± 2 ppb [O2]aq). For accurate measurement, a constant solution flow was required 

across the sensor. To achieve this scenario, the experimental solution was passed through a flow 

loop using a Cole Parmer Masterflex peristaltic pump, and low O2 permeability Viton tubing. Figure 

4-15 provides a schematic of this loop.  Dissolved oxygen is measured electrochemically by this 

sensor: oxygen molecules diffuse through a membrane between the solution of interest and the 

sensor (an anode and cathode in electrolyte) at a rate proportional to the O2 pressure difference 

across it. O2 is then reduced at the cathode, creating an electrical current that can be recorded. As 

this reaction is rapid, the amount of oxygen diffusing to the senor can be assumed to be 

proportional to the partial pressure of oxygen in the solution. This requires a flow across the 

sensor, otherwise the oxygen present will all be consumed and erroneously low [O2] values will be 

recorded [207]. 

 

Figure 4-15: Schematic of oxygen measurement flow loop. 

Experimentally, [O2] measurement of the atmosphere within the glove box (N2) was taken until 

readings were stable at 10 ppb, before any measurements were taken of the dissolved oxygen in 

the solution. When oxygen concentration within the solution was measured to be 10 ppb or less, 

CO2 flow would be switched from sparging to passing over the surface to allow for a static solution 

for substrate immersion. This usually resulted in an small increase in the oxygen measurement; 

cycles of switching between sparging and pass-over flow would eventually lead to a static solution 

with [O2]aq < 10 ppb. Post experiment, [O2]aq would typically show 0-5 ppb. Where oxygen 
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measurement could not be carried out (i.e equipment failure/unavailability) sparging would be 

carried out for no less than 24 h prior to solution adjustment/substrate immersion; prior work found 

it required 16 - 24 h of continuous sparging of CO2 for high temperature experiments (80°C) to 

reproducibly measure [O2]aq  <10 ppb for 1000 mL solution [24]. 

 

For sour solutions a H2S-insensitive 31131E (H2S interference setting enabled, 5 ppb-80,000 ppb ± 

2ppb [O2]aq) sensor was required to avoid degradation of the A1100 sensor. This setup worked in 

exactly the same manner as the CO2 measurement yet difficulty was found in obtaining stable, 

accurate results even after equipment maintenance. The system was unable to measure below 

20ppb [O2]aq reproducibly even after 48 h of sparging. This result, in addition to other testing, 

suggested the meter had an offset, and so when used if the meter gave a readout of 20-30 ppb this 

was deemed to be acceptable. Due to the use of various gas scrubbers on the H2S glove box (see 

section 4.3.2) the maximum gas flow into the box was lower than that of CO2, meaning the glove 

box atmosphere took longer to become deoxygenated. This issue was resolved by purging the box 

whilst bypassing the scrubber at a high N2 flow for 2 h prior to altering the exit flow to the scrubber 

system and turning on H2S. For all experiments carried out with H2S, solution purging was carried 

out for at least 24 h prior to substrate immersion. 

4.4.3. ICP-AES 
 

Inductively coupled plasma atomic emission spectroscopy (ICP-AES) was used to determine Fe
2+

 

concentrations in experimental solutions from synchrotron work (Chapter 8). ICP-AES measures 

the atomic spectra of elements, and when the spectra produced are analysed for wavelength and 

signal strength the concentration of analyte elements present can be obtained. When electrons 

within an atom are excited (e.g through heating, irradiation or bombardment) they are temporarily 

raised to a higher electronic level than their ground state. These excited electrons will return to a 

lower state by emitting radiation as a photon. As electronic levels and the energy difference 

between them are related to the nucleus charge, the wavelength of photons emitted will be 

characteristic of the atom investigated. For ICP-AES, an aerosolised sample is heated with an 

argon plasma torch, and the resulting emitted radiation is recorded with a spectrometer [208]. ICP-

AES was carried out by the Manchester Analytical Geochemistry Unit (MAGU) at the University of 

Manchester. 

4.5. Electron Microscopy Techniques 
 

4.5.1. Scanning Electron Microscopy (SEM) 
 

To image the corrosion products of interest in this thesis, optical microscopy does not provide 

sufficient magnification to be useful. Normally, the resolution of a microscope is limited by the 

wavelength of the waves/particles used to illuminate the sample, which for visible light is 

micrometres. Scanning electron microscopy (SEM) can provide high-resolution images of a sample 
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at much higher magnifications as the wavelength of an electron is much smaller; depending upon 

the quality of the instrument used and the competency of the user images can be obtained at 

length scales down to 50 nanometres [209]. For SEM imaging, samples are placed in a vacuum 

chamber, and the incident electrons are accelerated across high voltages (producing wavelengths 

of the order of ~3 pm) towards the sample. Magnets focus the beam upon the sample, which 

rasters across the surface rapidly [210]. Figure 4-16 (right) shows a schematic of the components 

of an SEM instrument. A beam impinging upon a sample will produce several different interactions 

(as seen in Figure 4-16 left) that will each provide different types of information. 

 

 

 

Figure 4-16: Left: Photon and charged particle emissions from an electron-bombarded surface. 

Reproduced from [211]. Right: Schematic diagram showing main components of an SEM. Modified 

from [212]. 

As can be seen in Figure 4-17, the probability that an atom in the sample is struck by a primary, 

incident electron can be represented by a ódroplet-likeô interaction volume. If an inelastic collision 

occurs between the incident electron and an atom in the sample, ionised atoms and their expelled 

ósecondaryô electrons (SE) are produced. If this excited, low kinetic energy (<50 eV) electron is 

close enough to the surface, it can leave the sample, where a detector can then detect it. 

Variations in topography alter the yield of secondary electrons as different proportions of the 

interaction volume are available to escape (as shown in Figure 4-17), and so scanning across the 

surface and then transmitting the data to a computer can produce an image. This effect is visible in 

the SEM image shown in the left of Figure 4-18; the edges of the rhombohedral iron carbonate 

crystals appear brighter. 
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Figure 4-17: Schematic showing variation in interaction volume between primary electron beam 

and sample for differing topologies. Only secondary electrons produced within a distance R of the 

surface may escape. Tilted surfaces (middle) or edges (right) increase the secondary electron 

signal. Reproduced from [211]. 

As well as producing a secondary electron signal, incident electrons can elastically scatter off the 

surface of the sample and be collected to produce an image. These images show contrast between 

phases present as this backscattering effect (BSE) increases with increasing atomic number of the 

scattering atoms. Figure 4-18 shows the difference between images taken of the same area of a 

sample in BSE and SE modes of an SEM; in BSE mode, the iron substrate is much brighter than 

the darker crystals of corrosion product on the surface due to the higher average atomic number. 

  

Figure 4-18: Images taken in secondary electron (SE, left) and backscatter (BSE, right) modes of a 

FEI Quanta 650 FEG-SEM of the same sample. Iron carbonate (rhombohedral) crystals appear 

much darker than the iron substrate below in the BSE mode. 

Scanning electron microscopes require a source for the electron beam; this project has used 

machines with both thermionic and field emission gun sources. Thermionic sources emit electrons 

by heating a metallic source such as tungsten or lanthanum hexaboride (LaB6). Free-moving 

conduction electrons within the source are given increased kinetic energy by this heating and a 
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certain amount will be able to escape, with higher temperatures emitting more electrons. Field 

emission gun sources use a high-field effect where a metallic source will produce electrons when 

placed in an extremely strong electric field. This type of source will produce a much higher yield of 

electrons than a thermionic source, increasing brightness for higher resolution imaging [213].  

 

Samples must be electrically conductive to be imaged; the remaining primary beam current must 

be able to conduct back to earth else the sample will become charged like a capacitor and imaging 

will become affected. Non-conductive samples can be coated in something such as a thin layer of 

amorphous carbon via vacuum deposition.  

4.5.2. Energy Dispersive X-Ray Spectroscopy (EDS or EDX) 
 

Energy-Dispersive X-Ray spectroscopy (known as either EDS or EDX) uses the x-rays produced 

from the sample when bombarded with the primary electron beam (Figure 4-16) to determine the 

elemental composition of the area of interest. Radiation is produced with discrete wavelengths and 

energies characteristic of each element. EDX uses a semiconductor detector to detect these 

photons by energy and the spectrum produced is compared to a database to fingerprint the 

elemental composition. EDX used in this project is used qualitatively as opposed to quantitatively.  

4.5.3. Focused Ion Beam SEM (FIB-SEM) 
 

Focused Ion Beam SEM (FIB-SEM) is a technique that allows cross sectional examination, as well 

as TEM sample preparation, within a specialised SEM instrument. For this project, a FIB-SEM has 

been utilised to produce cross-sectional analysis of corrosion products, allowing determination of 

corrosion product layer depth and porosity. This method has several advantages over the more 

conventional method of sectioning the sample, mounting it, and imaging with an SEM. FIB analysis 

allows a specific area to be chosen to investigate with great accuracy, in a manner that is non-

destructive to the sample as a whole. This method also reduces the possibility that the corrosion 

product of interest is mechanically degraded during sectioning. 

 

For FIB work, additional features must be present on the SEM instrument. A liquid metal ion source 

employed for milling is attached to the SEM instrument, as shown in Figure 4-19, at an angle to the 

vertical electron source. Several metallic elements may be used as an ion source, however gallium 

is often the most appropriate due to its low melting point and volatility as well as its mechanical and 

electrical properties. Inside the ion source, heated gallium flows through a tungsten needle where 

an electric field causes it to form a cone small enough that a voltage can pull gallium from its tip 

and ionise it. This ionised gallium is accelerated down the ion column towards the sample at a 

voltage between 5-50 keV. Prior to milling, surfaces are often protected from redeposition of milled 

material by depositing a layer of metal or insulator onto the sample surface, most often platinum or 

tungsten. This is carried out using a gas injection needle positioned ~100 ɛm above the sample 

[214]. 
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Figure 4-19: Schematic showing geometry of components in a FIB-SEM instrument. 

In this project, to produce a FIB cut on samples of interest the specimen was placed into the SEM 

vacuum chamber and the area of particular interest found and focused upon using a secondary 

electron signal (Figure 4-20, left panel). Next, the sample was brought to the eucentric height and 

tilted to 52°, orientating the surface perpendicular to the ion beam. The eucentric height refers to 

the height at which the point of interest stays stationary even when the sample is tilted. A layer of 

platinum was deposited (usually 15 ɛm x 2 ɛm x 1 ɛm, 0.3 nA deposition current) on the area to be 

cross-sectioned (Figure 4-20, middle panel) to protect the surface. Next, a rectangular trench was 

milled in front of the platinum using the Ga
+
 beam, in a series of steps getting progressively closer 

to the area of the desired cross-section. As the milling gets closer to the platinum, the milling 

current used was lowered to reduce curtaining effects (typically 15 nA down to 0.5 nA) when 

cutting through the platinum. Curtaining effects can occur in various instances, such as when the 

surface milled has variations in topography or is porous, leading to preferential milling and a cross-

sectional surface with a curtain-like effect visible (as shown in Figure 4-21). Once the cut is 

complete, the cross-section can be imaged using the secondary electron signal whilst the sample 

is still tilted (Figure 4-20, right panel).  

 

Figure 4-20: Images showing the FIB process. The electron beam and ion beam are focused upon 

the area of interest (left). Following this a layer of platinum is deposited onto the location of the cut 

to protect the surface, and a trench is then milled into the area in front of the cut edge (middle). 

Finally, images of the cut can be taken to provide a cross section (right). 
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Figure 4-21: SEM image showing a cross-section of a porous corrosion product. The porosity of 

the corrosion product has caused milling to occur unevenly and produced a curtaining effect 

(vertical lines). 

4.5.4. SEM/FIB-SEM Sample Preparation and Instrumentation 
 

In preparation for SEM/FIB-SEM imaging, samples were broken out of the resin mountings used 

during electrochemical testing and mounted onto 15 mm diameter aluminium stubs using 

superglue. To provide an electrical connection to the SEM instrument to prevent charging, silver 

paint was used to link the sample to the stub. For some iron sulphide-scaled samples and other 

instances where charging occurred impacting the quality of imaging, a low vacuum SEM mode was 

used. SEM imaging for this project has been carried out on the following microscopes, using a 5-10 

keV electron beam: 

 

Zeiss Evo 50 

Zeiss Evo 60 

FEI Quanta 650 FEG-SEM 

FIB-SEM imaging was carried out on an FEI Quanta 3D FEG-SEM 

4.6. X-Ray Diffraction (XRD) 
 

To analyse the various crystalline corrosion products formed in this project, x-ray diffraction (XRD) 

has been used. Crystalline structures are solids formed of regular repeating patterns of their 

constituent atoms. These atoms often have spacing of a distance similar to that of x-ray 

wavelengths (1-2 Å), and as such will diffract x-rays directed at them, generating characteristic 

patterns that can be analysed to calculate the structure that produced them.  

 

In 1912, Von Laue was the first to propose that x-rays should diffract when aimed at crystal 

structures. Yet it was not until W.H. Bragg and his son, W.L. Bragg analysed the data produced 

from Von Laueôs experiments that the exact relationship was determined. When the incident x-ray 

beam strikes the sample it will scatter in all directions, with most of the beams destructively 
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interfering. However, in some cases when Braggôs ólawô condition (equation 4.16, Figure 4-22) is 

met, the x-rays constructively interfere, producing intense diffracted beams. 

Braggôs law is as follows: 

ὲ‗ ςὨίὭὲ— (4.16). 

 

n is the order of diffraction (number of whole wavelengths the path difference between x-rays 

scattered by adjacent planes of atoms); 

ɚ is the wavelength of the incident x-ray; 

dhkl is the spacing of atom planes in the crystal; 

ɗ is half the diffraction angle 

 

 

 

Figure 4-22: Schematic illustrating Braggôs Law for XRD. 

 

Crystal structures can be represented as space lattices: three-dimensional infinite arrays of points 

(atoms) that are each surrounded identically by their neighbours in a manner that defines the basic 

structure. A space lattice can be broken down into unit cells, one parallel-sided unit of the pattern. 

These unit cells can fit into one of seven systems by the rotational symmetry of the unit (cubic, 

hexagonal, rhombohedral, tetragonal, orthorhombic, monoclinic and triclinic as shown in Figure 4-

23). Furthermore, these crystal systems can be characterised by the position of the lattice points 

(atoms) in the cell (primitive, body-centered, face-centred and side-centred). All lattice types are 

not possible for all crystal systems; the combination of possible crystal systems and lattice types 

produce in total 14 so-called Bravais lattices.  
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Figure 4-23: The seven crystal systems with possible lattice types. 

 

A óMiller Indexô can denote a set of planes of a unit cell allowing for clarity during characterisation 

with XRD. To obtain a Miller index for a plane, the distance from the origin it intersects each of the 

a, b and c axes is noted as a multiple of the unit cell length, and the reciprocal of this value is used. 

All parallel planes will have the same Miller index. For example, in Figure 4-24 the (100) plane of a 

primitive cubic unit cell is highlighted. The plane intersects the a axis at 1 and never intersects the 

b or c axis, i.e. (1, Ð, Ð). To convert this into a Miller index, the reciprocal of each value is taken, 

hence (1, 0, 0). 
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Figure 4-24: A (1,0,0) plane of a primitive cubic cell. 

At the most basic level, x-ray diffraction is carried out by aiming a monochromatic x-ray beam at a 

sample and noting the angles (2ɗ) at which Braggôs Law is met; each angle will correlate to a 

particular set of planes of the unit cell. This list of angles, along with their relative intensities can 

then be compared to a library of known compounds to identify phases present in the sample 

investigated. Several different types of x-ray diffraction can be carried out, such as powder or 

single crystal diffraction [215]. For this project, Grazing Incidence X-ray Diffraction (GIXRD) has 

been employed, where the angle of incidence to the sample is very low, improving surface 

sensitivity. This improved surface sensitivity causes the intensity of peaks present from corrosion 

products on the surface to be more intense relative to those of the bulk substrate.  

4.6.1. Lab Based GIXRD 
 

The majority of XRD carried out in this project has been carried out using a lab-based source. 

Measurements were carried out on a Philips XôPert MPD Diffractometer. The Philips XôPert uses a 

Cu KŬ source producing radiation with a wavelength of 1.54 Å, and a point detector to record 

diffracted rays. This point detector moves through an arc of a chosen 2ɗ range (as seen in Figure 

4-25), recording the intensity of diffracted beams at each step, with step size and time spent at 

each point chosen by the user. Longer scan times produce higher quality data, but are more time 

consuming. GIXRD measurements were taken at 3° incidence angle, using a 10 mm beam mask 

unless otherwise stated, and diffracted x-rays were measured between 2q values of 15°- 85° at 

intervals of 0.05° with a scan step time of 8 - 10 s. Diffraction patterns produced were analysed and 

compared to a reference library (ICDD, [216]) using the HighScore Plus software [217].  

 

Figure 4-25: GIXRD configuration for the XôPert Diffractometer. 
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4.6.2. Synchrotron Based GIXRD 
 

For Chapter 8, in situ GIXRD data were collected using a synchrotron source for the x-rays. More 

specifically, the XMaS (BM28) beamline at the European Synchrotron Radiation Facility (ESRF) in 

Grenoble, France was employed in conjunction with a bespoke cell described later in this chapter. 

 

4.6.2.1. Synchrotron X-Ray Sources 
 

A synchrotron can provide a source of high brilliance radiation, many magnitudes greater than that 

of the x-rays produced from a laboratory source. Since 1981, when the first dedicated synchrotron 

source was opened in Daresbury, more than 70 facilities worldwide have been used to conduct 

research in many different disciplines. The ESRF is a third generation synchrotron facility 

generating these high intensity, collimated x-ray beams. Figure 4-26 displays the path electrons 

take on their journey around a synchrotron, and the layout of the ESRF. 

 

 

 

Figure 4-26: Schematic of a synchrotron source (left, modified from [218]) and the layout of the 

ESRF (right, reproduced from [219]). 

Within a synchrotron facility, electrons are produced in an electron gun and accelerated through a 

linear accelerator (LINAC) to about 200 MeV, into a booster synchrotron. This ring (300 m in 

circumference at the ESRF) accelerates the electrons produced in the LINAC to the energy they 

will maintain in the main storage ring (6.04 GeV). This ring will be used several times a day to refill 

the main storage ring when the current drops below a set limit (usually 70% of the initial current). 

When electrons are injected into the storage ring (844 m circumference), they are contained on a 

closed, circular path using a mixture of bending, quadrupole and sextupole magnets. These 
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electrons will be maintained at a speed close to the speed of light throughout their journey around 

the ring, inside an evacuated tube. Sections of the ring will be arced with bending magnets (BM, as 

seen in Figure 4-27) producing a wide spectrum of radiation for beamlines situated tangentially to 

the ring, or will be straight sections that are home to insertion devices (ID, also known as 

Undulators, or wigglers). These insertion devices, made up of an array of small magnets, produce 

intense synchrotron radiation by forcing the electrons into an undulating path. This emission of 

synchrotron radiation reduces the energy of the circling electrons, which must be replenished using 

radio frequency supplies [219], [220]. The ESRF contains 31 ID and 18 BM units. 

 

Figure 4-27: A source of radiation in a synchrotron. Bending magnets produce a continuous spread 

of radiation tangentially to the path of the electron. Reproduced from [220]. 

4.6.2.2. BM28 
 

BM28 at the ESRF was used as the source for synchrotron x-rays for this project. Funded by the 

EPSRC, available for use by UK scientists and known as XMaS (X-ray Magnetic Scattering), the 

beamline is situated on a bending magnet and has been in operation since 1998. An 11-axis Huber 

diffractometer allows a variety of scattering geometries to be easily employed. Experiments can be 

carried out over an energy range of 2.4 - 15 keV, and the beam size at the sample is <0.8 mm (V) 

by 0.5 mm (H) FWHM (full width half maximum). 

 

 

Figure 4-28: Schematic of BM28 at ESRF. Reproduced from [221]. 
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As shown in Figure 4-28, the front end of the beamline uses a double-crystal monochromator to 

select a single wavelength of radiation from the spread produced by the bending magnet. This is 

followed by a toroidal mirror to tune and focus the beam, sending the beam through tubing (running 

through the beamline cabins which contain workspace) to arrive in the experimental hutch where it 

is coincident with the centre of the diffractometer, on which a variety of investigative techniques 

can be used to examine the sample. For this project, XMaS was used for GIXRD. The system, 

including the beam and geometry of the diffractometer, can be controlled from the control cabins 

with the user safely avoiding any radiation [221]. 

4.6.2.3. Electrochemical Cell Specifications and History 
 

In 2015, a bespoke electrochemical cell (E-Cell) was designed and commissioned as part of the 

overarching sweet corrosion research project at Manchester and used on the XMaS beamline to 

investigate sweet corrosion product growth in situ. As reported by Joshi et al., [222], the cell 

allowed for concurrent electrochemical measurement and GIXRD of the corrosion product formed. 

Consisting of a polychlorotrifluoroethene (PCTFE) body attached to an aluminium stand, the cell 

allowed a sample (working electrode) to be immersed in solution for electrochemical 

measurements using platinum wires threaded through the body of the cell as a counter electrode 

and pseudo reference electrode. A heating system, consisting of poly(tetrafluoroethene) (PTFE) 

pipework (4 mm OD, length 3990 mm) coiled inside the cell, allowed hot water to be circulated 

using a thermostatically controlled water bath for experimental solution temperature control up to 

80°C. Further ports in the main cell body allowed temperature monitoring via a K-type 

thermocouple and solution transfer in and out using additional PTFE tubing linked to a separate, 1L 

glass solution vessel. This pipework allowed for the experimental electrolyte (and cell) to be purged 

of oxygen prior to being transferred into the cell, i.e dissolved O2 was removed prior to sample 

immersion. An x-ray transparent film (Kapton, 25 ɛm thick) sealed the top of the cell, and above 

this a brass-framed hood with Kapton windows (125 ɛm thick) allowed a CO2 environment to be 

maintained to ensure the electrolyte remained CO2-saturated. Figure 4-29 shows a schematic of 

the synchrotron E-Cell in its original configuration. 
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Figure 4-29: Schematic of original synchrotron cell. Reproduced from [222]. 

 

The Kapton x-ray transparent films allowed the beam to reach the sample and diffracted x-rays to 

exit to be picked up by a 2D detector. The cell has two configurations (Figure 4-30); one óthickô film 

geometry where the Kapton film is expanded to allow a bulk solution environment for 

electrochemical measurement, and one óthinô film geometry where some solution is released to 

reduce the distance the x-rays must traverse through the solution during GIXRD measurement, 

minimising the attenuation by the solution. 
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Figure 4-30: Schematics of cell ófilmô geometry, reproduced from [222]. In the óthick filmô geometry 

(left) electrochemical measurement may be performed in a bulk environment, whilst in the óthin filmô 

geometry (right) GIXRD measurements can be undertaken. 

GIXRD and electrochemical results from this initial beam time in conjunction with experiments 

conducted in Manchester suggested oxygen ingress was occurring with this cell setup and 

procedure, which was likely due to more than one source. Work was undertaken to improve the cell 

in conjunction with Mohammed Al Kindi for his Masters thesis [223]. 

 

To decrease oxygen ingress in the cell, fittings into the main cell body were optimised and where 

possible, PTFE tubing was replaced with ıò stainless steel tubing or Viton low permeability rubber 

tubing, which with its increased rigidity, also reduced the possibility of obstructive bends in the 

tubing. The 1 L glass cell immersed in a thermostatic water bath, within which the experimental 

electrolyte was purged, was replaced with a 1 L Duran bottle allowing improved sealing of joints. 

The heating solution was also determined to be a source of oxygen, with the PTFE tubing possibly 

allowing oxygen to permeate into the system. To combat this, the heating system was altered from 

an open system (with heated water from a bath open to the environment) to a closed system (with 

water in a 1 L glass bottle immersed in the heating bath and pumped using a peristaltic pump). 

Furthermore, sodium sulphite, an oxygen scavenger was used to remove any oxygen present in 

the water: 

ςὔὥὛὕ  ὕ ᴼςὔὥὛὕ (4.17). 

 

Finally, due to the use of the 1 L glass Duran bottle (with fewer ports than the glass cell previously 

used) for experimental solution preparation, the arrangement of the system was altered to still 

allow for the oxygen concentration within the experimental solution to be checked. Figure 4-31 

shows a schematic of the layout of experimental equipment. The experimental electrolyte is 

prepared in a Duran bottle within a water bath to control temperature. A flow loop containing an 

oxygen sensor to determine dissolved O2 concentration, and a CO2 cylinder are attached to this 

Duran bottle. A separate flow loop is attached to the E-Cell heating system, cycling hot water 

containing the oxygen scavenger. A second CO2 cylinder is attached to the E-Cell directly to flow 
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through the E-Cell initially to purge oxygen into the Kapton hood to maintain a CO2 atmosphere. A 

potentiostat is attached to the E-Cell electrodes.  

 

Figure 4-31: Schematic of Synchrotron Equipment (tubing between components was Viton, with 

stainless steel on entry/exit fittings). 

4.6.2.4. ESRF Operating Procedure  
 

Samples were secured onto a PCTFE sample stub using superglue, with the spot-welded Cu-Sn 

wire used as an electrical connection to the potentiostat threaded through the centre of the post. 

Lacomit paint was used on the bare sides of the sample to ensure only the top face of the sample 

was exposed to the experimental solution. This sample stub was then inserted into the E-Cell (as 

shown in Figure 4-32 (left), and the Kapton hood was attached to the cell and secured with 8 
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screws, whilst confirming the sample remained proud of the main cell body to ensure the x-ray 

beam could reach grazing incidence angles. The whole E-Cell was then attached vertically to the 

goniometer in the experimental hutch, using the aluminium base, ensuring any gas bubbles from 

the corrosion reaction formed on the sample surface would rise. Figure 4-32 (right) displays the E-

Cell in place on the goniometer at the ESRF. 

 

 

 

Figure 4-32: Synchrotron cell without hood (left) and setup of all experimental equipment at ESRF 

(right). 

 

The experimental solution was prepared in a 1 L glass cell situated inside a thermostatic water 

bath. The E-Cell (devoid of experimental solution) and experimental solution were purged with high 

purity CO2 at temperature until the value of the dissolved O2 measurement (taken regularly) was 

deemed low enough to proceed. The dry CO2 purging the cell was stopped and the experimental 

solution was transferred into the E-Cell through a mix of Viton and ıò stainless steel tubing using a 

peristaltic pump. As soon as this transfer was complete, electrochemical measurements were 

initiated using a Gamry Interface 1000 potentiostat. GIXRD (Ŭi = 3°, 15 keV) was carried out every 

30 minutes by releasing a small amount of solution to create the óthin filmô geometry and taking a 

30 second scan of the sample with diffracted rays detected using a fixed position 2D detector. 

Once GIXRD was complete, the cell was re-inflated to the óthick filmô geometry. Experimental 

solution temperature was measured before and after each inflation using a K-type thermocouple. 

The entire GIXRD measurement procedure took no more than 5 minutes.  
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Figure 4-33: E-Cell on XMaS goniometer. 

To record diffraction data, a Dectris 300K-W Pilatus 2D detector was employed. Consisting of three 

panels arranged next to each other in a horizontal layout, an area of 253.7 mm x 33.5 mm (1475 x 

195 pixels) is sensitive to radiation, taking a minimum 7 ms to produce a diffraction pattern. Figure 

4-33 shows the detector in place at BM28, whilst Figure 4-34 shows a schematic of the geometry 

of the synchrotron beam and experimental equipment. The detector was positioned at 20° from the 

SR-beam, roughly 325 mm from the sample. Use of a 2D detector allows the whole 2ɗ range of 

interest to be recorded at once, unlike a point detector, meaning multiple scans can be conducted 

very quickly allowing corrosion product development to be captured over very short time intervals. 

Diffraction patterns (Debye-Scherrer cone sections) were collected and transmitted to the computer 

situated within the control cabin, allowing real-time analysis of the patterns throughout the 

immersion time to monitor experiment progress. These data were converted to more traditional 

intensity versus 2ɗ plots using esaProject software. This process is discussed in Chapter 8.  
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Figure 4-34: Configuration of synchrotron setup. The SR-beam is directed at a sample tilted 3° 

from the normal. A 2D area detector is positioned to obtain the best possible patterns from 

diffracted rays. 

 

4.7. Raman ɛ-spectroscopy 
 

Named after Chandrasekhara V. Raman, Raman spectroscopy is a vibrational spectroscopic 

technique that allows for identification of species through resonances produced when laser light is 

shone upon a sample. When a sample is irradiated by a UV-visible laser (ɡo), two types of 

scattered light are detected (often perpendicular to the incident beam). Strong elastic scattering i.e. 

Rayleigh scattering is observed, whilst inelastic Raman scattering which is much weaker (~10
-5

 of 

the incident beam). Raman scattering has frequencies ɡo ± ɡm, where ɡm corresponds to a 

vibrational frequency of the molecule. Raman spectroscopy measures ɡm as a shift from ɡo and 

plots this shift as a graph of intensity against wavenumber [224]. 

 

For a molecule to be Raman active (able to produce Raman scattering) its polarizability must be 

changed during the vibration; when situated in an electric field (such as the laser beam) a Raman 

active molecule will distort as its positively charged nuclei will orientate towards the negative pole 

and the electrons towards the positive pole, producing an induced dipole moment.  The 

polarizability of a molecule can be plotted as a polarizability ellipsoid by plotting the polarizability 

(Ŭ) from the centre of gravity in all directions. The size, orientation or shape of the polarizability 

ellipsoid must change asymmetrically during vibration to be Raman active. Figure 4-35 shows how 

vibration modes alter polarizability ellipsoids and thus display Raman activity using a simple linear 

molecule (CO2). 
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Figure 4-35: Raman activity for a CO2 molecule. When placed in an electric field (q) the 

polarizability ellipsoid will change during vibration of the molecule. The V1 vibration produces 

ellipsoids of different sizes at the extreme displacements and is therefore Raman active. Although 

both the V2 and V3 vibrations produce a change in the shape and size of the ellipsoid respectively, 

it is the same at both extreme displacements and therefore not Raman active. Reproduced from 

[224]. 

Raman spectroscopy is useful as smaller areas can be more easily investigated compared to 

infrared (IR) spectroscopy, and can be extended to lower wavelengths. It is H2O insensitive as 

water is only a weak Raman scatterer, therefore it can be used for biological studies. A downside 

of Raman however, is that a powerful laser is required given Raman scattering is weak compared 

to IR, and this may lead to degradation of a sample due to local heating or photodegradation [224]. 

Raman has been used for this project, as it allows for spectra to be collected on highly specific 

areas compared to GIXRD, due to the more focussed nature of the laser beam (diameter ~1 - 2 

mm). 

 

Raman microscopy for this thesis was carried out using a Renishaw InVia ɛ-spectrometer system, 

using a 633 nm HeNe laser (20 mW, 0.95 mm beam diameter), set at 10% power (~2 mW). Prior to 

each measurement, the instrument was calibrated with a Si standard. Samples were placed upon 

the microscope stage and the area of interest was selected using an optical microscope. A 

monochromatic laser beam was then aimed at the sample for 3 x 10 s accumulations. Raman 

spectra were collected and analysed using Wire 4.2 software [225], CrystalSleuth software and 

RRUFF database [226].  
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Figure 4-36: Left: Schematic of a common arrangement of a Raman spectroscopy unit. The laser 

passes through a small hole in a mirror with curved reflecting surface. The focused beam strikes 

the sample, scatters and is deflected/focused by the mirror. The beam is detected and a computer 

records Raman shift. Reproduced from [227]. Right: Image of the Renishaw InVia system used in 

this project.  
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Chapter 5: Characterising Sweet and Sour Scale 

5.1. Introduction 
 

The internal corrosion of carbon steel employed in the oil and gas industry for transportation of 

production fluids has long been a concern and the subject of research, in particular the ósweetô 

corrosion caused by the presence of CO2. óSourô corrosion caused by the presence of H2S over a 

certain concentration has also been known to be an issue since the 1940ôs although only more 

recently has it become a focal point of research. The mechanisms of sweet corrosion are well 

studied (e.g. [7]ï[10]), whereas agreement over sour mechanisms is limited in comparison (e.g. 

[12]ï[15]). 

 

Dissolving CO2 and/or H2S in water acidifies the environment leading to internal corrosion of the 

carbon steel pipework, and the subsequent formation of solid corrosion product can either help or 

hinder corrosion protection. The dominant product formed by sweet corrosion is iron carbonate 

(siderite, FeCO3) and the environmental factors that influence its formation and growth have been 

extensively studied (e.g. [7], [8], [16]ï[18]). In addition, other corrosion products such as iron 

hydroxycarbonate (chukanovite, Fe2(OH)2CO3) [19]ï[21] and iron oxides (e.g. magnetite, Fe3O4) 

[22] have also been observed. In sour conditions, iron sulfides produced are often labelled FeS but 

can have a variety of stoichiometric ratios or morphologies dependent upon experimental 

conditions. At lower temperatures/pressures, the mackinawite (FeS) is dominant although other 

forms such as troilite (FeS), pyrrhotite (Fe1-xS) and pyrite (FeS2) may also form [12], [23]. Ideally, 

by understanding the nature of corrosion products both sweet and sour and the effect the local 

conditions can have on the composition and volume of product formed, improvements can be 

made to corrosion protection methods for failure prevention, such as the reduction of corrosion 

inhibitor usage or reduction in pipeline thickness.  

 

This chapter presents an initial comparative investigation into the corrosion product formed on high 

purity iron substrates after twenty-four hour immersion times under a set of conditions in both CO2 

and H2S environments. Electrochemical data has been recorded in situ before a variety of ex situ 

characterisation methods have been employed to investigate scale composition and volume. High 

purity iron has been chosen as a substrate to immerse in deoxygenated, óstaticô solutions to limit 

the number of variables affecting scale growth.  
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5.2. Experimental Procedures 

5.2.1. Sample 
 

For this investigation, 0.8 cm diameter circular samples ~ 4 mm deep of high purity iron (99.99+%, 

Goodfellow metals; the composition is provided in Table 5-1) were sectioned from an as drawn rod, 

spot-welded to Cu-Sn wire and mounted in Araldite resin to expose one surface for electrochemical 

testing. Electrodes were ground with SiC papers of increasing grit up to 4000 and degreased with 

ethanol prior to usage. Iron samples were previously determined to have irregularly shaped ferrite 

grains that are 50 to 500 ɛm. Figure 5-1 shows an EBSD image showing the crystal orientation of 

grains in an iron sample such as those used in this project, along with an SEM image of the same 

area, obtained by Gaurav Joshi [24]. Figure 5-2 shows an SEM image of a high purity iron sample 

that has been óetchedô without corrosion product deposition to reveal the microstructure. Grain 

boundaries can be observed where corrosion processes have occurred preferentially.  

 

Fe B Cr Ge Co Cu Mg Mn Ni P Si 

Balance 2.1x10
-5 

4.9x10
-5

 2.2x10
-5 

4x10
-5 

8.8x10
-5

 1.1x10
-5 

1.8x 10
-5

 1.6x10
-5 

1.5x10
-5 

3.2x10
-4 

Table 5-1: Composition of high purity iron samples (wt%) 

 

 

Figure 5-1: Composite crystal orientation EBSD map (upper) and SEM image (lower) of a sample 

of the polished high purity Fe used within the studies in this project, reproduced from [24]. 
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Figure 5-2: Etched high purity iron samples (1.0 cm diameter) without any corrosion product 

present. Some grain boundaries can be observed (examples highlighted with arrows). 

5.2.2. Experimental Solutions 
 

As detailed in Chapter 4, experiments were carried out inside a deoxygenated glovebox. Within the 

glovebox, prepared samples were immersed for 24 hours in a glass cell filled with either CO2 or 

H2S/N2 saturated deionised water solutions. Although 100% CO2 gas has been used to saturate 

sweet experimental solutions, in consideration of safety concerns 1% H2S in N2 has been used for 

sour solutions. The Ptotal for all experiments was 1 atm. The solution temperatures evaluated were 

30°C, 55°C and 80°C, at two pH conditions. A temperature of 80°C is the maximum obtainable in 

the experimental setup. An unadjusted low pH was chosen, and a high pH of 6.8 was chosen as it 

followed previous CO2 work carried out within the research group, and is within the operational pH 

of pipeline environments. The low pH condition was unadjusted in H2S solutions (5.0 ± 0.4) and 

adjusted to 4.5 in CO2 systems using NaHCO3 (to produce a pH close to that of H2S solutions 

given unadjusted CO2 solutions are more acidic). A high pH condition of 6.8 was obtained using 

NaHCO3 for CO2 experiments and Na2S for H2S experiments. Upon completion of electrochemical 

testing, samples were removed from experimental solution, dried and stored in a vacuum 

desiccator until ex situ characterisation by GIXRD, SEM and Raman microscopy could be carried 

out. Figure 5-3 displays a parameter space indicating the matrix of experiments carried out for this 

study. 
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Figure 5-3: 3D parameter space highlighting the conditions investigated within this chapter. 

The concentration of CO2 or H2S in solution, along with the associated dissociated species, can be 

calculated from the following set of equations [47] and have been listed in Tables 5-2 and 5-3. The 

concentration of dissolved gas is independent of the pH but not temperature, whilst the degree of 

dissociation is also dependent upon the solution. For CO2, open systems (as per these 

experiments): 

ȟ
   (5.1); 

 

Where ksol is the solubility constant: 

ὑ ȟ  
Ȣ

Ȣ
 ὼ ρπ Ȣ Ȣ   Ȣ   Ȣ

 (5.2); 

 

where I is the ionic strength of the solution and Tf is the temperature in Fahrenheit. Given the 

pressure of CO2 is the atmospheric pressure minus the vapour pressure of water, the concentration 

of dissolved CO2 can be calculated. A small amount of dissolved CO2 will hydrate to form H2CO3: 

 

ὑ   (5.3); 

 

where Khyd, the hydration constant, can be found to be 2.58 x 10
-3

, relatively independent of 

temperature between 20°C -100°C [47]. H2CO3 weakly dissociates into H
+
 and the bicarbonate 

anion, HCO3
-
 and then again to form the carbonate anion CO3

2-
: 

ὑ  
 

 (5.4); 

ὑ  
 

 (5.5); 

 

where: 

ὑ  σψχȢφ ὼ ρπ Ȣ Ȣ   Ȣ   Ȣ   Ȣ Ȣ Ȣ Ȣ
 (5.6); 
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ὑ  ρπ Ȣ Ȣ   Ȣ   Ȣ   Ȣ Ȣ Ȣ Ȣ
  (5.7). 

 

 Species (mol dm
-3

): 

Temperature: 30°C 55°C 80°C 

CO2 (aq) 2.83 x 10
-2

 1.66 x 10
-2

 7.54 x 10
-3

 

H2CO3 (aq) 7.30 x 10
-5

 4.28 x 10
-5

 1.94 x 10
-5

 

HCO3
-
 at pH = 4.5 4.13 x 10

-4
 2.36 x 10

-4
 9.62 x 10

-5
 

CO3
2-

 at pH = 4.5 6.85 x 10
-10

 4.85 x 10
-10

 2.17 x 10
-10

 

HCO3
-
 at pH = 6.8 8.25 x 10

-2
 4.71 x 10

-2
 1.92 x 10

-2
 

CO3
2-

 at pH = 6.8 2.73 x 10
-5

 1.93 x 10
-5

 8.62 x 10
-6

 

Table 5-2: Calculated concentrations of CO2 and H2CO3 in solution at experimental conditions. 

It can be seen from Table 5-2, as temperature increases, the concentration of active species in 

solution decreases as the solubility of CO2 decreases. As pH increases, the degree of both the first 

and second dissociation of carbonic acid is increased. For H2S systems: 

 Ὧ    (5.8), 

where: 

Ὧ  ρȾρπ
Ȣ Ȣ Ȣ Ȣ

   (5.9), 

Ὧ   (5.10), 

where: 

Ὧ ρπ
Ȣ Ȣ Ȣ

Ȣ
Ȣ

  (5.11). 

 

Tk is the temperature of the system in Kelvin, and Ὧ   and Ὧ  are the solubility and 

dissociation constants of H2S, respectively [47], [114]. Whilst HS
-
 can further dissociate, the 

magnitude of the dissociation constant is such that the calculation is irrelevant [47]. It has been 

assumed in a 1% H2S/N2 mixture individual components behave equivalently and therefore the 

values below are 1% of those of a pure H2S source. It can be seen from Table 5-3 that again the 

concentration of active species is decreased as temperature increases, and dissociation increases 

as pH increases. 

 

 Species (mol dm
-3

): 

Temperature: 30°C 55°C 80°C 

H2S(aq) 8.368 x 10
-4

 7.81 x 10
-4 

2.227 x 10
-4

 

HS
-
 at pH = 5.0 1.084 x 10

-5
 1.062 x 10

-5
 6.822 x 10

-6
 

HS
-
 at pH = 6.8 6.838 x 10

-4
 6.701 x 10

-4
 4.305 x 10

-4
 

Table 5-3: Calculated concentrations of H2S and HS
-
 in solution at experimental conditions. 
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5.2.3. In Situ Electrochemical Measurement 
 

Electrochemical measurements were carried out using two potentiostats, i.e. Gamry Instruments 

Interface 1000 and Solartron Modulab.  

 

During immersion experiments, EIS (AC voltage amplitude ± 7.07 mV vs OCP, scan range 50 kHz - 

50 mHz for H2S/N2, 10 kHz ï 2 mHz for CO2) and LPR (scan range ±10 mV vs OCP, scan rate 1 

mV s
-1

) were acquired every 30 minutes, with the OCP of the system recorded at all other times. 

Corrosion rates as a function of immersion time were calculated from a total of 12 experiments 

(one for each pH/temperature combination). CO2 rates and their associated error were calculated 

using EIS and LPR data, whilst H2S corrosion rates are calculated from LPR data (Rs was obtained 

from EIS data but Rp stability was poor). Stern-Geary coefficients used to calculate corrosion rate 

from Rp are discussed in section 5.3.1. 

 

Potentiodynamic measurements were also undertaken in separate immersions to determine the 

Tafel behaviour of the system. PDP scans of T = 30°C and 80°C conditions were carried out from -

0.3 V to +0.3 V around OCP at a scan rate of 0.167 mV
 
s

-1
 180 minutes after sample immersion. 

Prior to PDP measurement, EIS measurements were taken to obtain Rs values for solution 

resistance compensation. 

5.2.4. Ex Situ Characterisation 
 

Corrosion scale formed on samples has been characterised ex situ using GIXRD, SEM, EDX and 

Raman m-spectroscopy. GIXRD diffractograms (Ŭi = 3°, 2ɗ = 15° - 85°) were recorded using a 

Philips XôPert MPD diffractometer. Diffractograms have been normalised to the Fe (110) peak at 2ɗ 

= 44° to minimise differences in diffracted intensity caused by slight variation in measurement 

conditions. SEM and FIB-SEM data were obtained using an FEI Quanta 650 SEM and Quanta 3D 

FIB-SEM. Determination of the depth of scale layers via cross-sectional analysis is undertaken less 

often than other characterisation methods, and often by protecting samples (such as with resin 

[14], [15], [144], [60]) before machining and SEM imaging. FIB-SEM cross-sections are rarer [145], 

[228] and can be argued to be a less-destructive and therefore more accurate methodology. 

Raman m-spectroscopy data were collected using a Renishaw InVia with a 633 nm HeNe laser at ~ 

2 mW power for 3 x 10 s accumulations. Where Raman ɛ-spectroscopy was carried out on CO2 

samples, the expected response from blank Fe, siderite or chukanovite was obtained, and as such 

have not been plotted. 

5.3. Results 
 

In situ electrochemical data and ex situ, post immersion characterisation of corrosion products is 

presented in this chapter organised by experimental condition, then further by technique. By 

comparing results from a variety of techniques, an indication of the composition, volume, and 

morphology of corrosion product can be obtained. 
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5.3.1. Electrochemical Data 
 

PDP data has been treated to account for solution resistance (in accordance with Appendix B) and 

plotted in Figure 5-4. Data have been plotted for both CO2 and H2S solutions for T = 30°C and 

80°C, at pH = 4.5 and 6.8. Solution resistance compensation did not significantly alter plots.  

 

Regarding the CO2-saturated solution data, apart from the T = 30°C, pH = 6.8 condition, all PDP 

curves show similar behaviour, particularly the pH 4.5 data. Examining the curves, a Stern-Geary 

value of 52 mV decade
-1

 has been chosen to calculate corrosion rates for all but T = 30°C, pH = 6.8 

electrochemical CO2 data, given it is an accepted value for diffusion controlled-systems [205]. A 

Stern-Geary constant of 37 mV decade
-1

 has been employed for the T = 30°C, pH = 6.8 condition. 

This value has been obtained from the data using the line-fitting feature of the IgorPro graphical 

plotting program (Wavemetrics). Straight lines were fitted between two-points on the 

anodic/cathodic branches of the PDP plot following guidelines from Shreirôs Corrosion [205]. 

 

  

Figure 5-4: A: Rs compensated PDP curves for high purity iron immersed in CO2-saturated 

deionised water acquired for four distinct pH/temperature combinations (T = 30°C/80°C, pH = 

4.5/6.8). B: Rs compensated PDP curves for high purity iron immersed in H2S/N2-saturated 

deionised water solutions for four distinct pH/temperature combinations (T = 30°C/80°C, pH = 

5/6.8). Scans were obtained from -0.3 V to +0.3 V relative to OCP at a scan rate of 0.1667 mV s
-1

 

after 180 m immersion. Rs values were obtained from EIS measurement carried out directly before 

PDP measurement.  

For H2S/N2-saturated solution data, all PDP curves show similar behaviour, with the cathodic 

branch suggesting diffusion-controlled corrosion behaviour. Calculated Stern-Geary constants 

were broadly consistent, and so a constant of 52 mV decade
-1

 was used for calculation of all 

corrosion rates. The B values used are constant throughout the immersion duration. 
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Figure 5-5: Corrosion rates of high purity iron samples immersed in either CO2-saturated (left 

panel, calculated from an average of EIS and LPR measurements) or H2S/N2-saturated (right, 

calculated from LPR measurements) deionised H2O solutions for four distinct pH/temperature 

combinations (T = 30°C/55°C/80°C, pH = 4.5/6.8 for CO2 and T = 30°C/55°C/80°C, pH = 5/6.8) 

over 24 hours of immersion. Stern-Geary constants used for calculation of corrosion rates are 

indicated above in main text.  

Corrosion rate data has been plotted in Figure 5-5, with rates for CO2-saturated solutions displayed 

in the left panel and H2S/N2-saturated in the right. CO2 data has been calculated from the average 

of EIS and LPR data and it can be seen from error bars (the standard deviation of EIS and LPR 

data at each interval) the values correlated well for most samples. In general, larger error 

correlates with data recorded using the Gamry Interface 1000 potentiostat. Visual inspection 

indicates that corrosion rates typically remain stable throughout immersion, indicating if scaling is 

occurring it does not have a protective effect with the exception of the rate for T = 80°C, pH = 6.8 

(aqua markers) which shows a decrease throughout the immersion time. Aside from this condition, 

lower temperatures correlate with lower corrosion rates. H2S data (right) has been calculated from 

LPR data alone due to the quality and complexity of the EIS data produced (significant noise and 

solution resistance) therefore error bars have not been produced, and shows corrosion occurring at 

a significantly lower rate than that of sweet corrosion. It is difficult to compare rates between CO2 

and H2S given the differences in gas source (1 % H2S vs 100 % CO2) and different methods of 

solid corrosion product formation; it would be inaccurate to simply multiply H2S data by a factor of 

100 given the relationship between gas concentration and corrosion rate is likely not linear. It can 

be observed that H2S data appears less dependent upon experimental conditions, with most rates 

stable throughout immersion. It should be noted both rates for T = 30°C are dissimilar when 

compared to others, with both increasing throughout immersion and that of pH = 6.8 occurring at a 

higher rate than any other.  
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5.3.2. Scale Characterisation 
 

Characterisation data  has been organised by temperature, i.e. T = 30°C, 55°C, and 80°C.  

5.3.2.1. T = 30°C 
 

Figure 5-6 collates the GIXRD diffractograms acquired for all experiments at T = 30°C, normalised 

to Fe (110) peak located at 2ɗ = 44° to allow changes in intensity of corrosion products to be 

compared. For samples immersed in the CO2-saturated solutions, it can be seen at both pH 4.5 

and 6.8 the signal is primarily derived from the Ŭ-Fe of the substrate, although for pH = 6.8 peaks 

are detected at 2ɗ = 38°, 77° and 66° (a shoulder on the Fe (200) peak). These latter peaks are 

attributed to silver paint used to electrically connect the samples to SEM stubs and have been 

observed in other instances (see Chapter 7). 

  

Figure 5-6: GIXRD (Ŭi = 3°, normalised to Fe (110)) showing the composition of scale formed on 

high purity iron samples after 24 h of immersion at T = 30°C in CO2-saturated solution at pH = 4.5 

and 6.8 (left panel), and in H2S/N2-saturated solution at pH = 5 and 6.8 (right panel). 

In contrast, mackinawite (FeS) is observed on the samples immersed in H2S/N2-saturated solutions 

at both pHs studied (i.e. 5 and 6.8); the mackinawite signal is stronger at pH = 6.8, suggesting a 

greater volume of the phase. Notably, peaks assigned to mackinawite on both diffractograms are 

broad in comparison to the iron peaks, suggesting the degree of crystallinity of the phase is 

reduced. GIXRD of sour samples is further discussed in Chapter 6. 

 

SEM images of the samples are displayed in Figure 5-7.  These data correlate well with the GIXRD 

diffractograms. Both samples immersed in CO2-satuated solutions ((A) pH = 4.5, (B) pH = 6.8) 

show no evidence of solid corrosion products upon the corroded iron surface. In both instances a 

roughened, corroded surface is observed with grain boundaries visible where corrosion has 

occurred preferentially. Some localised corrosion is observed, primarily in the pH 4.5 condition, 
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where small pits (darker areas) are seen across the surface. The two samples immersed in 

H2S/N2-saturated solutions show a layer of mostly homogeneous, interconnecting porous corrosion 

product across the whole substrate surface. Inset in both images (C and D) are magnified views of 

the scale, showing a sponge-like phase, with the scales forming ócellsô. Within literature, the 

layered structure of mackinawite has been shown to precipitate into several crystal forms from 

solution, such as irregular flakes formed into dense clumps [229], or rosette-like aggregates [142], 

[143], [230] whose surfaces resemble those of surfaces seen experimentally. Mackinawite scale 

precipitated upon iron or carbon steel substrates immersed in H2S or H2S/CO2 solutions have also 

shown similar morphologies [15], [139], [144]ï[148] with scale porosity and coverage altering upon 

with solution chemistry.  

pH CO2 H2S/N2 

(CO2)

= 4.5  

(H2S) 

= 5 

 

  
6.8 

  
Figure 5-7: SEM images showing the substrate morphology of high purity iron samples after 24 h 

immersion at T = 30°C in CO2-saturated solution at pH = 4.5 (A) and 6.8 (B), and in H2S/N2-saturated 

solution at pH = 5 (C) and 6.8 (D). Higher magnification images of (C) and (D) are inset to provide 

clarity. 


